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Abstract 

 
HYDRATE v1.5 is a numerical code that for the simulation of the behavior of 

hydrate-bearing geologic systems, and represents the third update of the code since its 
first release [Moridis et al., 2008]. It is an option of TOUGH+ v1.5 [Moridis, 2014], a 
successor to the TOUGH2 [Pruess et al., 1999] family of codes for multi-component, 
multiphase fluid and heat flow developed at the Lawrence Berkeley National Laboratory.  
HYDRATE v1.5 needs the TOUGH+ v1.5 core code in order to compile and execute. It 
is written in standard FORTRAN 95/2003, and can be run on any computational platform 
(workstation, PC, Macintosh) for which such compilers are available. 

By solving the coupled equations of mass and heat balance, the fully operational 
TOUGH+HYDRATE code can model the non-isothermal gas release, phase behavior and 
flow of fluids and heat under conditions typical of common natural CH4-hydrate deposits 
(i.e., in the permafrost and in deep ocean sediments) in complex geological media at any 
scale (from laboratory to reservoir) at which Darcy’s law is valid.  

TOUGH+HYDRATE v1.5 includes both an equilibrium and a kinetic model of 
hydrate formation and dissociation. The model accounts for heat and up to four mass 
components, i.e., water, CH4, hydrate, and water-soluble inhibitors such as salts or 
alcohols. These are partitioned among four possible phases (gas phase, liquid phase, ice 
phase and hydrate phase).  Hydrate dissociation or formation, phase changes and the 
corresponding thermal effects are fully described, as are the effects of inhibitors. The 
model can describe all possible hydrate dissociation mechanisms, i.e., depressurization, 
thermal stimulation, salting-out effects and inhibitor-induced effects.  
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1.0.  Introduction 
 

 

1.1. Background 

Gas hydrates are solid crystalline compounds in which gas molecules are encaged inside 

the lattices of ice crystals. These gases are referred to as guests, whereas the ice crystals 

are called hosts. Of particular interest are hydrates in which the gas is a hydrocarbon. 

Under suitable conditions of low temperature and high pressure, a hydrocarbon gas M 

will react with water to form hydrates according to  

 OHNMOHNM HH 22 ⋅=+  (1.1) 

where NH is the hydration number. 

Vast amounts of hydrocarbons are trapped in hydrate deposits [Sloan, 1998]. Such 

deposits exist where the thermodynamic conditions allow hydrate formation, and are 

concentrated in two distinctly different types of geologic formations where the necessary 

low temperatures and high pressures exist: in the permafrost and in deep ocean 
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sediments. The lower depth limit of hydrate deposits is controlled by the geothermal 

gradient.  

Current estimates of the worldwide quantity of hydrocarbon gas hydrates range 

between 10
15 

to 10
18 

m3. Even the most conservative estimates of the total quantity of gas 

in hydrates may surpass by a factor of two the energy content of the total fuel fossil 

reserves recoverable by conventional methods. The magnitude of this resource could 

make hydrate reservoirs a substantial future energy resource. While current economic 

realities do not favor gas production from the hydrate accumulations, their potential 

clearly demands evaluation.  

The majority of naturally occurring hydrocarbon gas hydrates contain CH4 in 

overwhelming abundance. Simple CH4-hydrates concentrate methane volumetrically by a 

factor of 164, and require less than 15% of the recovered energy for dissociation. Natural 

CH4-hydrates crystallize mostly in the I structure, which contains 46 H2O molecules per 

unit cell. They have a NH ranging from 5.77 to 7.41, with NH = 6 being the average 

hydration number and NH = 5.75 corresponding to complete hydration [Sloan, 1998].  

There are three main methods of hydrocarbon recovery from gas hydrates: (a) 

thermal stimulation [McGuire, 1981], in which gas release is effected by heating the 

hydrate above the dissociation temperature at a given pressure, (b) depressurization 

[Holder et al., 1982], in which the gas release is achieved by lowering the pressure below 

that of the hydrate stability, and (c) ‘inhibitor’ injection [Kamath and Godbole, 1987] in 

which the hydrocarbon is produced after the injection of substances (e.g., brines, 

alcohols) that destabilize the hydrate. Combinations of these methods can also be used.  
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Numerical codes and studies on the simulation of gas production from 

dissociating hydrates are limited. Drenth and Swinkels [2000] developed a four-

component, three-phase numerical model for the equilibrium dissociation of binary 

hydrates in marine environments. They provided an in-depth discussion of the challenges 

facing production from gas hydrates and identified knowledge gaps in numerical 

simulation of gas production from hydrate dissociation. Kurihara et al. [2003] developed 

a numerical simulator, and used it for the prediction of gas production from gas hydrates 

from both marine and permafrost hydrate deposits.  

Moridis et al. [1998] developed EOSHYDR, a TOUGH2 [Pruess et al., 1999] 

module for the simulation of dissociating simple methane hydrates under equilibrium 

conditions in both permafrost and marine accumulations. Moridis et al. [2003] enhanced 

EOSHYDR and developed EOSHYDR2 – also a TOUGH2 module – for the simulation 

of binary hydrates reacting under both equilibrium and kinetic conditions. 

TOUGH2/EOSHYDR2 was used for the simulation of gas production from hydrates 

under a variety of geologic and thermodynamic conditions, and involving various 

production strategies [Moridis, 2003; Moridis et al., 2004; Moridis and Collett, 2004].  

 

1.2. The HYDRATE v1.5 Code 

The HYDRATE v1.5 is a code for the simulation of the behavior of hydrate-bearing 

geologic systems.  It is the third update of the code first released in 2008 [Moridis et al., 

2008].  It is a member of the TOUGH+ family of codes, written in standard FORTRAN 

95/2003 to take advantage of all the object-oriented capabilities and the enhanced 

computational features of that language. It is a successor to the TOUGH2 [Pruess et al., 
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1991] family of codes for multi-component, multiphase fluid and heat flow developed at 

the Lawrence Berkeley National Laboratory.  The current implementation of HYDRATE 

v1.5 is far more modular than its earlier versions, which involved a more intertwined 

structure of the hydrate-related part of the model and the code that is common to all 

members of the TOUGH+ family.   

From the present version and onward, the core code of TOUGH+ is completely 

generic in its design, includes the procedures that are common to all simulations (e.g., 

reading input data that are universally needed by any study, time advancement, solution 

of the Jacobian matrix, updating of primary and secondary varisbales, etc.), and is not 

problem-specific, i.e., it is completely independent of the hydrate-specific aspects or of 

the specifics of any other type of problem being simulated.  It is also distributed as a 

separate entity and cannot conduct any simulations by itself, but needs an additional code 

unit – named option in TOUGH+ and describing a particular type of problem or Equation 

of State (EOS) – before it can become operational.  Note that therm option – rather the 

older term module or EOS that were used in the TOUGH2 [Pruess et al., 1999] 

nomenclature – is used to avoid confusion, as the term module has a particular meaning 

in the FORTRAN 95/2003 language of TOUGH+.   

All hydrate-related physics and the corresponding relationships, as well the 

corresponding inputs and outputs, are now included in the HYDRATE V1.5 option 

which, combined with the core TOUGH+ code [Moridis, 2014], can solve the problem of 

hydrate-bearing system behavior in porous geologic media. The combined 

TOUGH+HYDRATE code (in the current versions of its two constituents) will be 

hereafter referred to as T+H for brevity.  
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The underlying principles, physics, thermodynamics and computational approach 

in T+H are similar to those used in the earlier versions of the code [Moridis, 2003; 

Moridis et al., 2005; 2008], but significant differences also exist because of the 

introduction of more advanced structures, capabilities and output options. As before, the 

current T+H code employs dynamic memory allocation, thus minimizing storage 

requirements.  It follows the tenets of Object-Oriented Programming (OOP), and involves 

entirely new data structures that describe the objects upon which the code is based.  The 

basic objects are defined through derived data types, and their properties and processes 

are described in modules and sub-modules, i.e., entities that incorporate the object 

attributes and parameters in addition to the procedures (corresponding to the older 

concepts of “functions” and “subroutines” in FORTRAN 77) that describe its behavior 

and processes.  The TOUGH+ code is based on a completely modular structure that is 

designed for maximum traceability and ease of expansion.   

In addition to improvements in the code structure and data flow, the current 

version of T+H features significant new additions in terms of capabilities, as well as 

more advanced thermodynamics.  Thus, T+H allows the definition of subdomains that 

are composed of one or more regions, each describing a subset of the grid that can be 

defined by several methods (e.g., geometry, listing of the included elements), thus 

allowing the monitoring of the evolution of particular attributes and variables in these 

subdomains through printing of the outputs in individual external files.  Similarly, T+H 

allows the definition of interfaces that comprise one or more surfaces, each of which can 

be defined by several methods (e.g., geometry, listing of the included connections), thus 

allowing the monitoring of the evolution of flow-related attributes and parameters 
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through printing of the outputs in individual external files.  T+H now includes more 

advanced physics in several areas, e.g., real gas properties, water properties, hydrate 

density equations, salinity effects, and diffusion, as well as expanded boundary condition 

options (such as time variable boundary conditions). 

By using the capabilities of the FORTRAN95/2003 language, the new OOP 

architecture involves the use of pointers, lists and trees, data encapsulation, defined 

operators and assignments, operator extension and overloading, use of generic 

procedures, and maximum use of the powerful intrinsic vector and matrix processing 

operations (available in the extended mathematical library of FORTRAN 95/2003).  This 

leads to increased computational efficiency, while allowing seamless applicability of the 

code to multi-processor parallel computing platforms. The result is a code that is 

transparent and compact, and frees the developer from the tedium of tracking the 

disparate attributes that define the objects, thus enabling a quantum jump in the 

complexity of problem that can be tackled.  This is demonstrated in T+H, in which 26 

different phase combinations can be easily described.  An additional feature of the 

FORTRAN 95/2003 language of TOUGH+ is the near complete interoperability with 

C/C++, which allows the interchangeable use of procedures written in either FORTRAN 

95/2003 or C/C++, and makes possible the seamless interaction with pre- and post-

processing graphical environments.  

Based on insights provided by extensive experience with earlier versions of the 

code [Moridis et al., 2008; 2009; 2012], numerical ‘bottlenecks’ were removed, more 

efficient primary variables and state-changing criteria were selected, and more powerful 

linearization techniques were employed in T+H, resulting in significant improvements in 
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execution speed and numerical performance.  Note that T+H v1.5 still uses most of the 

inputs (and the input formats) used by the conventional TOUGH2 code [Pruess et al. 

1999] in order to fulfill the functional requirement (part of the code design) of backward 

compatibility of the TOUGH+ family codes [Moridis, 2014] with older input data files 

used in earlier simulations.  However, more advanced input data structures and formats 

are introduced in this version to support and describe capabilities unavailable in earlier 

code versions.  More powerful input data file structures will be available in future 

releases of TOUGH+. 

By solving the coupled equations of mass and heat balance, T+H can model the 

non-isothermal gas release, phase behavior and flow of fluids and heat in complex 

geologic media.  The code can simulate formation of, or production from, natural CH4-

hydrate deposits in the subsurface (i.e., in the permafrost and in deep ocean sediments), 

as well as laboratory experiments of hydrate formation/dissociation in porous/fractured 

media.  The only limitations on the size of the domain to be simulated are imposed by the 

underlying physics.  Thus, if the volume of the domain and its subdivision are such that 

(a) a representative volume can be defined and (b) Darcy’s law applies, then T+H can be 

used for the prediction of the behavior of a hydrate-bearing geological system.  Note that 

hydrate problems involving very large grids and an accordingly large number of 

equations (>300,000) are more appropriately addressed with a parallel version of the code 

[Reagan et al., 2014]. 

T+H v1.5 includes both an equilibrium and a kinetic model of hydrate formation 

and dissociation. Assming an equilibrium hydration model, the model accounts for heat 

and up to four mass components, i.e., H2O, CH4, and water-soluble inhibitors such as 
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salts or alcohols; the kinetic model introduces an additional component, the CH4-hydrate, 

which is now treated as an individual component and not just a state of the H2O-CH4 

system. These components are partitioned among four possible phases (gas phase, liquid 

phase, ice phase and hydrate phase). Hydrate dissociation or formation, phase changes 

and the corresponding thermal effects are fully described, as are the effects of inhibitors. 

The model can describe all possible hydrate dissociation mechanisms, i.e., depressu-

rization, thermal stimulation, salting-out effects and inhibitor-induced effects, both singly 

and in any combination.  

While the capabilities to describe binary hydrates, and the properties and behavior 

of all hydrate forming gases are fully implemented, only methane hydrates can be 

simulated by this version of the T+H code. The reason for this stems from the fact that 

our ability to mathematically describe the problem exceeds the supporting fundamental 

knowledge on the subject, as large knowledge gaps exist. Treating the component 

hydrates as individual entities unaffected by each other or as segregated macroscopic 

quantities of hydrocarbon within the hydrate is incorrect because binary hydrates behave 

in a manner akin to solid solutions [Sloan, 1998]. Thus, changes in the composition of the 

hydrate and in the gas phase are functions not only of pressure and temperature, but also 

of concentration. Currently, there are no readily available P-T-X diagrams for such 

hydrates. In our studies, the empirical distribution coefficient Kvsi method of Carson and 

Katz [1942] have been shown to be difficult, and often impossible, to converge (the 

highest convergence rate was 65%, and was observed in rather simple problems), and 

lead to long execution times. The most physically and mathematically robust approach is 

to incorporate fast regression relationships based on the computationally intensive but 
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conceptually sound statistical thermodynamics approach of Sloan [1998], full 

implementation of which is impractical in simulators.  This option is currently being 

explored for incorporation into later version of the code if such a need arises.  

This report provides a detailed presentation of the features and capabilities of 

T+H, and includes a thorough discussion of the underlying physical, thermodynamic and 

mathematical principles of the model in addition to the main governing equations.  The 

various phase regimes and the corresponding primary variables are discussed in detail, as 

well as the reasons for their selection. Examples of input data files (and of the 

corresponding output files) are included as an aide to the T+H user.  Results from 

simulations of gas production from realistic hydrate-bearing geologic systems are also 

included.  
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2.0  Concepts, Underlying Physics, and 
Governing Equations 

 

 

2.1. Modeled Processes and Underlying Assumptions 

T+H can model the following processes and phenomena in hydrate-bearing geologic 

systems:  

 (1) The flow of gases and liquids in the geologic system  

(2) The corresponding heat flow and transport  

(3) The partitioning of the mass components among the possible phases 

(4) Heat exchanges due to  

a. Conduction 

b. Advection/convection 

c. Radiation 

d. Hydrate reaction (dissociation or formation) 

e. Latent heat related to phase changes (ice melting or water fusion, 

water evaporation or vapor condensation)  
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f. Gas dissolution  

g. Inhibitor dissolution  

(5) Equilibrium or kinetic hydration reaction (dissociation or formation),  

(6) The transport of water-soluble gases and inhibitors (such as salts and alcohols), 

accounting for advection and molecular diffusion 

(7) The effects of water-soluble inhibitors on the hydrate behavior  

(8) Any method of hydrate dissociation (i.e., depressurization, thermal stimulation 

and inhibitor effects), and combinations thereof  

A deliberate effort was made to keep the simplifying assumptions involved in the 

development of the underlying physical, thermodynamic and mathematical model to a 

minimum. These include:  

(1) Darcy’s law is valid in the simulated domain under the conditions of the study.  

(2) In the transport of dissolved gases and inhibitors, mechanical dispersion is small 

compared to advection (by neglecting mechanical dispersion, memory 

requirements and execution times are substantially reduced).  

(3) The movement of the geologic medium (soil heaving) while freezing is not 

described, and the effects on pressure (caused by density differences between 

the liquid and ice phases) are accommodated through a relatively high pore 

compressibility of the geologic medium.  

(4) Dissolved salts do not precipitate as their concentration increases during water 

freezing.  Consequently, the aqueous phase is not allowed to disappear when 

salts are present.  This simplification was necessitated by (a) the marginal 

practical aspects of such a scenario, (b) the lack of fundamental knowledge and 
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quantitative relationships describing the hydrate-salt interaction under these 

conditions, and (c) the computationally intensive requirements of describing the 

thermodynamics of dense brines and halite precipitation.  

(5) The concentration of the dissolved inhibitors is such that it does not affect the 

thermophysical properties of the aqueous phase.  Although the thermodynamics 

of inhibitor-water systems are well known and are already available within 

T+H, they are not invoked in this version – but will be considered as an option 

in future code releases – because their effect may not very important, they are 

computationally intensive (as they may affect a wide range of thermophysical 

properties such as density, vapor pressure, enthalpy, etc., all of which have to be 

computed regardless of even minimal inhibitor effect), and inhibitor-induced 

dissociation is not considered an attractive first option for gas production from 

hydrate deposits [Moridis and Reagan, 2007].   

(6) The inhibitor is non-volatile in the temperature-pressure range of the study. This 

simplification was introduced because of the limited practical possibility for 

such a scenario, and of the significant computational requirements to account 

for the inhibitor vapor pressure and diffusion in the gas phase. 

(7) The pressure P < 100 MPa (14,504 psi).  The pressure-dependent equations 

describing the hydrate properties and behavior in T+H provide accurate 

solutions for a P over nine times larger than the largest pressure at which natural 

gas hydrates are known to exist (i.e., about 11 MPa).  Thus, the existing 

capabilities can easily accommodate any natural or laboratory hydrate system.  

Although equations for an accurate description of the thermophysical properties 
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of hydrate systems for P as high as 1000 MPa are available in the code, this 

option is disabled because it involves an iterative process that increases the 

execution time by a factor of 3 or 4 even for P < 100 MPa.  

 

2.2. Components and Phases 

Depending on the thermodynamic state of the system, the amount of CH4-hydrate created 

or CH4 gas released is determined from the reaction  

 CH4 + NHH2O =CH4 ⋅NHH2O , (2.1) 

where NH is the hydration number, and the subscript m denotes methane. In addition to 

simple CH4-hydrates, natural hydrates may include one or more additional gasses. Such 

hydrate-forming gases exist practically in all natural hydrates and can play a significant 

role in their nucleation and behavior.  

The reaction describing the formation/hydration of a composite (binary) hydrate is  

χm CH4 ⋅NHH2O[ ]+ χG G ⋅NGH2O[ ] = χmCH4 + χGG + χmNH + χGNG( )H2O , (2.2) 

where G is the second hydrate-forming gas, NG is the hydration number of the G-hydrate, 

χ is the mole fraction in the binary hydrate, and the subscripts m and G denote the 

methane and the second gas, respectively.  Obviously, χm + χG = 1.  The gas G can be one 

of CO2, H2S, N2, or another gaseous alkane CnH2n+2 (m = 2,3, 4) . In permafrost hydrate 

accumulations, χm routinely exceeds 95% [Collett et al., 1999].  

A non-isothermal hydrate system can be fully described by the appropriate mass 

balance equations and an energy balance equation. The following components κ (and the 
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corresponding indicators used in the subsequent equations), corresponding to the number 

of equations, are considered in T+H: 

κ ≡  h hydrate 

w water 

m CH4 

i water-soluble inhibitor (salt or organic substance)  

θ heat 

Note that heat is included in this list as a pseudo-component (as the heat balance is 

tracked similarly to the mass balance of the individual mass components) for the purpose 

of defining the maximum number of simultaneous equations to be solved.  Thus, the list 

indicates that the maximum number of mass components that may be considered in a 

problem involving kinetic hydrate formation/dissociation is 4, and the corresponding 

number of equation is 5 because there is no possibility to treat hydrate dissociation or 

formation as an isothermal process. For an equilibrium hydration reaction,  hydrate is not 

treated as an individual component, but simply as a state of the H2O-CH4 system. In that 

case, the maximum number of mass components is 3, and the maximum possible number 

of equations is 4. 

These mass and energy components are partitioned among four possible phases β, 

which are listed below along with the corresponding indicators (used in the subsequent 

equations): 

β ≡   H solid-hydrate (components: m,w – equilibrium; h - kinetic) 

A aqueous (components: dissolved m, dissolved i) 

G gaseous (components: m, vapor w) 
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I solid-ice (component: w) 

Note that hydrate is both a component and a phase under kinetic hydration reaction 

conditions. Under equilibrium conditions, hydrate is treated only as a phase. 

  

2.3. The Mass and Energy Balance Equation 

Following Pruess et al. [1999], mass and heat balance considerations in every subdomain 

(gridblock) into which the simulation domain is been subdivided by the integral finite 

difference method dictates that  

 ∫∫∫ +⋅=
Γ nnn VV

dVqdÃdVM
dt
d κκκ  nF , (2.3) 

where:  

V, Vn volume, volume of subdomain n [L3]; 

Mκ mass accumulation term of component κ [kg m-3]; 

A, Γn surface area, surface area of subdomain n [L2]; 

Fκ Darcy flux vector of component κ [kg m-2s-1]; 

n inward unit normal vector; 

qκ source/sink term of component κ [kg m-3s-1]; 

t time [T]. 

 

2.4. Mass Accumulation Terms 

Under equilibrium conditions, the mass accumulation terms Mκ for the mass components 

in equation (2.3) are given by 
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 M κ = φSβ
β≡A,G,I ,H
∑ ρβX β

κ ,   κ ≡ w,m, i  (2.4) 

where 

φ porosity [dimensionless];  

ρβ density of phase β [kg m−
3]; 

Sβ saturation of phase β [dimensionless]; 

X
β

κ  
 mass fraction of component κ ≡ w,m, i  in phase β [kg/kg] 

In the equilibrium model, different cases of β give the following relations: 

β ≡G :  XG
i = 0

β ≡ H :  XH
w =

Wm

W h ,   XM
m =1− XH

w,   XH
i = 0

β ≡ I :  XI
m = XI

i = 0,   XI
w =1

 

The terms Wm and Wh denote the molecular weights of the CH4 and of the hydrate, 

respectively. Thus, the values of XH
w  and XM

m
 
reflect the stoichiometry in Equation (2.1).  

Under kinetic conditions, the mass accumulation terms Mκ  
in Equation (2.3) are 

given by 

 M κ = φSβ
β≡A,G,H ,I
∑ ρβX β

κ ,  κ ≡ w,m,h, i  (2.5) 

In the kinetic model, different cases of β give the following relations  

β ≡ A :  XA
h = 0

β ≡G :  XG
h = XG

i = 0
β ≡ H :  XH

w = XH
m = XH

i = 0,    XH
h =1 

β ≡ I :  XI
m = XI

h = XI
i = 0,    XI

w =1

 

Under kinetic conditions, the equation describing the behavior of the hydrate mass 

component and phase is provided by the model of [Kim et al., 1987] as  
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 QH =
∂M
∂t

= −K0 exp
ΔEa

RT
$

%
&

'

(
)FAA feq − fv( ) , (2.6) 

where  

K0  intrinsic hydration reaction constant [kg m-2 Pa-1 s-1]; 

∆Ea hydration activation energy [J mol-1]; 

R  universal gas constant [8.314 J mol-1 K-1]; 

T  temperature [oK]; 

FA  area adjustment factor [dimensionless]; 

A  surface area participating in the reaction [m2]; 

feq  fugacity at equilibrium at temperature T (Pa) 

fv  fugacity in the gas phase at temperature T (Pa) 

The surface area is computed by assigning the hydrate saturation uniformly to the 

interstitial spaces of the porous medium. To accomplish this, the original solid grain 

volume (considered to be composed of spherical particles) is determined as Vp = 43πrp
3 , 

where rp is the solid grain radius [m]. Then, the number of voids NV (pore spaces) is 

assumed to be equal to the number of solid grains (a valid approach for spherical 

particles), and the corresponding void volume VV is computed from  

 NV =
(1−φ)
Vp

,    VV =
φ
NV

,  (2.7) 

At the interface of pores and voids, the grain surface area is the same for both the grains 

and the voids, and is computed as Ap = 4πrp
2 , resulting in a total area (per unit volume) of 

ATV = NVAp. Then the volume of the void is assumed to vary linearly with the rV
3 , where 

rV  = 0.1547 rp, is a representative radius describing the radius of the sphere fitting in the 
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interstitial space between the spherical grains. Then, at any time t, a representative 

hydrate particle radius rH and volume VH are computed as  

 VH =
φSH
NV

,      rh = rV
VH
VV

!

"
#

$

%
&

1/3

=  rVSH
1/3  (2.8) 

and the hydrate reactive area is computed as  

 A = fAATV
rH
rV

!

"
#

$

%
&

2

=  fANV 4πrp
2( )  SH2/3 . (2.9) 

The area adjustment factor fA accounts for the deviation of the interstitial volume from 

that based on the assumption of grain sphericity, and can incorporate heterogeneity 

effects related to the hydrate “particle” size and saturation distribution.  Given the 

intrinsic permeability k of a porous medium, the Kozeny-Carman equation can provide an 

estimate of the average (effective) radius rp of the porous medium grains as [Bear, 1972] 

 rp = 45k (1−φ)
2

φ 3
"

#
$

%

&
'

1/2

.  

Alternatively, an estimate of rp can be obtained from sieve analysis (if such data are 

available). 

 

2.5. Heat Accumulation Terms 

The heat accumulation term includes contributions from the rock matrix and all the 

phases, and, in the kinetic model, is given by the equation 

 M θ = (1−φ)ρRCRT  + φSβρβUβ
β=A,G,H ,I
∑  +  Qdiss , (2.10) 

where 
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 Qdiss  =  
Δ φρHSHΔH

0( )     for equilibrium dissociation 

QHΔH
0                 for kinetic dissociation     

"
#
$

%$
 (2.11) 

ρR rock density [kg m-3]; 

CR heat capacity of the dry rock [J kg-1 K-1]; 

Uβ specific internal energy of phase β [J kg-1]; 

Δ() change in the quantity in parentheses over the current time step; 

ΔUH  specific enthalpy of hydrate dissociation/formation [J kg-1] 

The specific internal energy of the gaseous phase is a very strong function of 

composition, is related to the specific enthalpy of the gas phase HG, and is given by 

 UG = XG
κuG

κ +Udep
κ≡w,m
∑   = HG −

P
ρG

$

%
&

'

(
) , (2.12) 

where uG
κ is the specific internal energy of component κ in the gaseous phase, and Udep is 

the specific internal energy departure of the gas mixture [J kg-1].  

The internal energy of the aqueous phase accounts for the effects of gas and 

inhibitor solution, and is estimated from 

 UA = XA
wuA

w  +  XA
m uA

m  +  Usol
m( )  +  XA

i uA
i  +  Usol

i( ) , (2.13) 

where uA
w , uA

m  and uA
i  are the specific internal energies of H2O, CH4 and the inhibitor at 

the conditions prevailing in the aqueous phase, respectively, and Usol
m  and Usol

i  are the 

specific internal energies corresponding to the dissolution of CH4 and of the inhibitor in 

water, respectively.  The terms uA
i  and UH are determined from 

uA
i  =  hA

i −
P
ρi

 =  Ci
T0

T

∫ dT − P
ρi

  and  UH  =  HH −
P
ρH

 =  CH
T0

T

∫ dT − P
ρH

 (2.14) 
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where T0 is a reference temperature, hA
i  and HH are the specific enthalpies of H2O and 

hydrate (phase or component), respectively, and Ci and CH are the temperature-dependent 

heat capacities of the inhibitor and the gas hydrate, respectively [J kg-1 K-1]. 

 

2.6. Flux Terms 

The mass fluxes of water, CH
4 

and inhibitor include contributions from the aqueous and 

gaseous phases, i.e.,  

 Fκ = Fβ
κ

κ≡A,G
∑ ,    κ ≡ w,m, i  (2.15) 

Because they are immobile, the contributions of the two solid phases (β ≡ H, I ) to the 

fluid fluxes are zero. Therefore, in the kinetic model the mass flux of the hydrate 

component (κ ≡ h ) across all subdomain boundaries is  

 Fh = 0  (2.16) 

For the aqueous phase, FA
w = XA

wFA , and the phase flux FA is described by Darcy’s law as 

 FA = −k
krAρA

µA

∇PA − ρAg( ) , (2.17) 

where 

k rock intrinsic permeability [m2]; 

krA  relative permeability of the aqueous phase [dimensionless]; 

µA  viscosity of the aqueous phase [Pa s]; 

PA  pressure of the aqueous phase [Pa]; 

g  gravitational acceleration vector [m s-2]. 
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The aqueous pressure PA is given by  

 PA = PG +PcGW , (2.18) 

where PG = PG
m +PG

w  is the gas pressure [Pa], PcGW  is the gas-water capillary pressure 

[Pa], and PG
m , PG

w  are the CH4 and water vapor partial pressures [Pa] in the gas phase, 

respectively. The CH4 solubility in the aqueous phase is related to PG
m  through Henry’s 

law, 

 PG
m = HmXA

m , (2.19) 

where Hm = Hm (T )  [Pa] is the temperature-dependent Henry’s coefficient, as opposed to 

its original/classical definition as Henry’s constant.  Note that it is possible to determine 

the CH4 from the equality of fugacities in the aqueous and the gas phase.  Although this 

approach provides a more accurate solution, the difference does not exceed 2-3% for the 

vast majority of CH4-hydrate problems in reservoir or laboratory settings, but the 

execution time can increase as much as 30%. 

The mass flux of the gaseous phase (β ≡G ) incorporates advection and diffusion 

contributions, and is given by 

 FG
κ = −k0 1+

b
PG

"

#
$

%

&
'
krGρG
µG

XG
κ ∇PG − ρGg( )+ JGκ ,    κ ≡ w,m  (2.20) 

where 

k0 absolute permeability at large gas pressures (= k) [m2]; 

b Klinkenberg [1941] b-factor accounting for gas slippage effects [Pa]; 

krG relative permeability of the gaseous phase [dimensionless]; 

µG viscosity of the gaseous phase [Pa s]. 
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Methods to estimate the b-factor are discussed in Moridis [2014]. 

The term JG
κ  is the diffusive mass flux of component κ in the gas phase [kg/m2/s], 

and is described by  

 JG
κ = −φSG φ

1
3SG

7
3( )

τG

 
 DG

κρG∇XG
κ = −φ τG( )  DG

κρG∇XG
κ ,    κ ≡ w,m  (2.21) 

where 

€ 

DG
κ  is the multicomponent molecular diffusion coefficient of component κ in the 

gas phase in the absence of a porous medium [m2 s-1], and τG is the gas tortuosity 

[dimensionless].  Several methods to compute τG are discussed by Moridis [2014]. The 

diffusive mass fluxes of the water vapor and CH4 gas are related through the relationship 

of Bird et al. [1960] 

 JG
w + JG

m = 0 , (2.22) 

which ensures that the total diffusive mass flux of the gas phase is zero with respect to the 

mass average velocity when summed over the two components (κ ≡ w,m ). Then the total 

gas phase mass flux is the product of the Darcy velocity and density of the gas phase.  

The flux of the dissolved inhibitor is described by 

 FA
i = XA

i FA + JW
i , (2.23) 

where  

 JW
i = −φSW φ

1
3SA

7
3( )  DA

i ρA∇XA
i = −φSW τ A( )   DA

i ρA∇XA
i , (2.24) 

DA
i  is the molecular diffusion coefficient of the inhibitor in water, and τA is the medium 

tortuosity of the aqueous phase.  

The heat flux accounts for conduction, advection and radiative heat transfer, and 

is given by  
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 Fθ = −kθ∇T + fσσ 0∇T
4 + hβFβ

β≡A,G
∑ , (2.25) 

where 

kθ   composite thermal conductivity of the medium/fluid ensemble [W m-1 K-1]; 

hβ specific enthalpy of phase β ≡ A,G [J kg-1]; 

fσ radiance emittance factor [dimensionless]; 

σ0 Stefan-Boltzmann constant [5.6687×10-8 J m-2 K-4].  

Several options to estimate kθ  are discussed in Moridis [2014]. 

The specific enthalpy of the gas phase is computed as  

 HG = XG
κhG

κ +Hdep
κ≡w,m
∑ , (2.26) 

where hG
κ  is the specific enthalpy of component κ in the gaseous phase, and Hdep is the 

specific enthalpy departure of the gas mixture [J kg-1]. The specific enthalpy of the 

aqueous phase is estimated from  

 HW = XA
whA

w  +  XA
m hA

m  +  Hsol
m( )  +  XA

i hA
i  +  Hsol

i( ) , (2.27) 

where hA
w , hA

m  and hA
i  are the specific enthalpies of H2O, CH4 and the inhibitor at the 

conditions prevailing in the aqueous phase, respectively, and Hsol
m and Hsol

i are the specific 

enthalpy of dissolution [J kg-1] of CH4 and of the inhibitor in the aqueous phase, 

respectively. 
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2.7. Source and Sink Terms 

In sinks with specified mass production rate, withdrawal of the mass component κ is 

described by  

 q̂κ = Xβ
κqβ

κ≡A,G
∑ ,    κ ≡ w,m  (2.28) 

where qβ  is the production rate of the phase β [kg m-3]. For a prescribed production rate, 

the phase flow rates qβ  are determined internally according to the general different 

options available in the TOUGH+ code (see Moridis [2014]).  For source terms (well 

injection), the addition of a mass component κ occurs at desired rates q̂κ (κ ≡ w,m ).  

Inhibitor injection can occur either as a rate as an individual mass component ( q̂i ) or as a 

fraction of the aqueous phase injection rate, i.e., q̂i = XA
i q̂A , where XA

i  is the inhibitor 

mass fraction in the injection stream.  

In the kinetic model, the additional sink/source terms corresponding to hydrate 

dissociation and release of CH4 and H2O must be accounted for. The source term for CH4 

thus becomes q̂m =Qm , where the production rate Qm  [kg m-3 s-1] of CH4 is computed 

from Equation (2.6) as  

 Qm = −
Wm

W c QH  , (2.29) 

Similarly, the source term for water (liquid or ice) becomes q̂m +Qm , where the 

hydrate-related release of water Qw  is determined from the stoichiometry of Equation 

(2.1) as  

 Qw = −
NmW

w

W c QH , (2.30) 



 

 26 

Under equilibrium conditions, the rate of heat removal or addition includes 

contributions of (a) the heat associated with fluid removal or addition, as well as (b) 

direct heat inputs or withdrawals (e.g., microwave heating), and is described by 

 q̂θ  =  qd + hβ
κ =A,G
∑ qβ  (2.31) 

Under kinetic conditions, the rate of heat removal or addition is determined from  

 q̂θ  =  qd + hβ
κ =A,G
∑ qβ +QHΔH

0 , (2.32) 

 

2.8. Thermophysical Properties 

2.8.1.  Water 

The properties and parameters of liquid water and steam in T+H are provided by (a) fast 

regression equations based on data from NIST [2000] and (b) steam table equations from 

the IAPWS97 formulation [Wagner et al., 2000].  These equations are accurate up to 700 

oC and 100 MPa, and computationally more efficient that those in the earlier versions of 

T+H (i.e., those in Moridis et al. [2008; 2009; 2012]). The code also incorporates 

additional capabilities extending the temperature and range to 3000 oC and 1000 MPa, 

but these are based on an iterative approach, are computationally very demanding, and, 

thus, are not invoked in the current version.   

The enthalpy, sublimation pressure and fusion/melting pressure of ice (on the ice-

vapor and ice-liquid water equilibrium lines of the water phase diagram) are computed 

using fast regression equations from data obtained using NIST [2000].  Within the solid 

ice phase (to T = 50 K and P ≈  200 MPa), ice densities are determined using the ice 



 
 

 27 

compressibility model of Marion and Jakubowski [2004] and the thermal expansivity 

data from Dantle [1962].  The ice enthalpy was computed using the heat capacity 

polynomial equation with the coefficients reported in Yaws [1999]. 

 

2.8.2.  CH4-Hydrate 

The hydration number Nm and the thermal properties of the CH4-hydrate (the specific heat 

CH and the themal conductivity kθH ) are input functions of temperature in T+H.  The 

specific enthalpy of the solid hydrate HH (in J/kg) is estimated from the general equation 

HH = CH
T0H

T

∫ dT , where T0H = 273.15 K is the reference temperature for all enthalpy 

computation in T+H v1.5. 

What is different from earlier T+H versions is that, in addition to the earlier 

option, the hydrate density ρH can now be computed also from the following equation 

proposed by Ballard [2002]: 

 ρH = v0 exp α1ΔT +α2ΔT
2 +α3ΔT

3 +α4ΔP( )"
#

$
%
−1

, (2.30) 

where is, ΔT = T-T0, ΔP = P-P0, the subscript 0 denotes a reference state, α1 = 

3.38496x10-4 K-1, α2 = 5.40099x10-7 K-2, α3 = -4.76946x10-11 K-3,  α4 = 10-10 Pa-1, the 

specific volume v0 = 1000MH/(22.712 NH), and MH is the molecular weight of the hydrate 

[g/mol].  The reference temperature and pressure for Equation (2.30) are T0 = 298.15 K 

and P0 = 105 Pa, respectively Ballard [2002]. 
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The parameters of kinetic dissociation of the hydrate are also inputs to T+H.  The 

hydration equilibrium pressure-temperature relationship and the dependence of the heat 

of dissociation on temperature are discussed in Section 2.9. 

 

2.8.3.  CH4 Gas 

The properties of the gas phase are provided by the Peng-Robinson equation of state 

[Peng and Robinson, 1976], one of several options available in the real-gas property 

package (code unit T_RealGas_Properties.f95, see Section 3.4) included in 

T+H. This package computes the compressibility, density, fugacity, specific enthalpy and 

internal energy (ideal and departure) of pure gases and gas mixtures over a very wide 

range of pressure and temperature conditions.  Additionally, the package computes the 

gas viscosity and thermal conductivity using the method of Chung et al. [1988], and 

binary diffusivities from the method of Fuller et al. [1969] and Riazi and Whitson [1993].  

The package also allows determination of gas solubility in water either by using a 

set of temperature-dependent Henry’s coefficients, or by equating fugacities in the gas 

and aqueous phases through a process that involves the computation of the activity 

coefficients (in the aqueous phase) and of the fugacities.  For the case of CH4, scoping 

calculations indicated that, for pressures P<100 MPa, accurate estimates can be obtained 

from the temperature-dependent Henry’s coefficient Hm , and hence this is the one used 

by T+H.  Determination of gas solubility through fugacities and activity coefficients 

provides accurate estimates for pressures as high as 1000 MPa, but is also very 

computationally demanding, while providing little (if any) benefit for any pressure 



 
 

 29 

regime expected in CH4-hydrate studies. Thus, this option is available but deactivated in 

the current code version.  

 
 

2.9. Hydrate Phase Relationships 

Of particular interest are the pressures and temperatures of the Lw-H-V and I-H-V three-

phase lines in the H2O-CH4 diagram, which delineate the limits to hydrate 

formation/dissociation. The relationship between the equilibrium hydration pressure Pe 

and the corresponding equilibrium hydration temperature Te in T+H can be obtained from 

two sources. The first is the regression equation of Kamath [1984] 

 P = exp e1 +
e2
T

!

"
#

$

%
& , (2.33) 

where P is in KPa, T is in K,  

e1 =
38.980
14.717

!
"
#

,  e2 =
−8533.80    for     0°C > Tc ≥ 25°C
−1886.79    for  -25°C ≥ Tc > 0°C

#
$
%

&%
 and T = Tc + 273.15 (2.34) 

The second source is a general regression expression derived by Moridis [2003] 

based on data from several researchers reported by Sloan [1998]. The two relationships 

and their range are shown in Figure 2.1. Limited smoothing in the vicinity of the 

quadruple point Q1 (Figure 2.2) was implemented to allow continuity of the derivatives 

and smooth phase changes. This is a necessity in the Newton-Raphson iterations 

implemented in TOUGH+ (see Section 3.4). Because of its limited range, and the 

discontinuity at the quadruple point, the parametric equations in Figures 2.1 and 2.2 are 

the default option in T+H. Use of the Kamath [1984] equation is advisable only when (a) 



 

 30 

T is within the temperature range defined in Equation (2.34), and (b) no phase boundaries 

are crossed in the system. 

In T+H, ΔH 0  under three-phase conditions (Lw-H-V and I-H-V) is computed 

from the simple equation of Kamath [1984] as  

 ΔH 0 =Cf C1  +  C2 /T( ) , (2.35) 

where ΔH 0  is in J/kg, T is in K, the conversion factor Cf = 33.72995 (J/kg)/(cal/gmol),  

 C1 =
13,521
6,534

!
"
#

$#
,  and C2 =

−4.02     for     0 °C > Tc ≥ 25 °C
−11.97    for  -25 °C ≥ Tc > 0 °C

#
$
%

&%
 (2.36) 

Equation (2.35) is a very weak function of temperature, and there is more recent evidence 

that ΔH 0  is practically constant over a wide range of temperatures [Gupta, 2007], so 

extension past the temperature range defined by Equation (2.36) is acceptable.  

Additionally, ΔH 0  for Tc < 0.01 oC is also obtained by subtracting the absolute value of 

the heat of fusion of ice ΔHf from the ΔH 0  estimate for Tc > 0.01 oC.  

There are no specific measurements of the equilibrium P -T relationship along the 

I-H-Lw and the I-V-Lw phase lines of a H2O-CH4O system, but is generally considered to 

follow the solidus line (melting/fusion equilibrium) of the water-ice system [NIST, 2000].  

Thus, the equilibrium P-T relationship along the I-Lw-H phase line is computed as  

P = PQ  - 6.26×105  (1.0 - Td
−3) + 1.97135×105(1.0 - Td

21)     (2.37) 

where P is in Pa, Td = T/273.16 (T in K), PQ (in Pa) is the pressure at the hydrate 

quadruple point (see Figures 2.1 and 2.2). Finally, temperature was considered invariable 

(and equal to 0 oC along the I-V-Lw phase line).  The complete phase diagram of the 

water--CH4--hydrate system is shown in Figure 2.3. 
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2.10. Inhibitor Effects on Hydrate Equilibrium 

The effect of salinity on the dissociation equilibrium pressure-temperature relationship is 

described by the equation of Dickens and Quinby-Hunt [1997] 

 Ts =
1
Te

−
NHΔH

f

ΔH 0
1

273.15
−
1
Tf

#

$
%%

&

'
((

)

*
+
+

,

-
.
.

−1

, (2.39) 

In this equation, Ts is the equilibrium dissociation temperature in the salt solution (K), 

ΔHf is the heat of fusion of ice (J/kg), Te is the equilibrium dissociation temperature in the 

presence of pure water (K), and Tf is the freezing point of the salt solution (K).  The 

predictions of this equation are in broad agreement with the measurements of Wright et 

al. (1999).  Further analysis allowed the above complex equation to be replaced with the 

simpler and equally accurate relationship, which has the additional benefits of applying to 

both salts and inhibitors such as alcohols.  In the simplified equation, the temperature 

depression (shift) induced by the inhibitors is computed as 

 ΔTD = ΔTD,r
ln 1−YA

i( )
ln 1−YA,r

i( )
, (2.40) 

where  

YA
i  mole fraction of the inhibitor in the aqueous phase; 

YA,r
i  reference mole fraction of the inhibitor in the aqueous phase [K];  

ΔTD inhibitor-induced temperature depression [K]; 

ΔTD,r temperature depression at the reference mole fraction xA,r
i . 
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This approach is entirely consistent with the equation of Makogon [1981] for 

alcohols.  Exploratory calculations have shown this equation to be within 1-3% of the 

estimates of the far more computationally intensive method of Equation (2.39). 

 

 

 
 
Figure 2.1. Relationship of the equilibrium hydration pressure Pe at a temperature T of the CH4-
hydrate [Moridis, 2003].  
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Figure 2.2. Modified Pe -Te relationship in the vicinity of the quadruple point.  
 
 

 

Figure 2.3. Pressure-temperature equilibrium relationship in the phase diagram of the H2O-CH4-
hydrate system in T+H. 
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2.11.  Other Processes, Properties, Conditions,  
 and Related Numerical Issues 
 
All other processes needed to complete the description of the fluid flows and system 

behavior in hydrate-bearing geologic media are common to most problems of flow and 

heat flow through porous/fractured media, are fully covered in the description of the core 

TOUGH+ code [Moridis, 2014], and will not be repeated here. These include issues 

related to relative permeability, capillary pressure, hydrate-dependent medium 

compressibility, treatment of fractured media, as well as the space and time 

discretization, the Newton-Raphson method and the use of the Jacobian in the fully 

implicit solution of these problems (the standard approach in all TOUGH+ applications).  

The interested reader is directed to Moridis [2014] for a detailed discussion of all these 

subjects. 
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3.0.  Design and Implementation of 
TOUGH+HYDRATE v1.5 

 

 

3.1. Primary Variables 

The thermodynamic state and the distribution of the mass components among the four 

possible phases are determined from the hydrate equation of state. Following the standard 

approach employed in the TOUGH2 [Pruess et al., 1999] family of codes, in T+H v1.5 

the system is defined uniquely by a set of Nκ primary variables (where κ denotes the 

number of mass and heat components under consideration, see Section 2.2) that 

completely specifies the thermodynamic state of the system.  

Although the number Nk of the primary variables is initially set at the maximum 

expected in the course of the simulation and does not change during the simulation, the 

thermodynamic quantities used as primary variables can change in the process of 
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simulation to allow for the seamless consideration of emerging or disappearing phases 

and components.  

A total of 26 states (phase combinations) covering the entire phase diagram in 

Figure 2.5 are described in T+H.  Of those, 13 correspond to the equilibrium hydration 

reaction option, and 13 to the kinetic hydration reaction option.  The primary variables 

used for the various phase states without inhibitor are listed in Tables 3.1 and 3.2, 

respectively. For systems with an inhibitor, the additional primary variable is X_i_A, 

(corresponding to XA
i , i.e., the mass fraction of the inhibitor in the aqueous phase).  The 

option set for either equilibrium or kinetic hydration reactions is complete, although some 

of the phase states are only possible under laboratory conditions and difficult to reach 

under any conditions of gas production from dissociating natural hydrate deposits.  

The primary variables in Tables 3.1 and 3.2 are necessary and sufficient to 

uniquely define the H2O-CH4 system.  Note that the lack of equilibrium in the kinetic 

model introduces an additional degree of freedom, and consequently necessitates an 

additional equation.  This requires special care to ensure that the resulting system is not 

over-defined when the hydrate and/or gas phases are not present.  

 

3.2. Compiling the TOUGH+HYDRATE Code 

T+H v1.5 is written in standard FORTRAN 95/2003. It has been designed for maximum 

portability, and runs on any computational platform (Unix and Linux workstations, PC, 

Macintosh) for which such compilers are available. Running T+H involves compilation 

and linking of the following code units and in the following order:  
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Table 3.1. Primary Variables in Equilibrium Hydrate Simulations without Inhibitor*. 

Phase State 
Identifier 

Primary 
Variable 1 

Primary 
Variable 2 

Primary 
Variable 3 

1-Phase: G Gas P_gas Y_m_G T 

1-Phase: A Aqu P X_m_A T 

2-Phase: A+G AqG P_gas S_aqu T 

2-Phase I+G IcG P_gas S_ice T 

2-Phase H+G GsH P_gas S_gas T 

2-Phase: A+H AqH P S_aqu T 

2-Phase: A+I AqI P S_aqu X_m_A 

2-Phase: I+H IcH P S_ice T 

3-Phase: A+H+G AGH S_gas S_aqu T 

3-Phase: A+I+G AIG P_gas S_aqu S_gas 

3-Phase: A+I+H AIH P S_aqu S_ice 

3-Phase: I+H+G IGH S_gas S_ice T 

Quadruple Point: 
I+H+A+G QuP S_gas S_aqu S_ice 

 
Where the possible primary variables are: P, pressure [Pa]; P_gas, gas pressure [Pa]; T, 
temperature [C]; X_m_A, mass fraction of CH4 dissolved in the aqueous phase [-]; 
Y_m_G, mass fraction of CH4 dissolved in the gas phase [-]; S_aqu, liquid saturation [-]; 
S_gas, gas saturation [-]; S_ice, ice saturation [-]; X_i_A, mass fraction of inhibitor 
dissolved in the aqueous phase [-]. 
 
*For inhibitor: X_i_A becomes the 3rd primary variable, and the 3rd primary variable (as 
listed in this table) becomes the 4th primary variable.  
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Table 3.2. Primary Variables in Kinetic Hydrate Simulations Without Inhibitor*. 
 

Phase State 
Identifier 

Primary 
Variable 1 

Primary 
Variable 2 

Primary 
Variable 3 

Primary 
Variable 4 

1-Phase: G Gas P_gas Y_m_G S_hyd T 

1-Phase: A Aqu P X_m_A S_hyd T 

2-Phase: A+G AqG P_gas S_aqu S_hyd T 

2-Phase I+G IcG P_gas S_ice S_hyd T 

2-Phase H+G GsH P_gas S_gas S_ice T 

2-Phase: A+H AqH P S_aqu X_m_A T 

2-Phase: A+I AqI P S_aqu X_m_A T 

2-Phase: I+H IcH P S_ice S_gas T 

3-Phase: A+H+G AGH P_gas S_aqu S_gas T 

3-Phase: A+I+G AIG P_gas S_aqu S_hyd S_gas 

3-Phase: A+I+H AIH P S_aqu S_ice T 

3-Phase: I+H+G IGH P_gas S_gas S_ice T 

Quadruple Point: 
I+H+A+G QuP P_gas S_aqu S_gas S_ice 

 
Where the possible primary variables are: P, pressure [Pa]; P_gas, gas pressure [Pa]; T, 
temperature [C]; X_m_A, mass fraction of CH4 dissolved in the aqueous phase [-]; 
Y_m_G, mass fraction of CH4 dissolved in the gas phase [-]; S_aqu, liquid saturation [-]; 
S_gas, gas saturation [-]; S_hyd, hydrate saturation [-]; S_ice, ice saturation [-]; X_i_A, 
mass fraction of inhibitor dissolved in the aqueous phase [-]. 
 
*For inhibitor: X_I_A becomes the 4th primary variable, and the 4th primary variable (as 
listed in this table) becomes the 5th primary variable.  
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(1) T_Hydrate_Definitions.f95 (*)  

Code unit providing default parameter values describing the basic 

attributes of the equation of state (i.e., number of components, number of 

phases, etc.) 

 

(2) T_Allocate_Memory.f95  

Code unit responsible for the dynamic memory allocation (following input 

describing the size of the problem) and dimensioning of most arrays 

needed by the code, in addition to memory deallocation of unnecessary 

arrays. 

 

(3) T_Utility_Functions.f95  

Code unit that includes utility functions, i.e., a wide variety of mathema-

tical functions, table interpolation routines, sorting algorithms, etc.). 

 

(4) T_H2O_Properties.f95 (#) 

Code unit that includes (a) all the water-related constants (parameters), 

and (b) procedures describing the water behavior and thermophysical 

properties/processes in its entire thermodynamic phase diagram.  

 

(5) T_Media_Properties.f95  

Code unit that describes the hydraulic and thermal behavior of the 

geologic medium (porous or fractured), i.e., capillary pressure and relative 

permeability under multiphase conditions, interface permeability and 

mobility, and interface thermal conductivity.  

 
(6) T_RealGas_Properties.f95 (#) 

Code unit that includes (a) the important constants (parameters) that are 

needed for the estimation of the properties of all hydrate-forming gases 

(see below), and (b) procedures describing the equation of state (EOS) of 

real gases (pure or mixtures) using any of the Peng-Robinson, Redlich-
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Kwong, or Soave-Redlich-Kwong cubic EOS model.  The procedures in 

this code unit compute the following parameters and processes: 

compressibility, density, fugacity, enthalpy (ideal and departure), internal 

energy (ideal and departure), entropy (ideal and departure), thermal 

conductivity, viscosity, binary diffusion coefficients, solubility in water, 

and heat of dissolution in water.  
 

(7) T_Hydrate_Properties.f95 (*) 

Code unit that describes the properties and processes of the CH4-hydrate.  

It includes procedures that describe the P-T relationship along the three-

phase equilibrium regimes of the CH4-hydrate phase diagram (see Figure 

2.3) and compute the heat of the hydration reaction, the hydrate density 

and enthalpy, and the reaction rate when kinetic formation/dissociation are 

invoked.  
 

(8) T_Geomechanics.f95 

Code unit that describes the geomechanically-induced changes on the flow 

properties of the porous media.  These include porosity φ changes caused 

by pressure and/or temperature variations, intrinsic permeability k changes 

caused by porosity changes, and scaling of capillary pressures Pcap to 

reflect changes in φ and k.  The φ and k changes are computed using either 

simplified of full geomechanical models.  When the simplified model is 

invoked, φ is a function of (a) P and the pore compressibility αP and (b) of 

T and the pore thermal expansivity αT, while (c) k changes are estimated 

using emprirical relationships (see Section 8).  Changes in φ and k can also 

be computed by using a full geomechanical model, which can be 

optionally coupled with TOUGH+. 

 

(9) T_Hydrate_Specifics.f95 (*) 

Code unit that includes procedures specific to the hydrate simulation, such 

as the reading of hydrate-specific inputs, the preparation of hydrate-
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specific output files, and the computation of the thermal conductivity in 

hydrate-bearing media.  Generic procedures and operator extension --

which override (overload) the standard procedures used by TOUGH+ for 

the simulation of non-hydrate problems – are defined in this code unit, 

which does not include any procedures describing the hydrate equation of 

state.  
 

(10) T_Main.f95  
Main program that organizes the calling sequence of the high-level events 

in the simulation process, and includes the writing of important general 

comments in the standard output files, timing procedures, and handling of 

files needed by the code and/or created during the code execution. 

 
(11) T_Hydrate_EOS.f95 (*) 

Code unit that describes the equation of state of the CH4-hydrate, assigns 

initial conditions, computes the thermophysical properties of the hydrate-

bearing medium, and determines phase changes and the state of the system 

from the 22 possible options (see Section 3.1).  This code unit also 

includes the procedure that computes the elements of the Jacobian matrix 

for the Netwon-Raphson iteration.  

 
(12) T_Matrix_Solvers.f95  

A linear algebra package that includes all the direct and iterative solvers 

available in TOUGH+ (see Moridis [2014]). 

 
(13) T_Executive.f95  

The executive code unit of TOUGH+.  It includes the procedures that 

advance the time in the simulation process, estimate the time-step size for 

optimum performance, populate the matrix arrays and invoke the solvers 

of the Jacobian, invoke special linear algebra for matrix pre-processing in 

cases of very demanding linear algebra problems, compute rates in sources 
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and sinks, compute binary diffusion coefficients, write special output files, 

and conduct other miscellaneous operations.  
 

(14) T_Inputs.f95  
This code unit includes the procedures involved in the reading of the 

general input files needed for TOUGH+ simulations.  It does not include 

any procedure reading hydrate-related data (this is accomplished in the 

T_Hydrate_Specifics.f95 code unit).  

 

The code units denoted by (*) are specific to the hydrate problem, and are needed 

by T+H.  The code unit denoted by (#) is not part of core TOUGH+ code but of the wider 

TOUGH+ code ensemble [Moridis, 2014], and is invoked to carry out the computations 

related to the behavior of CH4 needed by the HYDRATE v1.5 application option. All 

other code units are common to all TOUGH+ simulations. 

Additionally, T+H is distributed with the Meshmaker.f95 FORTRAN code, 

which used to be part of the main code in the TOUGH and TOUGH2 simulators, but is a 

separate entity in the TOUGH+ family of codes.  Meshmaker.f95 is used for the 

space discretization (gridding) of the domain of the problem under study (see Moridis 

[2014]). 

 

NOTE: In compiling T+H v1.5, it is important that the free-format source code option 

be invoked for proper compilation.   
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4.0.  Input Data Requirements 
 
 

In this section, we discuss in detail mainly the input requirements that are specific to the 

needs of the HYDRATE v1.5 option.  All inputs that are generic in type and common to 

any simulation of flow and transport through porous media are fully described in Moridis 

[2014] and will not be repeated here. The reader is directed to the Moridis [2014] report 

for details on the description of all such inputs and on the structure of the input files.  

Note that, to ensure backward compatibility with input files for older T+H versions, 

some input data for T+H v1.5 conform to older formats.  The data inputs to activate the 

new capabilities in T+H v1.5 follow more advanced formats such as namelists.   

Some of these non-hydrate specific data are also discussed here (in essence, 

repeating the information in Moridis [2014]) for additional emphasis, as these may play 

an important role in hydrate simulations.  Unless otherwise indicated, all input data are in 

standard metric (SI) units, such as meters, seconds, kilograms, ˚C and in the 

corresponding derived units, such as Newtons, Joules, Pascal (= N/m2 for pressure), etc. 
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4.1. Input Data Blocks 

In the T+H v1.5 input file data are organized in standard TOUGH2 and TOUGH+ 

structure that involves data blocks that are defined by keywords.  Table 4.1 provides a 

listing and a short description of all the data blocks (mandatory and optional) in a T+H 

v1.5 input file.  Note that, as a result of the modular structure of the TOUGH+ 

architecture [Moridis, 2014], only a single data block (HYDRATE) is specific to the 

hydrate problem, and all other ones are generic and common to any TOUGH+ 

simulation. 

 

4.2. Data Block MEMORY 

This block is a mandatory component of the generic TOUGH+ input file, and is discussed 

here only in order to provide a list of values for the parameters needed for an appropriate 

allocation of the dynamic memory.  Thus, the following options are possible: 

binary_diffusion =.TRUE. if diffusion is considered 
=.FALSE. if diffusion is ignored 

 
The following combinations are possible for hydrate simulations in T+H v1.5:  

(1)  (NumCom, NumEq, NumPhases) = (2,3,4): 
Equilibrium hydrate reaction, no inhibitor  

 
(2) (NumCom, NumEq, NumPhases) = (3,4,4):  

 Equilibrium hydrate reaction with inhibitor  
 

(3) (NumCom, NumEq, NumPhases) = (3,4,4):  
  Kinetic hydrate reaction, no inhibitor  
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Table 4.1.  Input data blocks for TOUGH+HYDRATE v1.5. 
 

Keyword (+) Sec. (#) Function 

TITLE (1st record) 4.1.1 Data record (single line) with simulation title 

MEMORY (2nd record) 5.1 Dynamic memory allocation 

HYDRATE 4.2(^) Parameters describing hydrate properties and behavior 

ROCKS or MEDIA 6.2 Hydrogeologic parameters for various reservoir domains 
RPCAP or 
WETTABILITY 

6.3 Optional; parameters for relative permeability and capillary 
pressure functions 

DIFFUSION 6.4 Optional; diffusivities of mass components 

*ELEME 7.1 List of grid blocks (volume elements) 

*CONNE 7.2 List of flow connections between grid blocks 
INDOM 8.1 Optional; initial conditions for specific reservoir domains 
*INCON 8.2 Optional; list of initial conditions for specific grid blocks 

EXT-INCON 8.3 Optional; list of initial conditions for specific grid blocks 
BOUNDARIES 8.6 Optional; provides time-variable conditions at specific 

boundaries 

*GENER 9.1 Optional; list of mass or heat sinks and sources 

PARAM 10.1 Computational parameters; time stepping and convergence 
parameters; program options 

SOLVR 10.2 Optional; specifies parameters used by linear equation solvers. 
TIMES 11.2 Optional; specification of times for generating printout 
SUBDOMAINS 11.3 Optional; specifies grid subdomains for desired time series 

data  
INTERFACES 11.4 Optional; specifies grid interfaces for desired time series data  
SS_GROUPS 11.5 Optional; specifies sink/source groups for desired time series 

data  
ENDCY (last record) 4.1.3 Record closes TOUGH+ input file and initiates simulation 

ENDFI (last record) 4.1.4 Alternative for closing TOUGH+ input file which causes flow 
simulation to be skipped. 

#: Denotes the section number in the Moridis [2014] report 
^: Denotes the section number in this report 
*: Data can be provided as separate disk files and omitted from input file. 
+: The bold face part of the keyword (left column) suffices for data block recognition 
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 (NumCom, NumEq, NumPhases) = (4,5,4):   
Kinetic hydrate reaction with inhibitor  

 
Any value of the NumCom, NumEq, NumPhases parameters other than those 

described here results in an error message and the cessation of the simulation.  The 

selection of appropriate values for all other variables in this data block is left to the user. 

 
 

4.2. Data Block HYDRATE 

The parameters describing the hydrate properties and behavior are provided here. Note 

that free format is used to read the data in this data block.  
 

Record HYDRATE.1 
 

The number of component hydrates NCom is read in this card. Because of the 
dearth of quantitative information on the behavior of complex hydrates (as 
explained in Section 1.2), NCom = 1 in this version of T+H.  

 
 

Record HYDRATE.2 
 

This card reads the following data:  
 
nameG The name of the hydrate-forming gas 
hydrN The corresponding hydration number – see Equation (2.1) 
moleF The mole fraction in the composite hydrate (for pure hydrates, 

moleF = 1)  
 
 

Record HYDRATE.3 
 

This record includes N_ThC, which is the number of coefficients of the 
polynomial describing the dependence of the thermal conductivity KH of the 
hydrate on temperature T.  

 
 

Record HYDRATE.4 
 

This card includes the coefficients Ai (i = 0,...,n, n = N_ThC-1) of the thermal 
conductivity polynomial (T in K) 
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 KH = A0 + A1T + A2T 2+…+ AnTn
 (6.1) 

 
 
Record HYDRATE.5 

 
This record includes N_SpH, which is the number of coefficients of the 
polynomial describing the dependence of the specific heat CH of the hydrate on 
temperature T. 

 
 

Record HYDRATE.6 
 

This card provides the coefficients Bi (i = 0,...,n, n = N_SpH-1) of the specific 
heat polynomial (T in K) 
 
 CH = B0 + B1T + B2T 2+…+ BnTn (6.2) 
 
Possible options are the equations of Gupta [2007], according to which:  
Option 1: n = 1, B0 = 1.20053978E3 J/kg/K, B1 = 1.196404E1 J/kg/K2 
Option 2: n = 3, B0 = -3.4270565E5 J/kg/K, B1 = 3.9553876E3 J/kg/K2,  
 B2 = -1.515176E1 J/kg/K4, B3 = 1.9370547E-2 J/kg/K4 
 
 
Record HYDRATE.7 

 
This record includes N_Rho, which is the number of coefficients of the 
polynomial describing the dependence of the hydrate density ρH on temperature T.  
 
 
Record HYDRATE.8 

 
This card provides the coefficients Di (i = 0,...,n, n = N_Rho - 1) of the 
hydrate density polynomial.  
 

 ρH = D0 + D1T + D2T2 +…+ DnTn (6.3) 
 

Note that, if N_Rho=0, the equation of Ballard [2002] is used to compute ρH – 
see Equation (2.30). 
 
 
Record HYDRATE.9 

 
This card reads the following inhibitor-related data:  
 
inhibitor_flag  

Logical variable, (flag) indicating presence of an inhibitor when 
inhibitor_flag = .TRUE..  Note that no additional variable 
values are read past this point if inhibitor_flag = .FALSE.. 
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Max_TShift  
Real variable describing the inhibitor-induced reference temperature 
depression – see Equation (2.40).  When salt (NaCl) is the inhibitor in 
question, Max_Tshift = 2.0E0. 

 
Y_atMax_TShift  

Real variable describing the reference inhibitor mole fraction in the 
aqueous phase, corresponding to Max_TShift – see Equation (2.40).  
For NaCl, Y_atMax_Tshift = 1.335E-2.  

 
InhibitorMW  

Real variable describing the molecular weight of the inhibitor [g mol-1].  
For NaCl, InhibitorMW = 5.8448E1 g mol-1. 

 
InhibitorDens  

Real variable describinig the inhibitor density [in kg/m3].  For NaCl, 
InhibitorDens = 2.6E3 kg/m3. 

 
InhibitorEnthSol  

Real variable describinig the specific enthalpy of the inhibitor dissolution 
in water [J/kg].  For NaCl, InhibitorEnthSol = 6.6479E4 J/kg. 

 
InhibitorCpCoeff  

Real array of dimension 3, containing the coefficients of the inhibitor 
specific heat Ci vs. T quadratic equation Ci = C0 + C1T + C2T 2. For NaCl, 
InhibitorCpCoeff(1,2,3) = 41.293E0 J/kg/K, 3.3607E-2 
J/kg/K2, and -1.3927E-5 J/kg/K3. 

 
 
Record HYDRATE.10 

 
The integer variable EquationOption in Card HYDRATE.10 is an option for 
the selection of the equation describing the Pe vs. Te and ΔH 0

 vs. Te 
relationships (see discussion in Section 2.9). For EquationOption = 0, the 
modified equation of Moridis [2003] is used for the Pe vs. T relationship and 
ΔH 0  is constant [Gupta, 2007].  For EquationOption = 1, the equations of 
Kamath [1984] are employed. For EquationOption = 2, the Pe vs. T 
relationship is computed using the equation of Moridis [2003] and the ΔH 0

 vs. T 
relationship is obtained from the Kamath [1984] equation.  A value of 
EquationOption = 0 is the preferred option (default), with 
EquationOption = 2 being the next best choice.  
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Record HYDRATE.11 
 

The character variable Reaction_Type (LEN = 5) in Card HYDRATE.11 
describes the type of hydrate reaction, and can take one of two values. For 
simulations under equilibrium conditions, Reaction_Type = 
'EQUILIBRIUM'.  Kinetic hydrate reactions are considered when 
Reaction_Type = 'KINETIC'.  

 
 

Record HYDRATE.12 
 

The card HYDRATE.12 is read only if Reaction_Type = 'KINETIC', 
and includes the following kinetic dissociation parameters:  
 
ActivationEnergy  

Real variable describing the activation energy ∆Ea  [J mol-1] of the hydrate 
dissociation kinetic reaction – see Equation (2.6).  A standard value for 
dissociation is ActivationEnergy = 8.1E4 J/mol [Clarke and 
Bishnoi, 2001].   
 

IntrinsicRateConstant  
Real variable describing the intrinsic hydration reaction constant K0 

[kg/m2/Pa/s].  A standard value for a CH4-hydrate dissociation reaction is 
IntrinsicRateConstant = 3.6E4 kg/m2/Pa/s [Clarke and Bishnoi, 
2001]. 

 
Area_Factor  

Real variable describing the area adjustment factor [dimensionless] – see 
Equation (2.6).  A value of 1 may be used as a starting point, and is then 
adjusted to match observations (mainly of laboratory data) in history-
matching (inverse modeling) simulations. 

 
 

 

4.3. Data Block ROCKS or MEDIA 

The discussion here is limited to the specific parameters that may be needed in a T+H 

v1.5 simulation.  Although all this information can be found in Moridis [2014], it is 

repeated here for additional emphasis. Information on all the other parameters in the 

specified records is found in Moridis [2014].  
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Record ROCKS.1 
 
NAD  

= 5: In addition to the standard four records read for NAD > 2, an 
additional (fifth) record will be read with the coefficients of the porosity 
polynomial φ/φ0 = F0 + F1ΔP + F2ΔP2 +…+ FnΔPn, where φ0 is the 
reference (initial) default porosity and ΔP = P-P0 is the deviation from the 
initial pressure P0.  This equation will be used instead of Equation (2.23) 
of Moridis [2014] to estimate the effect of pressure on the medium 
porosity. 
 
= 6: In addition to the standard four records read for NAD > 2, an 
additional (fifth) record will be read with the coefficients of Equations 
(2.44) and (2.45) of Moridis [2014] that describe the compressibility of an 
unconsolidated porous medium in the presence of cementing solid phases 
(such as ice and/or hydrates). 

 
PoMedRGrain  

Rock grain radius [m].  This is needed for the estimation of the hydrate 
surface reaction area when kinetic hydrate reactions are invoked.  If 
PoMedRGrain = 0.0E0 (e.g., when no value is provided), the 
TOUGH+ code provides a grain radius estimate using the Kozeny-Carman 
approximation (see Section 2.4). 

 
 
Record ROCKS.1.1 (optional, when NAD ≥ 1 only) 
 
mediaCritSat  

Critical total mobile phase saturation (= SA+SG) at which the permeability 
of hydrate and/or ice-bearing medium becomes equal to zero; it is equal to 
the critical “open” porosity φc of a porous medium at which its 
permeability becomes zero – needed only when the EPM model is invoked 
(see Sections 2.11 and 2.12 of Moridis [2014]). 

 
mediaPermExpon  

Permeability reduction exponent for solid phase-bearing systems – See 
Equations (2.26) or (2.43) in Moridis [2014]. 

 
mediaGama  

The parameter γ used for the computation of intrinsic permeability k as an 
empirical function of variations in the porosity φ  – See Equation (2.24) in 
Moridis [2014]. 
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Record ROCKS.1.4  
 

Optional, for NAD = 5 only, to be used when the media porosity is described as a 
polynomial function of the pressure change ΔP) 

 
Format (I5, 5X, 7E20.13)  
 
PhiPolyOrder, (PhiCoeff (i),i=0,…,6) 
 

PhiPolyOrder  
Order n of the polynomial φ/φ0 = F0 + F1ΔP + F2ΔP2 +…+ FnΔPn.  For a 
constant φ, PhiPolyOrder = 0. 

 
PhiCoeff(i),i=0,…,6   

Coefficients Fn (n = 0,…,PhiPolyOrder) of the φ = φ(ΔP) polynomial.   
 
 
Record ROCKS.1.4  
 
Optional, NAD = 6 only, to be used when cementing solid phases such as ice 
and/or hydrates are present in the pores of unconsolidated media – see Section 
2.11.3 in Moridis [2014]. 

 
Format (10E10.4)  
 
LoComp, SatAtLoComp,  
HiComp, SatAtHiComp, DeltaSat 
 

LoComp  
The lower limit of the medium compressibility αPL [Pa-1], corresponding 
to the full stiffening/strengthening effect of the presence of cementing 
solid phases such as ice and/or hydrates – see Equation (2.56) in Moridis 
[2014]. 

 
SatAtLoComp  

= SSmax, i.e., the lowest SS saturation at which αP = αPL – see Equations 
(2.56) and (2.57) in Moridis [2014]. 

 
HiComp  

The upper limit of the medium compressibility αPU [Pa-1],  corresponding 
to the absence of cementing solid phases– see Equation (2.56) in Moridis 
[2014]. 

 
SatAtHiComp  

= SSmin, i.e., the largest SS saturation at which αP = αPU – see Equations 
(2.56) and (2.57) in Moridis [2014]. 
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DeltaSat  
The smoothing factor δ – see Equation (2.57) in Moridis [2014].  A value 
of δ = 0.015 is suggested. 

 
 

 The following capillary pressure curve (which eliminates the discontinuity of the 

standard Brooks-Corey equation at SA = 0) that is available in standard TOUGH+ v1.5 

core code (see Moridis [2014]) may be considered as an option for T+H v1.5 simulations:  

 
 PcapEquationNum = 8:  Brooks-Corey equation modified to account for 

effect of hydrate on capillary pressure 
 

Pcap  =  −F ⋅G ⋅PGE (S*)v , S* =
SA − SirA( )
1− SirA( )

, F =1+ A ⋅Bx(a,b,SH )  

 
where 
 
v = exponent with the following restrictions: v< 0 and |v| ≤  1; 
PGE = gas entry pressure; 
G = error function equation that smoothes curve near S=0; 
F = factor that describes effect of hydrate on capillary pressure; 
A  = parameter > 0; 
Bx  = incomplete beta function; 
a,b = input arguments for Bx; 
SS = (SH + SI), saturation of solid phases 
 
Parameters:  CP(1) = PGE, CP(2) = v, CP(3) = SirA,  

CP(4) = Pcap,max, CP(5) = A, CP(6) = a, CP(7) = b 
 

The various parameters are determined from curve fitting of available laboratory data. 
 
 

4.4. Data Block PARAM 

The discussion here is limited to the specific parameters that may be needed in a T+H 

v1.5 simulation.  Although all this information can be found in Moridis [2014], it is 



 

  53 

repeated here for additional emphasis. Information on all the other parameters in the 

specified records is found in Moridis [2014]. 
MOP(10)  

It controls the selection of the interpolation formula for the composite heat 
conductivity as a function of the various phase saturations.  The following 
options are available 
 

= 0: kθ = kθd + ( SA + SH )(kθw − kθd )+φSIkθ I  
 

= 1: kθ = kθd + (SA + SH )(kθw − kθd )+φSIkθ I  
 

= 2: kθ = kθd +φ SAkθA + SHkθH + SIkθ I( )  – based on the linear model of 
Bejan [1984], gas contribution ignored 
 

= 3: kθ = kθd +φ SAkθA + SHkθH + SIkθ I + SGkθG( )  – based on the linear 
model of Bejan [1984], including gas contribution 
 
Here kθβ  are the thermal conductivities of the phases β (=A,G,H,I), and 
kθw  and kθd  are the wet and dry thermal conductivities of the porous 
medium. 
 
Options MOP(10) = 0 and MOP(10) = 1 are based on extensions of an 
earlier model of Somerton et al. [2003; 2004] based on the analysis of 
Moridis et al. [2005] of the thermal properties of hydrates from laboratory 
studies [Kneafsey et al., 2005].   
 
It is not known under what conditions (if any) the linear model of Bejan 
[1984] –  invoked for MOP(10)= 2 and MOP(10) = 3 – is applicable, 
but it is included for completeness. The last option MOP(10) = 3 is 
discouraged because of (a) doubts about the validity of the Bejan [1984] 
linear model, (b) the very demanding computations for the estimation of 
the gas thermal conductivity from the real gas property package in T+H 
v1.5, and (c) the small overall gas contribution to the composite thermal 
conductivity kθ .  

 
 
 

4.5. Data Block DIFFUSION 

This block reads multicomponent diffusion coefficients using a NAMELIST format.  This 

is a very powerful format that allows maximum clarity and flexibility, accepting free 
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formats, arbitrary ordering of variables, insertions of comments anywhere in the input 

fields, and providing the option of ignoring any of the NAMELIST parameters by not 

assigning a value to it.  For more information, the reader is directed to a textbook on 

FORTRAN 95/2003.   

In T+H v1.5 applications, this capability may be invoked in long-term studies 

(covering multi-year periods) of hydrate formation.  Diffusion is not expected to play a 

significant role during dissociation in the course of gas production from hydrate-bearing 

geologic media because, in such a case, advective effects constistently overwhelm 

diffusive transport. 

 
Record DIFFUSION.1 

 
This record includes general data describing key diffusion parameters. The 
namelist in this record is named Diffusion_Key_Parameters, and has the 
following general form. 

 
&Diffusion_Key_Parameters   

gas_diffusivity_equation_exponent  = x.xEx,  
P_at_RefDiffusivity                = x.xEx, 
Tk_at_RefDiffusivity               = x.xEx 
full_multiphase_diffusion          = .x  
/ 

 
The parameters in the namelist Diffusion_Key_Parameters are defined as 
follows: 
 
gas_diffusivity_equation_exponent 

A double precision variable describing the dependence of gas diffusivity 
on temperature (see Equation 6.4 in Moridis [2014]). The default value is 
1.80.   

 
P_at_RefDiffusivity  

Pressure at the reference diffusivity (in Pa).  If 
P_at_RefDiffusivity <= 0, the default value is 105 Pa. 

 
Tk_at_RefDiffusivity 

Temperature at the reference diffusivity (in K). If 
T_at_RefDiffusivity <= 0, the default value is 273.15 K. 
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Option_gas_diffusivity_CompuMethod  
A character variable describing the method of estimation of the binary gas 
diffusivities. The following options are available: 
 
='Standard': This option involves the application of Equation (6.4) in 
Moridis [2014], and requires non-zero multicomponent gas diffusivity 
values read from the standard input file.  
 
='Real_Gas_EOS':  In this case, the binary gas diffusivities are 
computed from the cubic equation of state used to determine all the real 
gas properties.  The diffusivities in the aqueous phase still need to be 
provided. 
 
='Constant':  When this option is invoked, the constant 
multicomponent diffusivity values provided in the input file are used.  

 
full_multiphase_diffusion  

A logical variable describing the method of estimation of the method of 
estimation of multiphase diffusive fluxes. The following options are 
available: 
 
=.TRUE.: With this option, harmonic weighting to the full multiphase 
effective diffusion strength is applied. This includes contributions from 
gas and aqueous phases, accounts for coupling of diffusion with phase 
partitioning effects, and can describe the most general cases of diffusion 
across phase boundaries. 
 
=.FALSE.:  In this case, harmonic weighting is performed separately for 
the diffusive fluxes in the mobile phases. 

 
 

Records DIFFUSION.2.1, DIFFUSION.2.2, etc. 
 

Record DIFFUSION.2.1 is followed by DIFFUSION.2.x records, with x = 
1,…,NubMobPhases (i.e., the number of mobile phases in the system under 
study).  These records describe component diffusivities in the various phases. The 
same namelist is used in each one of these records. It is named 
Component_Diffusivities_in_Phases, and has the following general 
form: 

 
&Component_Diffusivities_in_Phases 

phase        = x,  
phase_number = x, 
component(1) = x, 

component_number(1)      = x,  
component_diffusivity(1) = x.xEx, 

component(2) = x, 
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component_number(2)      = x,  
component_diffusivity(2) = x.xEx, 

  … 
  … 
  … 

/ 
 
The parameters in the namelist Diffusion_Key_Parameters are defined as 
follows: 
 
phase  

A character variable identifying the mobile phase for which the 
diffusivities of the various components are reported.  The possible options 
in the T+H code are 'Aqueous' and 'Gas'. 

 
phase_number  

An integer variable providing the number of the phase in the phase 
numbering sequence used in the code. The possible options in the T+H 
code are:  
= 2 for phase  = 'Aqueous', and  
= 1 for phase  = 'Gas'. 

 
component  

A character array of dimension NumCom (see Section 5.1) identifying the 
various mass components partioned in the phase in question (denoted by 
phase). The possible options in the T+H v1.5 code are 'CH4', 'H2O' and 
'NaCl' (if salinity is considered). 

 
component_number  

An integer array providing the number of the component in the numbering 
sequence used in the code. The possible options in the T+H code are:  
= 1 for component = 'CH4'  
= 2 for component = 'H2O'  
= 3 for component = 'NaCl' (if present) 

 
component_diffusivity 

A double precision array of dimension NumCom (see Section 5.1) 
describing the value of the multicomponent diffusivities 

€ 

Dβ
κ  (see 

Equations (2.59) and (6.4)) of the various components κ in the phase β 
under consideration (indentified by phase and phase_number, 
respectively). 
 
NOTE: The records DIFFUSION.2.x must provide data for all mobile 
phases and all components, even if the gas diffusivities may be overridden 
internally when Option_gas_diffusivity_CompuMethod = 
'Real_Gas_EOS'. 
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The structure of the namelists Diffusion_Key_Parameters and 
Component_Diffusivities_in_Phases (and their use as input formats 
in the data block DIFFUSION) are best illustrated in the example of Figure 4.1. 

 
 
 
 
 
 
 
DIFFUSION-----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
&Diffusion_Key_Parameters  gas_diffusivity_equation_exponent  = 1.8d0 
                           P_at_RefDiffusivity                = 1.0d5,    ! in Pa  
                           Tk_at_RefDiffusivity               = 273.15d0, ! in K  
                           Option_gas_diffusivity_CompuMethod = 'Real_Gas_EOS',  
                           full_multiphase_diffusion          = .TRUE. 
                           / 
&Component_Diffusivities_in_Phases   
        phase        = 'Aqueous',  phase_number = 2,                                                 
        component(1) = 'CH4',      component_number(1) = 1,   
        component_diffusivity(1) = 1.0d-10,  ! (m2/s) ! Diffusivity of component 1 in phase 2 
        component(2) = 'H2O',      component_number(2) = 2,   
        component_diffusivity(2) = 1.0d-10,  ! (m2/s) ! Diffusivity of component 2 in phase 2 
        component(3) = 'NaCl',     component_number(3) = 3,   
        component_diffusivity(3) = 1.0d-10   ! (m2/s) ! Diffusivity of component 3 in phase 2 
        / 
&Component_Diffusivities_in_Phases   
        phase        = 'Gas',      phase_number = 1,                                                 
        component(1) = 'CH4',      component_number(1) = 1,   
        component_diffusivity(1) = 1.0d-05,  ! (m2/s) ! Diffusivity of component 1 in phase 1 
        component(2) = 'H2O',      component_number(2) = 2,   
        component_diffusivity(2) = 1.0d-05,  ! (m2/s) ! Diffusivity of component 2 in phase 1 
        component(3) = 'NaCl',     component_number(3) = 3,   
        component_diffusivity(3) = 0.0d-00   ! (m2/s) ! Diffusivity of component 3 in phase 1 
        / 

 
Figure 4.1.  The DIFFUSION data block, with examples of the Diffusion_Key_Parameters 
and Component_Diffusivities_in_Phases namelists 
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5.  Outputs 
 

 

In this section, the various primary and secondary variables that may be provided as 

outputs from T+H v1.5 simulations are discussed.  Such outputs are provided in the 

following cases: 

o In the standard T+H v1.5 output as an ASCII file either at selected times (defined 

in the data blocks TIMES), or at a given timestep frequency (defined by the 

variable PRINT_frequency in the data block PARAM, see Moridis [2014]).  

The standard output provides information on all elements and connections in the 

grid of the system. 

o In an output file named Plot_Data_Elem, which stores the element-specific 

properties and parameters in a format that conforms to the requirements of the 

TecPlot package [TecPlot, 2003], and is suitable for most other plotting and 

graphing packages.  This file is printed when the variable MOP(19)=8 for 9 in 
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the data block PARAM and provides information on all elements of the domain 

(see Moridis [2014]).  Note that for MOP(19)=9, the plotting file and a truncated 

standard output file are produced (listing only mass balances at the prescribed 

printout times).  

o In output files named after each of the subdomains, interfaces or groups of sinks 

and sources (wells) defined in the data blocks SUBDOMAINS, INTERFACES and 

SS_GROUPS, respectively.  These files provide time series of relevant data at a 

frequency determined by the input parameter TimeSeries_frequency in the 

in the data block PARAM (see Moridis [2014]). 

 

5.1. The Standard Outputs 

The standard output of the T+H v1.5 code provides the following output:  

1. The pressure, temperature, phase saturations, CH4 partial pressure, H2O vapor 
pressure, hydration equilibrium pressure and inhibitor mass fraction in all 
elements of the domain.  
 

2. The mass fractions of CH4 in the gas and aqueous phases, phase densities and 
viscosities, porosities, capillary pressure and relative permeabilities to the mobile 
phases.  
 

3. The flows and velocities of the phases through the element interfaces 
(connections) of the domain; the corresponding flows of CH4 in the mobile phases 
(i.e., aqueous and gas), and the heat flow; the diffusive flows (if accounting for 
diffusion). 
 

4. The primary variables and their changes in the elements of the domain.  
 

5. The phase enthalpies, the dissociation reaction rates and the corresponding heat of 
dissociation, the temperature shift (when inhibitors are involved), the intrinsic 
permeabilities and the permeability-reduction factor in the presence of solid 
phases (if the EPM model is used, see Moridis [2014]) in all elements of the 
domain. 
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6. Source and sink (well) information, including: mass and enthalpy rates, mobile 
phase mass fractions in the injection/production stream, CH4 and H2O mass flow 
rates in the mobile phases. 
 

7. Volume and mass balances of the phases and components in the domain.  
 
All the units of the various parameters are listed in the standard output file.  Of 

the possible outputs, (1), (2), (6) and (7) are always printed in the standard T+H output.  

The amount of the additional output is controlled by the parameter OutputOption in 

the data block PARAM.  Thus, (3) is printed in addition when OutputOption = 2, 

and a complete data set (items 1 to 7) is printed when OutputOption = 3.  In 

keeping with the TOUGH2 [Pruess et al., 1999] and TOUGH + convention [Moridis, 

2014], printouts occur after each iteration (not just after convergence) if the 

OutputOption values are increased by 10.   

For MOP(19)>7, the Plot_Data_Elem file includes the following 

information: the coordinates of each element center in the domain, and the corresponding 

pressure, temperature, phase saturations, relative permeability of the mobile (aqueous and 

gas) phases, the capillary pressure, the inhibitor mass fraction, permeability, porosity and 

the permeability-reduction factor in the presence of solid phases (meaningful only if the 

EPM model is invoked, see Moridis [2014]).   

T+H v1.5 also provides as a standard output a time series describing the evolution 

of the gas hydrate mass and its formation/dissociation reaction in the entire domain 

during the simulation. The data are written at a frequency defined by the parameter 

TimeSeries_frequency to a file named Hydrate_Status, and include (a) time, 

(b) mass rate of gas release or reaction, (c) volumetric rate of gas release or reaction, (d) 

cumulative mass of the released gas, (e) cumulative volume of the released gas, (f) 
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cumulative volume of the free gas in the domain, and (g) remaining mass of hydrate in 

the reservoir.  All the units of the various listed parameters are listed in the headings of 

the output file.  

 
 

5.2. Time Series Outputs 

Time series outputs are obtained when the data blocks SUBDOMAINS, INTERFACES 

and SS_GROUPS are included in the T+H v1.5 input files.  Thus, individual output files 

are created for each one of the subdomains identified in SUBDOMAINS (see detailed 

discussion in Moridis [2014]), and there the following data are written with a frequency 

defined by the parameter TimeSeries_frequency:  

o The subdomain pore volume, and pore-volume averaged pressure, temperature, 

and gas saturation in the subdomain. 

o The mass of each of the phases and of the inhibitor (if present). 

o The mass of CH4 in the aqueous and the gas phase. 

Similarly, individual output files are created for each one of (a) the interfaces 

identified in SUBDOMAINS and (b) the source/sink (well) groups identified in 

SS_GROUPS (see detailed discussion in Moridis [2014]), and there the following data are 

written with a frequency defined by the parameter TimeSeries_frequency:  

o The mass flow rate of the mobile (aqueous and gas) phases across the interface or 

through the source/sink group, as well as the corresponding CH4 and H2O flows in 

each of the mobile phases, the inhibitor flow and the heat flow. 
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o The cumulative mass of each of the mobile (aqueous and gas) phases that flowed 

across the interface or through the source/sink group since the beginning of the 

simulation, as well as the corresponding mass of CH4 and H2O in each of the 

mobile phases and the inhibitor mass. 

All the units (SI) of the various listed parameters are listed in the headings of the output 

file.  
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6.0. Example Problems 
 

 

6.1. Example Files and Naming Conventions 

The files corresponding to the examples discussed in this manual can be found in the 

directory T+H_V1.5 on the USB memory stick accompanying this manual.  The input 

files of the example problems have the general name Test_XXX (where XXX is an 

identifier) and are the following: 

1. Test_1T 
2. Test_1Tk 
3. Test_1P 
4. Test_1Pk 
5. Test_1P_ice 
6. Test_1TbS 
7. Test_1TbSk 
8. Test_1TSk 
9. Test_2Qp 
10. Test_3T 
11. Test_3Qp 
12. Test_3Qpk 
13. Test_RadH1 
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14. Test_2D 
 

The corresponding output files are also included in the directory T+H_V1.5 on 

the accompanyingUSB memory stick.  The naming convention of the generic TOUGH+ 

output files involves the suffix “.out” at the end of the input file name.  The hydrate-

specific output files have the general name Hydrate_Status_XXX, where XXX is the 

identifier of the input file name.  

For some examples in which the hydration reaction (dissociation or formation) is 

induced by boundary conditions, the additional output files of the time series at the 

boundary connection are included under the general name Int_1_Series_XXX.  

Similarly, if the hydration reaction is induced by sources or sinks, the corresponding 

additional output file of the time series of the conditions at the sinks and/or sources is 

included in the directory T+H_V1.5 under the name Wells_Series_XXX.  

 

6.2. Problem Test_1T: Thermal Stimulation, 
Equilibrium Dissociation, No Inhibitor 

 

This 1-D problem is designed to demonstrate the basic concepts of hydrate dissociation 

by means of thermal stimulation.  Note that it is practically impossible to separate the 

thermal and pressure processes in the course of dissociation, regardless of the 

dissociation method.  As hydrate dissociates in thermal stimulation, gas evolves and 

accumulates in porous media, leading to pressure increases immediately ahead of the 

hydrate interface that shift the hydrate toward the stability zone. Conversely, 

depressurization is a very effective method of hydrate dissociation, the endothermic 
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nature of which results in rapid temperature drop and enhanced stability of the remaining 

hydrate. 

For convenience, the input file is listed in Figure 6.1.  As an exercise, a novice 

user is urged to identify the various variables and parameters in the input file. 

The 1-m long domain (represented by 10 active cells of uniform Δx = 0.1 m size) 

is a pressurized and thermally insulated column of a porous medium, in which hydrate 

and water coexist at a pressure of 4.0x106 Pa and T = 1.2 oC, i.e., well within the hydrate 

stability zone.  At a time t = 0, the boundary at x = 0 becomes permeable and the column 

comes in contact with warm water at a temperature of Tb = 45 oC.  As the temperature in 

the column increases, hydrate dissociation is expected to occur, leading to the evolution 

of gas, which will then escape the column by flowing through the high-temperature 

boundary.  Note that the pressure in the high-temperature boundary is equal to the initial 

one in the column, thus allowing escape of the pressurized gas.  In this simulation, the 

hydrate dissociation reaction is assumed to occur at equilibrium.  Under these conditions, 

dissociation is limited and controlled by heat transfer issues. 

The porous medium has a porosity φ = 0.3, and a permeability k = 2.96x10-13 m2 

(= 30 mD in oilfield units).  In the presence of the ice and hydrate solid phases, the 

critical mobile porosity (i.e., the “free” porosity - not occupied by solids - below which 

the medium becomes impermeable) is 0.05, and the porosity reduction exponent is 3. 

Note that a non-zero (and relatively significant) pore compressibility (=10-8 1/Pa) 

is assigned to the porous medium.  This is necessary in hydrate simulations, in which 

evolution of solid phases of lower density (such as ice and hydrate) can lead to 

extraordinarily high pressures as the aqueous phase disappears if pore compressibility is 
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small.  In this illustrative example, the thermal conductivity (=3.1 W/m/K) is relatively 

large, but was given this value to enhance heat conduction (the main heat transfer 

mechanism from the high-temperature boundary). 

The hydrate properties and the type of the reaction are listed in the HYDRATE data 

block.  The thermal conductivity, specific heat and density of the CH4 hydrate are from 

data in Sloan [1998], and are constants because no information is available on their 

dependence on temperature and/or pressure.  However, T+H assumes that the constant 

input density of the CH4 hydrate is that at the quadruple point, and the hydrate density in 

the simulations is internally adjusted by assuming that its compressibility and thermal 

expansivity are the same as those of ice (as calculated within TOUGH+). The inhibitor 

data correspond to the properties of NaCl. 

Test_1T.out, the standard TOUGH+ output corresponding to the input file 

Test_1T, can be found in the directory T+H_V1.5 on the USB memory stick 

accompanying this manual.  Because MOP(5) = 3, the output includes detailed 

messages about the evolution of the residuals during the Newtonian iterations at each 

time step, as well as about phase changes occurring during the course of the simulations.  

Because OutputOption = 3, a full output is obtained that provides a very detailed 

list of the conditions, parameters and thermophysical properties of the system at each cell 

and at each connection.  Thus, the output describes the pressure, temperature, phase 

saturation, partial CH4, H2O-vapor pressure, equilibrium hydration pressure, inhibitor 

mass fraction in the aqueous phase, CH4 concentrations in the aqueous and gas phases, 

phase densities, porosity, capillary pressure, relative permeability of the gas and aqueous 

phases, heat and fluid fluxes, mobile phase velocities, CH4 fluxes in the aqueous and gas 
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phases, primary variables and their changes, phase enthalpies, rate of the hydration 

reaction, heat of the hydration reaction, and the temperature shift in the hydrate P-T 

equilibrium caused by the presence of the inhibitor.  Additionally, the output provides 

mass and volume balances of the phases, component mass balances, and component 

distribution into the phases. 

The results in the portion of the output in the Test_1T.out file (see directory 

T+H_V1.5) are consistent with the expected system response. The hydrate dissociation 

front is observed to move deeper into the column with time, and is in the eighth cell at the 

end of the simulation period (55th timestep).  As temperature increases, hydrate begins to 

dissociate (see the gradual hydrate saturation decline and eventual disappearance in the 

warming cells, along with an emerging and then increasing gas saturation).  The 

maximum pressure is observed at the dissociation front, indicated by the first incidence of 

coexistence of aqueous, gas and hydrate phases in a cell (and immediately ahead of a cell 

from which all hydrate has disappeared).  This higher pressure is caused by the gas 

evolution in response to hydrate dissociation, and leads to formation of additional hydrate 

(indicated by higher hydrate saturations and a positive hydrate reaction rate) in the cell 

immediately in front of the one that contains the dissociation front.  As expected, the gas 

fluxes indicate gas flow toward the high-temperature permeable boundary.  Note that, 

because the maximum pressure occurs at the hydrate dissociation front, gas flows in both 

directions from the cells that contain the hydrate interface. Comparison of the partial 

pressure of CH4 to the hydrate equilibrium pressure confirms that dissociation occurs at 

equilibrium. 
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The additional output file Hydrate_Status_1T (also listed in the directory 

T+H_V1.5) provides a measure of the cumulative dissociation behavior in the entire 

system, as opposed to that in individual cells (described in the standard TOUGH+ 

output).  This output file features self-explanatory headings, and includes the 

instantaneous cumulative rates of CH4 gas evolution from hydrate (expressed as mass 

rates or standard volume rates), as well as the corresponding cumulative amount (in terms 

of total mass and total standard volume) of hydrate-originating CH4.  Thus, it provides a 

measure of the overall performance of the hydrate-bearing system as a gas production 

source.  Negative rates and masses/volumes indicate hydrate generation.  Note that the 

results in any Hydrate_Status output indicate conditions and response within the 

accumulations, and do not necessarily reflect behavior and performance at the production 

well.  Thus, for successful exploitation of a hydrate accumulation, significant CH4 

volumes must be released through dissociation within the deposit, but the gas must also 

be able to be removed from the system through an appropriate collection (i.e., well) 

facility. 
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“Test1” ... Hydrate dissociation, thermal stimulation 
MEMORY          
'HYDRATE-EQUILIBRIUM' 
   2     3    4    .FALSE.                     ! NumCom, NumEqu, NumPhases, binary_diffusion 
'Cartesian'   15   30    5  .FALSE.  .FALSE.    
   2                                           ! MaxNum_SS 
   2                                           ! MaxNum_Media 
.FALSE.  .FALSE.  .FALSE.  'Saturation'         
.FALSE.  'Continuous'                   
.FALSE.  ' '  'Continuous'  0   ! coupled_geomechanics, geomechanical_code_name, property_update, num_geomech_param 
ROCKS----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
DIRT1    1     2.6e3       .30  2.96E-13  2.96E-13  2.96E-13       3.1     1000. 
     1.e-8               0.5e0                                  5.0e-2     3.0e0 
BOUND    0     2.6e3     0.0e0  0.00E-13  0.00E-13  0.00E-13     1.0e2     1000. 
  
HYDRATE--1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
     1                       ! HCom%NCom 
'CH4'  6.0d0 1.00d00         ! Name, hydration number, mole fraction in composite hydrate 
     1                       ! Number of coefficients in thermal conductivity polynomial 
  4.5e-1                     ! Coefficients in the thermal conductivity polynomial 
     1                       ! Number of coefficients in the specific heat polynomial 
  2.1e03                     ! Coefficients in the specific heat polynomial 
     1                       ! Number of coefficients in density polynomial 
  9.2e02                     ! Coefficients in the density polynomial 
.FALSE.                      ! inhibitor_present,T_MaxOff,C_MaxOff,MW_Inhib,D_Inhib,H_InhSol,DifCo_Inh   
2                            ! F_EqOption 
'EQUILIBRIUM'                ! Type of dissociation 
START----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
----*----1 MOP: 123456789*123456789*1234 ---*----5----*----6----*----7----*----8 
PARAM----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
   3 080     010100030040020000400003111   0.00E-5 
            2.200E+5     1.0e2   8.64E+4              9.8060 
     1.E-5     1.E00                                  1.0e-8            AqH   
             4.000e6               0.5e0                1.20                
ELEME 
A00 1              10.1000E+000.4000E+00          0.5100E-01-.5000E+00-.5000E+00 
A00 2              10.1000E+000.4000E+00          0.1510E+00-.5000E+00-.5000E+00 
A00 3              10.1000E+000.4000E+00          0.2510E+00-.5000E+00-.5000E+00 
A00 4              10.1000E+000.4000E+00          0.3510E+00-.5000E+00-.5000E+00 
A00 5              10.1000E+000.4000E+00          0.4510E+00-.5000E+00-.5000E+00 
A00 6              10.1000E+000.4000E+00          0.5510E+00-.5000E+00-.5000E+00 
A00 7              10.1000E+000.4000E+00          0.6510E+00-.5000E+00-.5000E+00 
A00 8              10.1000E+000.4000E+00          0.7510E+00-.5000E+00-.5000E+00 
A00 9              10.1000E+000.4000E+00          0.8510E+00-.5000E+00-.5000E+00 
A0010              10.1000E+000.4000E+00          0.9510E+00-.5000E+00-.5000E+00 
ina 
A00 0              10.1000E-020.4000E-02          0.5000E-03-.5000E+00-.5000E+00 
 
CONNE 
A00 0A00 1                   10.5000E-030.5000E-010.1000E+01 
A00 1A00 2                   10.5000E-010.5000E-010.1000E+01 
A00 2A00 3                   10.5000E-010.5000E-010.1000E+01 
A00 3A00 4                   10.5000E-010.5000E-010.1000E+01 
A00 4A00 5                   10.5000E-010.5000E-010.1000E+01 
A00 5A00 6                   10.5000E-010.5000E-010.1000E+01 
A00 6A00 7                   10.5000E-010.5000E-010.1000E+01 
A00 7A00 8                   10.5000E-010.5000E-010.1000E+01 
A00 8A00 9                   10.5000E-010.5000E-010.1000E+01 
A00 9A0010                   10.5000E-010.5000E-010.1000E+01 
A0010A0011                   10.5000E-010.5000E-030.1000E+01 
 
RPCAP----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
    9           .120       .02        3. 
    7        0.45000   1.10e-1   8.0E-05      1.E6     1.0e0 
 
INTERFACES----*----2----*----3----*----4----*----5----*----6----*----7----*----8  
&Interface_General_Info  number_of_interfaces = 1 / 
   &Individual_Interface_Specifics  interface_name         = 'Int_1', 
                                    number_of_surfaces     = 1, 
                                    sign_of_flow_direction = 'DIR' 
                                    / 
      &Surface_Specifics  definition_mode       = 'NameList',    
                            number_of_connections = 1,    ! Range (min and max) along the first coordinate axis 
                            format_to_read_data = '*', 
                            / 
'A00 0A00 1' 
 
 
GENER  
 
 
INCON----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
A00 0           0.30000000E+00  Aqu 
             4.000e6              00.0e0               45.00                  
 
ENDCY----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
 
 
Figure 6.1.  Input file for example problem Test_1T (in Section 6.2) involving thermal stimulation, 
equilibrium dissociation, and no inhibitor. 
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6.3. Problem Test_1Tk: Thermal Stimulation, Kinetic 
Dissociation, No Inhibitor 

 

This 1-D problem is entirely analogous to that discussed in Test_1T, from which it 

differs only in that hydrate dissociation is not treated as an equilibrium reaction but as a 

kinetic reaction.  For convenience, the input file Test_1Tk is listed in Figure 6.2.  It 

can be seen that the inputs are identical, with the exception of parameters and values 

describing the kinetic nature of the reaction. 

Because a kinetic reaction confers an additional degree of freedom, the number of 

mass components NumCom increases by one to NumCom = 3 (the hydrate is now a mass 

component in addition to being a solid phase, see discussion in Section 2.2).  

Consequently, the number of equations per cell increases by one to NumEqu = 4, the 

number of primary variables describing initial conditions (in data blocks PARAM and 

INCON) increases by one, and the corresponding Jacobian matrix is larger than the one in 

problem Test_1T.  As an exercise, a novice user is urged to identify the primary 

variables in this input file, and to differentiate them from those in the input file 

Test_1T. 

Both the EOS_Name heading in the MEMORY block (record MEMORY.2), and in 

the Reaction_Type variable in the HYDRATE data block (record HYDRATE.11) 

indicate that this is kinetic system.  The values of the kinetic parameters of the hydration 

reaction (i.e., intrinsic reaction rate and the activation energy) were obtained from Kim et 

al. (1987), and Clarke and Bishnoi [2002].  The area adjustment factor (variable 

Area_Factor in record HYDRATE.12 (also see equation 2.6) was assumed to be 

equal to one. 
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The interested user is directed to the directory T+H_V1.5 for review of the 

standard TOUGH+ output, as well as of the additional Hydrate_Status_1Tk and 

Int_1_Series_1Tk output files.  Upon inspection, a general observation that can be 

made is that this is a more difficult problem to solve, and that it takes more timesteps  to 

cover the simulation period than in problem Test_1T.  A reason for the slower time 

advance is the kinetic hydrate dissociation, which imposes limits on the time step size. 

The results of the illustrative problems in Test_1T and Test_1Tk are 

compared in Figures 6.3 to 6.6.  It should be noted that the results of these two 

simulations are affected by the relatively coarse discretization in the two simple systems, 

but conclusions drawn from the relative performance are valid and provide a robust 

perspective in the evaluation of such simulation results. 

Figure 6.3 shows the cumulative rates of CH4 release from the dissociation of 

hydrate in the columns of problems Test_1T and Test_1Tk.  The effect of the 

relatively coarse discretization is evident in the oscillatory nature of the curves of rate 

evolution over time.  An increase in the rate of CH4 release is a direct consequence of 

faster dissociation, which leads to a localized increase in pressure (caused by the evolving 

gas and the resistance to flow posed by the porous medium) and a drop in temperature 

(caused by the endothermic nature of the hydrate reaction).  The increase in pressure and 

temperature drop result in a subsequent reduction in the rate of dissociation until 

conduction and convection (of the advancing warm water) can raise the temperature and 

accelerate dissociation.  The result of this sequence of events is the (roughly) periodic 

nature of the rate curve (involving the repetition of a similar pattern), which is 

substantially affected by the size of the cells.  Thus, each of the four distinct patterns in 
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Figure 6.3 corresponds to a different cell, and represents the advance of the hydrate 

dissociation front through that cell at the time of observation. 

A significant observation that can be drawn from Figure 6.3 is that the 

equilibrium and kinetic rates are different (with the kinetic rate lower) when the 

dissociation front first moves into a cell, but practically coincide afterwards.  However, at 

the very beginning of the simulation, a burst of very rapid gas release is observed in the 

case of kinetic dissociation.  This pattern of behavior is consistent with expectations 

because the maximum deviation between kinetic and equilibrium predictions is 

anticipated to occur at the maximum deviation from equilibrium.  This is followed by 

equilibrium dissociation along the L+G+W phase boundary.  The coincidence of the 

kinetic and equilibrium rates indicates that equilibrium is established very rapidly, as 

dictated by the relatively fast intrinsic dissociation rate and the high temperature.  In 

cases of thermal stimulation involving high temperatures, equilibrium and kinetic 

dissociation models are expected to give very similar results (in terms of overall gas 

release from the hydrate) because (a) the high intrinsic reaction rate does not pose a 

kinetic limitation on the reaction, and (b) the reaction rate is dominated by heat transfer 

issues.   

In Figure 6.4, the cumulative gas volumes released from the hydrate in the two 

problems are very similar, and confirm the observations from the discussion on the rates.  

The discretization effects are evident in the distinctly “segmented” appearance of the 

curves, which exhibit “bumps” corresponding to the periodic rate patterns in Figure 6.3.  

Note that Figures 6.3 and 6.4 were plotted using the data from the output files 

Hydrate_Status_1T and Hydrate_Status_1Tk. 
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In problems Test_1T and Test_1Tk, gas is produced as it escapes into the 

warm water across the x = 0 boundary.  Figures 6.5 and 6.6 (based on data from the 

Int_1_Series_1T and Int_1_Series_1Tk output files) show the volumetric 

production rate of CH4 and the cumulative CH4 production.  In these two examples, all 

the CH4 originates from the dissociation of the hydrate because no ‘free’ CH4 was 

initially present in the system.  Figure 6.5 shows the same periodic pattern observed in 

Figure 6.3, denoting the effect of discretization.  The CH4 production rates (i.e., the 

fluxes across the x = 0 boundary) are initially the same, but then the kinetic rate decreases 

(relative to the equilibrium rate).  This difference occurs as the hydrate dissociation front 

is about to move into an adjacent cell.  The cumulative effect is reflected in the total gas 

production (shown in Figure 6.4, and measured as the total CH4 volume that crosses the 

x = 0 boundary), which indicates lower gas production for kinetic dissociation.  The 

effect of discretization is apparent in the “segmented appearance” of the gas production 

curves, which correspond directly to the periods in the production rates in Figure 6.5. 
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“Test_1Tk” ... Kinetic hydrate dissociation, thermal stimulation 
MEMORY          
'HYDRATE-KINETIC' 
   3     4    4    .FALSE.                     ! NumCom, NumEqu, NumPhases, binary_diffusion 
'Cartesian'   15   30    5  .FALSE.  .FALSE.    
   2                                           ! MaxNum_SS 
   2                                           ! MaxNum_Media 
.FALSE.  .FALSE.  .FALSE.  'Saturation'         
.FALSE.  'Continuous'                ! coupled_geochemistry, property_update [= 'Continuous', 'Iteration', 'Timestep'] 
.FALSE.  ' '  'Continuous'  0        ! coupled_geomechanics, geomechanical_code_name, property_update, num_geomech_par 
ROCKS----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
DIRT1    1     2.6e3       .30  2.96E-13  2.96E-13  2.96E-13       3.1     1000. 
     1.e-8              0.50e0                                  5.0e-2     3.0e0 
BOUND    0     2.6e3     0.0e0  0.00E-13  0.00E-13  0.00E-13     1.0e2     1000. 
  
HYDRATE--1----*-Modified Chlorobenzene data-*----5----*----6----*----7----*----8 
     1                     ! HCom%NCom 
'CH4'  6.0d0 1.00d00       ! Name, hydration number, mole fraction in composite hydrate 
     1                     ! Number of coefficients in thermal conductivity polynomial 
  4.5e-1                   ! Coefficients in the thermal conductivity polynomial 
     1                     ! Number of coefficients in the specific heat polynomial 
  2.1e03                   ! Coefficients in the specific heat polynomial 
     1                     ! Number of coefficients in density polynomial 
  9.2e02                   ! Coefficients in the density polynomial 
.FALSE.                    ! inhibitor_present,T_MaxOff,C_MaxOff,MW_Inhib,D_Inhib,H_InhSol,DifCo_Inh   
2                          ! F_EqOption 
'KINETIC'                  ! Type of dissociation 
8.1d4   3.6d4  1.0e-0      ! Activation energy, intrinsic rate constant, area factor 
START----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
----*----1 MOP: 123456789*123456789*1234 ---*----5----*----6----*----7----*----8 
PARAM----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
   3 080     010100030140020000400003111   0.00E-5 
            2.200E+5    1.0e01   8.64E+4              9.8060 
     1.E-5     1.E00                                  1.0e-8            AqH 
             4.000e6               0.5e0               0.0e0                1.20                  
ELEME 
A00 1              10.1000E+000.4000E+00          0.5100E-01-.5000E+00-.5000E+00 
A00 2              10.1000E+000.4000E+00          0.1510E+00-.5000E+00-.5000E+00 
A00 3              10.1000E+000.4000E+00          0.2510E+00-.5000E+00-.5000E+00 
A00 4              10.1000E+000.4000E+00          0.3510E+00-.5000E+00-.5000E+00 
A00 5              10.1000E+000.4000E+00          0.4510E+00-.5000E+00-.5000E+00 
A00 6              10.1000E+000.4000E+00          0.5510E+00-.5000E+00-.5000E+00 
A00 7              10.1000E+000.4000E+00          0.6510E+00-.5000E+00-.5000E+00 
A00 8              10.1000E+000.4000E+00          0.7510E+00-.5000E+00-.5000E+00 
A00 9              10.1000E+000.4000E+00          0.8510E+00-.5000E+00-.5000E+00 
A0010              10.1000E+000.4000E+00          0.9510E+00-.5000E+00-.5000E+00 
ina 
A00 0              10.1000E-020.4000E-02          0.5000E-03-.5000E+00-.5000E+00 
 
CONNE 
A00 0A00 1                   10.5000E-030.5000E-010.1000E+01 
A00 1A00 2                   10.5000E-010.5000E-010.1000E+01 
A00 2A00 3                   10.5000E-010.5000E-010.1000E+01 
A00 3A00 4                   10.5000E-010.5000E-010.1000E+01 
A00 4A00 5                   10.5000E-010.5000E-010.1000E+01 
A00 5A00 6                   10.5000E-010.5000E-010.1000E+01 
A00 6A00 7                   10.5000E-010.5000E-010.1000E+01 
A00 7A00 8                   10.5000E-010.5000E-010.1000E+01 
A00 8A00 9                   10.5000E-010.5000E-010.1000E+01 
A00 9A0010                   10.5000E-010.5000E-010.1000E+01 
A0010A0011                   10.5000E-010.5000E-030.1000E+01 
 
RPCAP----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
    9           .120       .02        3. 
    7        0.45000   1.10e-1   8.0E-05      1.E6     1.0e0 
 
INTERFACES----*----2----*----3----*----4----*----5----*----6----*----7----*----8  
&Interface_General_Info  number_of_interfaces = 1 / 
   &Individual_Interface_Specifics  interface_name         = 'Int_1', 
                                    number_of_surfaces     = 1, 
                                    sign_of_flow_direction = 'DIR' 
                                    / 
      &Surface_Specifics  definition_mode       = 'NameList',    
                            number_of_connections = 1,              
                            format_to_read_data = '*', 
                            / 
'A00 0A00 1' 
 
GENER  
 
INCON----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
A00 0           0.30000000E+00  Aqu 
             4.000e6               0.0e0               0.0e0               45.00                   
 
ENDCY----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 

 
Figure 6.2.  Input file for example problem Test_1Tk (in Section 6.3) involving thermal 
stimulation, kinetic dissociation, and no inhibitor. 
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Figure 6.3.  Comparison of the volumetric rates of CH4 release from hydrate dissociation in 
problems Test_1T and Test_1Tk. 
 
  



 

 78 

 
 
 
Figure 6.4.  Comparison of the cumulative volumes of CH4 released from hydrate dissociation in 
problems Test_1T and Test_1Tk. 
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Figure 6.5.  Comparison of the volumetric production rates of CH4 (measured as the flux crossing 
the x = 0 boundary) in problems Test_1T and Test_1Tk. 
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Figure 6.6.  Comparison of the total production volumes of CH4 (measured as the total volumes 
crossing the x = 0 boundary) in problems Test_1T and Test_1Tk. 
 



 

  81 

6.4. Problems Test_1P: Depressurization, Equilibrium 
Dissociation, No Inhibitor 

 

The only difference between the two-phase (hydrate and aqueous) 1-D problem in 

Test_1P and that discussed in Test_1T is in the boundary conditions at x = 0.  Instead 

of a high-temperature permeable boundary (leading to thermal dissociation), the x = 0 

boundary is now kept at a pressure of Pb = 2.7x106 Pa, which is lower than the initial 

pressure in the remainder of the column (P = 6x106 Pa).  The pressure differential 

between the column and boundary and the non-zero permeability of the connection 

joining the two allow depressurization, which in turn induces dissociation.  Note that the 

boundary pressure Pb is larger than the pressure at the quadruple point of CH4-hydrate.  

This allows dissociation without reaching the quadruple point, which consequently keeps 

ice from forming.  The constant boundary temperature of Tb = 1 oC is not expected to 

play a significant role in dissociation, despite its being above the melting point, because 

heat convection (fueled by fluid flow) is the main means of heat transfer, with conduction 

being a slow and inefficient process.   

In the absence of an external heat source, the strongly endothermic reaction of 

hydrate dissociation is fueled by the heat provided by its surroundings.  Consequently, 

temperature is expected to decline rapidly as dissociation proceeds.  

The input file for the problem Test_1P appears in Figure 6.7.  As an exercise, 

the novice user is asked to identify the differences between this file and the file 

Test_1T.  The output files corresponding to this simulation (Test_1P.out, 

Hydrate_Status_1P and Int_1_Series_1P) can be found in the directory 

T+H_V1.5 on the accompanying USB memory stick. 
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Review of the output files indicates that the evolution of temperature during 

dissociation conforms to expectations, exhibiting sharp and rapid declines.  A very 

important observation is the much faster response of the hydrate to depressurization than 

to thermal stimulation.  This difference in response was expected because of the very 

significant velocities at which the pressure and the temperature fronts propagate.  The 

conclusion from these results (discussed more fully in Section 6.6) is that depressu-

rization is a much more efficient hydrate dissociation process than thermal stimulation.  

 

6.5. Problem Test_1Pk: Depressurization, Kinetic 
Dissociation, No Inhibitor 

 

Hydrate dissociation is treated as a kinetic reaction in Test_1Pk.  In all other respects, 

the problem is identical to that in Test_1P, as inspection of the input file in the 

directory T+H_V1.5 readily reveals. The output files corresponding to this 

simulation(Test_1Pk.out, Hydrate_Status_1Pk, Int_1_Series_1Pk) can 

also be found in the same directory.   

Review of the output files reveals a dissociation patterns with pressure, 

temperature and saturation distributions entirely analogous to those for the equilibrium 

dissociation problem.  As in the case of thermal stimulation (see Section 6.3), kinetic 

hydrate dissociation results in substantially longer execution times and slower time 

advance in the simulations. This is caused by the more computationally intensive system, 

the larger (because of the additional degree of freedom) and more difficult-to-solve 

matrix, and by the parameters of kinetic dissociation that impose time step limitations.  

These results are more thoroughly discussed in Section 6.6.  
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 “Test_1P” ... Hydrate dissociation - depressurization 
MEMORY          
'HYDRATE-EQUILIBRIUM' 
   2     3    4    .FALSE.           ! NumCom, NumEqu, NumPhases, binary_diffusion 
'Cartesian' 15 30 5 .FALSE. .FALSE.  ! coordinate_system, Max_NumElem, Max_NumConx, ElemNameLength, active_conx_only,  
   2                                 ! MaxNum_SS 
   2                                 ! MaxNum_Media 
.FALSE. .FALSE. .FALSE.            ! element_by_element_properties, porosity_perm_dependence, scaled_capillary_pressure 
.FALSE.  'Continuous'              ! coupled_geochemistry, property_update [= 'Continuous', 'Iteration', 'Timestep'] 
.FALSE.  ' '  'Continuous'  0      ! coupled_geomechanics, geomechanical_code_name, property_update, num_geomech_param 
ROCKS----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
DIRT1    1     2.6e3       .30  2.96E-13  2.96E-13  2.96E-13       3.1     1000. 
     1.e-8              0.50e0                                  5.0e-2     3.0e0 
BOUND    0     2.6e3     0.0e0  0.00E-13  0.00E-13  0.00E-13     1.0e2     1000. 
  
HYDRATE--1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
     1                       ! HCom%NCom 
'CH4'  6.0d0 1.00d00         ! Name, hydration number, mole fraction in composite hydrate 
     1                       ! Number of coefficients in thermal conductivity polynomial 
  4.5e-1                     ! Coefficients in the thermal conductivity polynomial 
     1                       ! Number of coefficients in the specific heat polynomial 
  2.1e03                     ! Coefficients in the specific heat polynomial 
     1                       ! Number of coefficients in density polynomial 
  9.2e02                     ! Coefficients in the density polynomial 
.FALSE.                      ! inhibitor_present,T_MaxOff,C_MaxOff,MW_Inhib,D_Inhib,H_InhSol,DifCo_Inh   
2                            ! F_EqOption 
'EQUILIBRIUM'                ! Type of dissociation 
START----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
----*----1 MOP: 123456789*123456789*1234 ---*----5----*----6----*----7----*----8 
PARAM----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
   3 080     002100030040020000400003000   0.00E-5 
            8.640E+5    1.0e00   8.64E+6              9.8060 
     1.E-5     1.E00                                  1.0e-8            AqH 
             6.000e6              5.0e-1                7.20                  
ELEME 
A00 1              10.1000E+000.4000E+00          0.5100E-01-.5000E+00-.5000E+00 
A00 2              10.1000E+000.4000E+00          0.1510E+00-.5000E+00-.5000E+00 
A00 3              10.1000E+000.4000E+00          0.2510E+00-.5000E+00-.5000E+00 
A00 4              10.1000E+000.4000E+00          0.3510E+00-.5000E+00-.5000E+00 
A00 5              10.1000E+000.4000E+00          0.4510E+00-.5000E+00-.5000E+00 
A00 6              10.1000E+000.4000E+00          0.5510E+00-.5000E+00-.5000E+00 
A00 7              10.1000E+000.4000E+00          0.6510E+00-.5000E+00-.5000E+00 
A00 8              10.1000E+000.4000E+00          0.7510E+00-.5000E+00-.5000E+00 
A00 9              10.1000E+000.4000E+00          0.8510E+00-.5000E+00-.5000E+00 
A0010              10.1000E+000.4000E+00          0.9510E+00-.5000E+00-.5000E+00 
ina                                                                              I                                                                             
A00 0              10.1000E-020.4000E-02          0.5000E-03-.5000E+00-.5000E+00 I     
      
CONNE 
A00 0A00 1                   10.5000E-030.5000E-010.1000E+01 
A00 1A00 2                   10.5000E-010.5000E-010.1000E+01 
A00 2A00 3                   10.5000E-010.5000E-010.1000E+01 
A00 3A00 4                   10.5000E-010.5000E-010.1000E+01 
A00 4A00 5                   10.5000E-010.5000E-010.1000E+01 
A00 5A00 6                   10.5000E-010.5000E-010.1000E+01 
A00 6A00 7                   10.5000E-010.5000E-010.1000E+01 
A00 7A00 8                   10.5000E-010.5000E-010.1000E+01 
A00 8A00 9                   10.5000E-010.5000E-010.1000E+01 
A00 9A0010                   10.5000E-010.5000E-010.1000E+01 
A0010A0011                   10.5000E-010.5000E-030.1000E+01 
 
RPCAP----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
    9           .120       .02        3. 
    7        0.45000   1.10e-1   8.0E-05      1.E6     1.0e0 
COFT -----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
A00 0A00 1 
 
 
GENER  
 
 
INCON----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 
A00 0           0.30000000E+00  Aqu 
             2.700e6              00.0e0                1.00                  
 
 
ENDCY----1----*----2----*----3----*----4----*----5----*----6----*----7----*----8 

 
 
Figure 6.7.  Input file for example problem Test_1Pk (in Section 6.4) involving depressurization, 
equilibrium dissociation, and no inhibitor. 
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6.6. Problem Test_1P_Ice: Thermal Stimulation, 
Kinetic Dissociation, No Inhibitor, Ice Evolution 

 

The only difference between this problem and that in Test_1P is in the boundary 

pressure at x = 0.  By setting Pb = 5x105 Pa, the boundary is kept at a pressure 

significantly lower than that at the quadruple point of CH4-hydrate.  The lower pressure is 

expected to lead to faster and larger CH4 release because of the significantly larger 

pressure differential that drives dissociation, as well as to the emergence of ice as the 

system tends to the boundary pressure.  Of particular interest are the consequences of ice 

on the relative permeability of gas.  Unless properly managed, the emergence of ice can 

significantly reduce the pore space available to gas flow because ice has a lower density 

than the liquid water it replaces, and can adversely affect flow and gas production.   

All the input and output files corresponding to the problem Test_1P_ice can 

be found in the directory T+H_V1.5, where the standard TOUGH+ output 

Test_1P_ice.out (showing the changes in the phase regimes during the simulation) 

is also located.  From its original state on the L+H phase regime, the rapid 

depressurization induces CH4-hydrate dissociation, gas emergence, and the appearance of 

the L+G+H regime.  As depressurization and dissociation continue, ice evolves as the 

system reaches the quadruple point, where it remains at a constant pressure and 

temperature until the hydrate is exhausted.  Afterwards, the A+I+G phase regime appears, 

during which pressure changes but the temperature remains constant because of the liquid 

water-ice coexistence, and equal to that of the triple point of water.  Because the x=0 

boundary is kept at a temperature above freezing, ice melts eventually, and an aqueous 

and gas system remains. 
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The results of the illustrative problems in problems Test_1P, Test_1Pk and 

Test_1P_ice are compared in Figures 6.8 to 6.11.  It should be noted that relatively 

coarse discretization has an effect on the results, but appears less pronounced than in the 

case of thermal stimulation. 

Figure 6.8 shows the cumulative rates of CH4 release from the dissociation of 

hydrate. Unlike the case of thermal dissociation, both kinetic and heat transfer limitations 

can affect dissociation in depressurization-induced gas release from hydrates.  This is 

demonstrated in Figure 6.8, which shows very different initial rate patterns for the 

equilibrium and the kinetic problems.  After the initial a burst of very rapid gas release at 

the very beginning of the population (corresponding to the maximum deviation from 

equilibrium), the rate for kinetic dissociation at early times is substantially lower than that 

for equilibrium dissociation.  The relationship is inversed at later times, and eventually 

the CH4 release rates for kinetic and equilibrium dissociation become about the same as 

the entire system approaches equilibrium.  As expected, the release rate of CH4 from 

hydrate dissociation is substantially higher in problem Test_1P_ice because of the 

larger pressure differential.  The higher dissociation rate leads to exhaustion of the 

hydrate at a much earlier time than in the other two problems, leading to zero release and 

denoted by the vertical segment of the curve at about t = 0.01 days. 

In Figure 6.9, the cumulative gas volumes released from the hydrate in problems 

Test_1P and Test_1Pk are different at very early times, but become similar later.  

The cumulative gas rate for problem Test_1P_ice offers stark differences, and shows 

much larger volumes and exhaustion of the hydrate (marked by the flat part of the curve).  

The obvious implication is that, as long as potentially adverse relative permeability 
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effects can be avoided, enhanced depressurization provides faster rates and early gas 

recovery.  Compared to the Figures 6.3 and 6.4, Figures 6.5 and 6.6 convincingly 

demonstrate the superiority and efficiency of depressurization as a method of gas 

production from gas hydrates.  Note that Figures 6.8 and 6.9 were plotted using the data 

from the output files Hydrate_Status_XXX. 

In these problems, gas is produced as it escapes into the low-pressure boundary at 

x = 0.  Figures 6.10 and 6.11 (based on data from the Int_1_Series_XXX output 

files) show the volumetric production rate of CH4 and the cumulative CH4 production.  

Because of the L+H initial regime, all the CH4 originates from the dissociation of the 

hydrate.  Figure 6.10 shows that the CH4 production rate (i.e., the fluxes across the x = 0 

boundary) for kinetic dissociation lags behind that for equilibrium dissociation at a very 

early time, then exceeds it, and finally the two become roughly equal at later times.  The 

production rate for the Test_1P_ice problem is significantly larger, and becomes zero 

at a very early time because no hydrate is left in the system (see the 

Int_1_Series_1P_ice file in the directory T+H_V1.5).   

In Figure 6.11, the total gas production (measured as the CH4 volume that crosses 

the x = 0 boundary) from the kinetic dissociation problem remains consistently lower 

than that for the equilibrium dissociation case, and the maximum deviation occurs at a 

very early time.  Similarly to the pattern observed in Figure 6.9, gas production in the 

Test_1P_ice problem is significantly larger and leads to very early disappearance of 

the hydrate.  A comparison of Figures 6.10 and 6.11 to the analogous ones for thermal 

stimulation (Figures 6.5 and 6.6) further confirm the superiority of depressurization as a 

dissociation strategy. 
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Figure 6.8.  Comparison of the volumetric rates of CH4 release from depressurization-induced 
hydrate dissociation in problems Test_1P, Test_1Pk and Test_1P_ice. 
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Figure 6.9.  Comparison of the cumulative volumes of CH4 released from depressurization-
induced hydrate dissociation in problems Test_1P, Test_1Pk and Test_1P_ice. 
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Figure 6.10.  Comparison of the volumetric production rates of CH4 (measured as the flux 
crossing the x = 0 boundary) in problems Test_1P, Test_1Pk and Test_1P_ice. 
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Figure 6.11.  Comparison of the total production volumes of CH4 (measured as the total volumes 
crossing the x = 0 boundary) in problems Test_1P, Test_1Pk and Test_1P_ice. 
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6.7. Problem Test_1TbS and Test_1TbSk: Hydrate 
Formation, Equilibrium and Kinetic Hydration 
Reaction, Inhibitor 

 
The porous medium in 1-D columns in problems Test_1TbS and Test_1TbSk has 

the same properties as those reported in problem Test_1P (see Section 6.2), but the 

systems have different initial and boundary conditions.  Because the pressure P = 4x106 

Pa and temperature T = 8.5 oC are outside the stability zone of hydrate, the pore space is 

filled by a two-phase system involving a gas and an aqueous phase.  The aqueous phase 

is a NaCl solution, in which the initial mass fraction of the salt is X = 10-3.  The column is 

attached to a constant pressure boundary at x = Lmax that can provide fluids to the active 

domain.  The x = 0 boundary is impermeable, thermally conductive, and at a constant 

temperature of Tb = 1.2 oC.  Because of conduction, the temperature in the column is 

expected to drop below the hydration temperature at the prevailing pressure, leading to 

the formation of hydrate. The temperature decline is somewhat buffered by the 

exothermic reaction of hydrate formation, and the formation process is affected by the 

presence of an inhibitor. In addition to the original equilibrium problem, a second case 

was investigated, in which the initial temperature was higher, with T = 4.5 oC.  The lower 

initial T is expected to lead to earlier and faster hydrate formation. 

An equilibrium hydrate reaction is assumed in problem Test_1TbS, while a 

kinetic hydrate reaction is assumed in Test_1TbSk.  The input files and all the 

corresponding output files are available in the directory T+H_V1.5.  The outputs 

corresponding to the lower initial T have the identifier ‘_1TbS2’.  A review of the 

standard TOUGH+ output files clearly shows the evolution of hydrate.  Of particular 
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interest is the increase in the inhibitor concentration as hydrate is formed.  This is 

consistent with expectations because inhibitors cannot be partitioned into the solid 

hydrates.  As in all previous kinetic cases, the kinetic treatment of the hydration equation 

results in longer execution times and slower advancement of the simulation time. 

Figure 6.12 shows the cumulative rates of CH4 consumption during hydrate 

formation.  With the exception of results at very early times (when the rate corresponding 

to hydrate formation is larger because of maximum deviation from equilibrium), the CH4 

consumption rate for T = 8.5 oC are practically identical for both kinetic and equilibrium 

hydrate reaction.  This was expected because the heat removal occurs through 

conduction, which is a very slow process and dominates the reaction.  Additionally, the 

onset of hydrate evolution occurs at the same time for both cases. 

The CH4 consumption rate for the T = 4.5 oC equilibrium reaction case is 

significantly larger, and hydrate evolves at an earlier time.  These results are reflected in 

Figure 6.13, which shows the cumulative CH4 consumption during the formation 

process.  The total volume of reacted CH4 is the same for both the T = 8.5 oC kinetic and 

equilibrium reaction, while it is much larger for the T = 4.5 oC equilibrium reaction (i.e., 

the amount consumed is much lower). 
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Figure 6.6.  Comparison of the volumetric rates of CH4 consumption during hydrate formation in 
problems Test_1TbS, Test_1TbSk and Test_1TbS2. 
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Figure 6.13.  Comparison of the cumulative volumes of CH4 consumed during hydrate formation 
in problems Test_1TbS, Test_1TbSk and Test_1TbS2. 
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6.8. Problem Test_2Qp: Equilibrium Hydrate 
Dissociation, Depressurization, Radial Grid - 
Single Well  

 
Problem Test_2Qp represents a more realistic scenario of gas production from a Class 

3 (Moridis and Collett, 2004) hydrate deposit in which water and hydrate are initially at 

equilibrium.  In the deposit, P = 9.8x106 Pa, T = 6.5 oC, and the initial hydrate saturation 

is SH = 0.5.  Such conditions can be encountered at the bottom of the stability zone in 

permafrost accumulations (Moridis et al., 2003).  The input file and all the corresponding 

output files are available in the directory T+H_V1.5 on the accompanying USB 

memory stick. 

This problem involves production from a 10-m thick cylindrical reservoir that 

extends to Rmax = 224 m.  The properties of the formation are the same with those in all 

previous problems (see Section 6.1). A Dirichlet-type (constant conditions equal to the 

initial conditions) boundary is assumed at Rmax, i.e., the outer rim of the grid.  Fluids are 

withdrawn at a mass flow rate of Q = 1 kg/s through a well at the center of the grid, and 

are distributed in the production stream according to their mobilities.  The fluid 

withdrawal causes a pressure decline that leads to the depressurization-induced release of 

CH4.   

The grid in the problem is much larger than in the previous examples, but still 

insufficient to provide the resolution needed for the representation of an infinite-acting 

system.  Because of this, the proximity of the boundary to the well, the near 

incompressibility of the aqueous phase, and the quantum-type system behavior in 
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equilibrium dissociation, discretization effects are expected to appear in the estimation of 

the dissociation rates (see earlier discussions).  

The evolution of (a) the cumulative rate of CH4 release from dissociation and (b) 

the cumulative volume of CH4 released from dissociation in the repository are shown in 

Figures 6.14 and 6.15, respectively.  As expected, the curve of the cumulative rate of 

CH4 release exhibits early oscillations attributed to both the rather coarse discretization 

and the quantum nature of hydrate dissociation.  As expected, the release rate increases 

initially because of advancing depressurization, but begins to decline after a maximum is 

reached.  This decline is caused by the rapid cooling of the hydrate because of advancing 

dissociation, which affects the rate of dissociation (and the consequent CH4 release) of 

the remaining hydrate.  As discussed earlier, the jagged appearance of the rate curve in 

Figure 6.14 is caused by the coarse discretization.  Conversely, the curve of the 

cumulative volume of released CH4 is smooth, with the maximum release rate marked by 

the inflection point at about t = 16 days.  
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Figure 6.14.  Volumetric rate of CH4 release during hydrate dissociation in problem Test_2Qp.  
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Figure 6.15.  Cumulative volume of CH4 released during hydrate dissociation in problem 
Test_2Qp. 
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6.9. Problem Test_3Qpk: Kinetic Hydrate 
Dissociation, Depressurization, Radial Grid - 
Single Well with Wellbore Heating 

 
Problem Test_3Qpk uses the same grid, and porous medium and boundary conditions 

as problem Test_2Qp.  This deposit, for which P = 9.51x106 Pa and T = 6.5 oC, 

involves a deposit in which water, gas and hydrate are initially at equilibrium.  The initial 

gas and hydrate saturations are SG = 0.5 and SH = 0.4, respectively.  A Dirichlet-type 

boundary (constant conditions equal to the initial conditions) is assumed at Rmax, i.e., the 

outer rim of the grid.  Fluids are withdrawn at a mass flow rate of Q = 0.3 kg/s through a 

well at the center of the grid, and are distributed in the production stream according to 

their mobilities.  The fluid withdrawal causes a pressure decline that leads to the 

depressurization-induced release of CH4.  To alleviate potential hydrate buildup problems 

that can severely restrict flow to the well (possibly because of temperature drop and 

availability of gas and water in the vicinity of the well), the wellbore is heated at a rate of 

QH = 1.2 KW.  The input file and all the corresponding output files are available in the 

directory T+H_V1.5. 

The evolution of the rates of (a) cumulative CH4 release in the deposit, and (b) gas 

production at the well are shown in Figure 6.16.  Because of the coexistence of the three 

phases in the initial system, the curve of the CH4 release rate is smooth.  A comparison of 

these two curves reveals that the contribution of gas from hydrate dissociation to the rate 

of gas production decreases progressively with time, and becomes minor at the end of the 

simulation period.  The reason for this performance is the continuing cooling of the 

hydrate as it dissociates, in addition to the proximity of the well to the (constant-
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conditions) boundary and the relatively large permeability, which do not allow efficient 

depressurization of the system.  Consequently, the quasi steady-state condition that is 

reached rather early is not conducive to increased gas production because the system 

adjusts to a new state of equilibrium.  The novice user is encouraged to investigate the 

system behavior if the Dirichlet-type boundary is replaced by a no-flow Neuman 

boundary. 

The cumulative volumes of (a) CH4 released from dissociation in the repository 

and (b) produced from the wells are shown in Figure 6.17.  The declining contribution of 

CH4 from dissociation is reflected in the practically flat portion of the released CH4 

curve. 
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Figure 6.16. Volumetric rates of CH4 (a) release in the reservoir during hydrate dissociation and 
(b) production from the well in problem Test_3Qpk. 
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Figure 6.17.  Cumulative volumes of CH4 (a) released in the reservoir during hydrate dissociation 
and (b) produced from the well in problem Test_3Qpk. 
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6.10. Problem Test_2D: Equilibrium Hydrate 
Dissociation, 2-D Areal System 

 
Problem Test_2D describes gas production from a realistic areal 2-D hydrate-bearing 

formation that has the same porous medium properties as all the previous examples.  The 

simulation domain consists of a square system with a side of 50 m and a formation 

thickness of 10 m.  The domain is subdivided in 50 x 50 = 2500 cells in (x,y), with the 

well located in the cell at (x,y) = (0.5 m, 0.5 m).  This is considered a part of a large-scale 

production system that involves a deposit of considerable areal extent and a large number 

of producing wells.  Under these conditions, the simulation domain represents one quarter 

of the basic production stencil, and its outer boundaries are no-flow Neuman-type 

boundaries because of symmetry.  The 2-D geometry of the system automatically implies 

no flow in the third direction, i.e., the system is treated as insulated along its top and 

bottom boundaries.  While this is not strictly true in porous media, such heat transfer 

through impermeable boundaries can only occur through conduction, which is a very 

slow process and is not expected to appreciably affect the results.  Additionally, by 

ignoring heat contribution from its boundaries, this simulation provides the worst-case 

scenario of gas production from such a hydrate accumulation. 

In this deposit, water, gas and hydrate are initially at equilibrium, and the pressure 

is the hydration pressure corresponding to T = 12.5 oC.  The initial gas, aqueous and 

hydrate phase saturations are SG = 0.1, SA = 0.3 and SH = 0.6, respectively.  Fluids are 

withdrawn at a mass flow rate of Q = 0.5 kg/s through the production well, and are 

distributed in the production stream according to their mobilities.  The fluid withdrawal 

causes a pressure decline that leads to the depressurization-induced release of CH4.  The 
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production flow rate remains constant, and is certain to lead to temperature decline and 

ice appearance because of the endothermic nature of dissociation.  The input file and all 

the corresponding output files are available in the directory T+H_V1.5.  Because of the 

computationally intensive nature of this realistic problem, the simulation period was 

limited to two days.  Interested users are encouraged to run this problem (modified per 

their desires) for longer periods. 

Figure 6.18 shows the evolution of the cumulative volume of CH4 released from 

dissociation in the repository in the first two days of production.  Note that the released 

volume increases practically linearly with time.  In this short period, a daily release of 

about 10000 ST m3 from the hydrate is observed.  This is expected to change at later 

times, when exhaustion of the ‘free’ gas and hydrate resources in the reservoir will 

inevitably lead to a sublinear performance.   

The pressure distribution in the reservoir at t = 2 days in Figure 6.19 indicates 

substantial pressure declines over an extended portion of the domain, indicating 

significant hydrate dissociation (as supported by the results in Figure 6.18).  The 

corresponding temperature distribution in Figure 6.20 shows an extended cool region 

even at that early time, providing additional indirect evidence of dissociation. 

Direct evidence of dissociation is provided by the corresponding hydrate 

distribution at the same time in Figure 6.21, which clearly indicates severe hydrate 

dissociation within 5 m from the well, and measurable dissociation as far as 15 m away 

from the well.  While these are very positive and encouraging results, they are not 

indicative of the production potential if there is no information on the relative 

permeability regime in the vicinity of the wellbore.  The production potential of the 
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hydrate accumulation can be seriously diminished if the water (released from the hydrate 

dissociation) or the ice (that can be formed in the course of the endothermic reaction) 

inhibit the flow of gas toward the well.   

The answer to this question is provided by the distributions of the aqueous and 

gas phase saturations at t = 2 days in Figures 6.22 and 6.23.  While the water saturation 

increases in the vicinity of the well in the process of dissociation, the gas saturation 

increases also.  Such a desirable regime then becomes a production management and 

design issue in the design of appropriate production strategies from the hydrate deposit.  
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Figure 6.18. Volumetric rates of CH4 release from the hydrate in the reservoir during gas 
production in problem Test_2D. 
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Figure 6.19. Pressure distribution in the reservoir at t = 2 days in problem Test_2D. 
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Figure 6.20.  Temperature distribution in the reservoir at t = 2 days in problem Test_2D. 
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Figure 6.21.  Hydrate saturation distribution in the reservoir at t = 2 days in problem Test_2D. 
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Figure 6.22.  Aqueous phase saturation distribution in the reservoir at t = 2 days in problem 
Test_2D. 
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Figure 6.23.  Gas saturation distribution in the reservoir at t = 2 days in problem Test_2D. 
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