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ABSTRACT 

In studying geographic disease distributions, one normally compares rates of arbitrarily 
defined geographic subareas (e.g. census tracts), thereby sacrificing the geographic detail of 
the original data. The sparser the data, the larger the subareas must be in order to calculate 
stable rates. This dilemma is avoided with the technique of Density Equalizing Map 
Projections (DEMP). Boundaries of geographic subregions are adjusted to equalize 
population density over the entire study area. Case locations plotted on the transformed map 
should have a uniform distribution if the underlying disease rates are constant. On the 
transformed map, the statistical analysis of the observed distribution is greatly simplified. 
Even for sparse distributions, the statistical significance of a supposed disease cluster can be 
reliably calculated. 

The present· report describes the first successful application of the DEMP technique to a 
sizeable "real-world" data set of epidemiologic interest. An improved DEMP algorithm 
[GUSE93, CLOS94] was applied to a data set previously analyzed with conventional 
techniques [SATA90, REYN91]. The results from the DEMP analysis and a conventional 
analysis are compared. 
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INTRODUCTION 

Density equalizing map projections (DEMP), also known as cartograms or anamorphoses, 
have long been used for display of thematic data, but practical computerized implementations 
were unavailable until recently. The DEMP technique is appropriate for analyzing disease 
distributions because on a density equalized map, population density is constant. Therefore 
cases should occur randomly and uniformly under the null hypothesis of equal risk. 

The usual technique for analyzing geographic disease distributions is the comparison of rates 
from different subareas. Relative to conventional methods, the DEMP technique has the 
following advantages: 

• Like a conventional map, the density equalized map is a graphic representation 
which can be understood without statistical analysis. But only on the density 
equalized map can one easily see effects occurring in small densely populated 
areas. 

• The DEMP technique avoids the calculation of unstable rates for small 
subareas where the number of cases is small. 

• The full geographic detail of the data can be used. 

• The DEMP analysis is appropriate, and even works best, in the analysis of rare 
diseases where the number of cases is small. 

• Systematic effects across broad regions of the map are easily detected, without 
the need for arbitrary grouping of subareas. 

• A number of rigorous, simple well-developed statistical techniques are available 
for analyzing the density equalized map. 

• No a priori knowledge is required for testing the null hypothesis of equal risk. 
Hence the DEMP technique is appropriate for automatic analysis of routinely 
collected surveillance data. 

• Testing a model other than the null hypothesis is simply performed by 
equalizing the map according to expected cases, rather than population at risk. 
The same method is used to incorporate geographic variation of age, race, and 
other risk factors. 

1 



FOUR-COUNTY CHILDHOOD CANCER STUDY 

For the present study, a four-county area in California (Fresno, Kings, Kern and Tulare) was 
selectdd because of the availability of small-area health data. The data, which were kindly 
provided through a collaborative agreement between Lawrence Berkeley Laboratory (LBL) 
and the California State Department of Health Services (DHS), were originally collected by 
DHS to investigate a reported childhood cancer cluster in the community of McFarland, 
California. The data, which consist of 401 childhood cancer cases occurring between 1980 
and 1988, were previously analyzed by DHS [SATA90, REYN91]. 

The first DHS report [SAT A90] examined childhood cancer rates by cancer site, age, sex, 
race/ethnicity (Anglo, Hispanic and other), county, and land use (rural versus urban, and 
agricultural versus non-agricultural). The calculation of population at risk is described in 
detail. Observed rates were found to be consistent with rates reported in other studies; the 
only significant departure from uniformity was that rates among children in urban non
agricultural areas are slightly higher than those in rural non-agricultural areas. The urban 
non-agricultural rates are comparable to urban rates elsewhere in California. Rates in 
agricultural areas are not elevated. 

The second DHS report [REYN91] examined the differences among geographic areas in 
greater detail. The four-county study area was subdivided into 101 communities. The 
community boundaries and case locations are shown in Figure 1. For each community the 
observed number of cases was compared with the number expected, assuming the underlying 
cancer rate to be uniform. The cancer incidence rate ratios (and 95% confidence limits) are 
shown in Figure 2. Six of the 101 communities had rates that fell outside 95% confidence 
limits (three with more cases than expected and three with fewer cases than expected). The 
locations of the three high rate communities and the three low rate communities are shown in 
Figure 3. The result is consistent with the null hypothesis of uniform underlying rates. One 
community (McFarland) had an elevated rate outside the 99% confidence limit, exactly what 
would have been expected from chance alone. 

The purpose of the present study is to test the applicability of density equalizing map 
projections (DEMP) for analyzing disease distributions in the vicinity of suspected 
environmental hazards. The DEMP technique can be applied in any area where adequate 
small-area data (cases, population, and map files) exist. The present report describes the first 
successful application of the DEMP technique to a sizeable "real-world" data set. 

2 



'o 

MAPS 

MapS. 

I 
l 

I 

CASES DIAGNOSED IN THE FOUR COUNTY 
CHILDHOOD CANCER STUD.Y AREA 1980 - 1988 

I 
I 
I 

l fresno Area 

I 
I 

I 
1 

I 
I • 

' 
I 

. 

1 

I 
I 
' 

I 
l 
i 

I 
I 
t 

I 

I 
I 
j 

I 
I 
I 

~LEGEND 
I • = One Case 
l Total Cases = 401 
I 

I o 10 2!J 30 40 so 
I 
' 
! ·~ourcc: C4lifact1i<1 l)ca•ul.u«tol 2l llealll iertices 
I [ucroaraeftlal {pcdemcol•u tG<OI lucceieu tr•tt-

Figure 1. 

3 

Th~ Four County Study of Childhood Cancu lrtddt:na lntaim RqJar"t 112 

Bakersfield 
.S.rea 

Pag~ 36 



., 
ciQ' 
c 

I 

~ 
I 

Figure 2. Childhood cancer incidence r~te ratios (and 95% Cl) fur Four County communities compared to the overall Four Cou11ty rate. 
Nut County uncer Study, 198(}.88, DIIS. 

It II 

I II 

.... 

I. II 

t , 'I t • • • I• I• I• I• I• 1•1 • I •I •I • t •I •to •I •I- •to- •to of• ... 4• f• I• I• I• I• I• I • I• I • I •I •I • • •I ...... ,._ olo ... •lo •lo ... <\I• f• f, I• I• 1• ...... , f·· .T.TJT.t ...... ' ' '. 

OOL_O 

I II ............... 

,o .. ofo<toooololotolololololololoooooo 

(i I. II 

~ 

~ 
~ 
~ 

I IJ lj•·;--;·r~~·~· .. ·~-A ................ ;-;-;-r-r-;-;-r-~-;. . .;-;.-;-,..,-,-,-y-1 iii iII,...,....,...,. I I I I IiI i I 1 1 1 1 iII i r"T 

,.,,, •• ,,,,.,,,., •• ,,,,,.,,,.,,., •• ,., •• ,.,,,.,, •••••• ct,•c•c•tt••ccacot .. ,,.,,,,,,.,,..,,,,o,,ar•t•••c••r~~~• 
~ ~ f : ~ ! : : ; \ I ~ ! t L· t ~ : ~ 1 £ ! : ~ ~ ~ X ~ : : ! I : t l ~ : : J ! ~ : t ! f f f : t ~: ~ ~ : : ! : f : ~ :· f t T : I : f ~ ~ J ~ f : ~ ~ f f ~ ~ T ~ : ~ : ! 1 : ~ ~ f : : ! : :: ~ : 1 : 
t::\~~tl:&~lt::~t~l::;,:~:::t1;t;r~~:~;lf~~lt~::t:t•:ltl~t:~t!\:~:t:~!:t::~::;:::c~~~:;!~c:~:;:~:~t:: 
It at 1 Owi,Ct I AI I lA Allll llflllttl CAM l •• 0 At•r I lt,CO O ICIIC a&11C11• till II•A 1 

A ll WltOit I II CY tt' A II "tlltC Ill 'lA. ltiA Ctllt v I I OC:lW' I ICAA 
t Ct t C fill II C U •• y C: ' 1 

CCI .. MVIIIIICl 

Suutce: ulllomla O<!patlml!nl or He.alth Services, Environml!ntal Epldumiolugy and Toxlculol\y Program, CXtolx!r 24, 1991. 

"C( 

" ., .. 

""' 



·.., 

" 

MAPS 

Map6. 

FOUR COUNTY CHILDHOOD CANCER STUDY l 
COMMUNITIES WITH HIGH AND LOW RATES 

OF CHILDHOOD CANCER 

t 

I 
I 

i 
I 
i 
I 
i 

I 
i 
! . 
' i 
i 
i 
t 
t 
I. 

LEGEND 
1m§ High Rate ·Communities 
~ Low Rate Commtu1ifies 
0 10 20 .:so 40 so . . . 

I 
SCALL ~ ....rs 

Source· Califarnic- ioparlmoaf of Hcaftll Scnicos 
, {nfltan•unlaf bido.,.iolo :ad lnicof• 

.... _ .... ,.. •• c ... , ...... ,.,. C/t/tt. ra • ttl 

Figure 3. 

5 

Tht: Four County Study of Childhood Canar lncidma Intaim &port 1#2 Pagt: 37 



Regarding the question of clustering among childhood cancer cases in the four-county area, 
the present report confirms the negative result of the earlier analysis. Unfortunately, the DHS 
population data, for the nine-year period 1980-88, were lost in a computer mishap and are no 
longer available. The population data used in the present study, which are from the 1980 
Census, demonstrate the feasibility of the DEMP technique as an analytic tool. However, 
fmn epidemiological conclusions cannot be drawn from the DEMP analysis until the analysis 
has been repeated with correct 1980-88 population data. 

Regarding the negative findings of the present study, we note that the nearest neighbor 
technique is not the most sensitive technique that could have been used. A different metric, 
for example the distance of the 5th or lOth nearest neighbor instead of the nearest neighbor, 
might have uncovered effects not observed in the DHS analysis or the LBL analysis, provided 
such effects exist. To avoid the statistical implications of multiple testing we have purposely 
limited the present investigation to a single technique (nearest neighbor analysis) which was 
chosen before the analysis began. 

6 



DATA PREPARATION 

Case locations 

In April 1993, DHS provided to LBL a file containing the following for each of the 401 
cases: 

unique case identifier 
year of diagnosis 
census tract code 
abbreviated name· of community 
longitude 
latitude 
county code 
age category at diagnosis (either 0-4 or 5-14) 
gender 
race (white, Hispanic, or other) 

In the present analysis all 401 cases were analyzed as a single data set, without regard to year 
of diagnosis, age category, gender or race. The census tract codes provided by DHS do not 
agree exactly with the 1980 census data and map files at LBL, arid were not used. Only the 
longitude and latitude were used in the present analysis. · 

Population data 

The first DHS report [SAT A90] describes the estimation of population at risk by age group, 
gender and race, for the period 1980-88. The input data used were 1980 Census data and 
intercensal population estimates from the California Department of Finance. Consistency 
checks were performed with the use of preliminary 1990 Census data. Following the 
completion of the DHS analysis, the file containing the 1980-88 population estimates was 
inadvertently erased, and cannot be easily replaced. 

For the present analysis LBL used the 1980 Census population for children of ages 0-17, 
which is readily available in LBL SEEDIS (Socio-Economic Environmental Demographic 
Information System) [SEED94]. For a few very small tracts, the population of children 0-17 
was estimated from the total population. The estimation process is described in [MERR93]. 

A correct analysis of the four-county data set would have used the 1980-88 population at risk 
for children 0-14. The considerable additional work necessary to obtain the correct 
population estimates is described in [MERR93] and will be performed later. 

7 
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Geographic map tiles 

The map data used in the present analysis are proprietary 1980 Census tract boundary files 
· which were purchased from National Planning Data Corporation in 1985 and incorporated in 
LBL SEEDIS. The input map file is shown in Figure 4 along with the locations of the 401 
cases. Figure 4 agrees closely with Figure 1, which was included in the second DHS report 
[REYN91]. Note, however, that Figure 4 includes census tract boundaries and Figure 1 does 
not. The additional geographic detail occurs primarily in Fresno and Bakersfield. 

The map files were further processed for use in the DEMP analysis. The pre-DEMP map 
processing is described in [MERR94B] and includes the following steps: 

• making the separate county map files match at the county boundaries (the 
heavy lines in Figure 4 indicate the locations that required special processing); 

• removing unnecessary geographic detail for efficiency in the DEMP analysis; 
• insertion of connection segments in order to represent doughnut-shaped tracts 

as a single polygon; 
• decomposition ofeach census tract into triangles (the unique Delaunay 

triangulation was used); 
• subdivision of each segment to convert the triangles into hexagons; 
• conversion among various file formats, for DEMP processing and display of 

the resulting map files. 

The resulting map, ready for DEMP analysis, is shown in Figure 5. Additionally, for the 
conventional rate comparison described in the next section, a point-in polygon routin,e was 
used to determine the census tract of each case. 
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CONVENTIONAL ANALYSIS: RATE RATIOS 

A typical epidemiologic approach involves the comparison of the tract-specific rates to the 
overall rate. Tract-specific rates Pi are calculated in the usual fashion Pi = d/ni (i.e., number 
of cases in a specific tract divided by the population-at-risk in that tract). In fact, these 
values are estimated probabilities but are often referred to as rates. If the population is 
assumed constant over time, as in the present analysis, ni is estimated from the population. 

Equivalently, the number of cases di observed in tract i is compared with the number of cases 
ei expected under the null hypothesis that rates are uniform. Specifically, . 

ei = overall rate x ni 

In the present study, ni is the 1980 Census population of children of ages 0-17; in the entire 
four-county area there were 382,546 children of ages 0-17 and 401 cases were observed, so 

ei = ( 401 I 382546 ) X ni 

Values of ni, di, and ei are obtained for each census tract i. Under the hypothesis that cancer 
cases occur at random, the number of cases di in each census tract has a Poisson distribution. 
For these conditions, a test statistic which is an excellent approximation to the exact Poisson 
distribution is [BRES87] 

z. = ~ ( 1- _I - c ei )'13 J 
I V"U; 9D. D. 

. I I 

where Di = di if di exceeds ei and Di = di+ 1 otherwise. The value zi has an approximate 
standard normal distribution (mean = 0 and variance = 1) if no systematic pattern exists in the 
distribution of the cancer cases among the census tracts. The tract-specific values zi are 
displayed in Figure 6. (Two very small tracts with di = 0 and ei < 0.02 were excluded). If 
no clustering exists among the cancer cases, then 2.5%, or approximately seven of these 
values, should exceed 1.96 (the upper dotted line). In fact ten tracts exceed this value 
(p-value = 0.13). We conclude that the conventional analysis, like that performed by DHS, 
provides no significant evidence for non-uniformity of rates. 
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DEMP ALGORITHM 

Development of a practical DEMP algorithm has been a goal of the LBL P AREP project 
since 1985.' The history of the LBL effort is summarized in Appendix D. At lea!it a dozen 
computer algorithms have been developed elsewhere; most· of these are suitable for graphic 
display purposes, but not for the requirements of statistical analysis. Earlier LBL algorithms 
addressed this problem but were too slow for problems of reasonable size. To our knowledge 
no other algorithm has been applied to a study area as complex and nonuniform as the one 
described here. 

A theoretical breakthrough occurred with the 1993 publication of a new algorithm by two 
Russian authors [GUSE93]. The algorithm was independently implemented and extensively 
tested at LBL; that effort is described in a 130-page technical report [CLOS94]. 

We find that the Russian algorithm as published is inadequate for mixed urban-rural areas like 
the four-county study area, where population densities are extremely nonuniform. Problems 
can be avoided by introducing more points or taking more numerous smaller steps, but then 
computing time and J;Ilemory requirements become excessive." An additional scaling factor 
described in [CLOS94] was found to be essential in the present analysis. 

Also, the Russian algorithm provides no mechanism for detecting or correcting map errors 
(boundary intersections) produced by density equalization. This problem can also be avoided 
by using more points or proceeding in smaller steps, but at the expense of computing time. 

Two separate equalization runs were completed. In each run the target areas of the 262 tracts 
were determined from the 1980 population of ages 0 through 17. The units which were 
density equalized are the 1212 triangles shown in Figure 5. Within each tract the target areas 
of the triangles were apportioned in the same ratio as the original areas. The areas of two 
small lakes, which are less than 0.3 percent of the land area, were allowed to float freely; 
their effect on the analysis is negligible. 

13 
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In the primary run "hexlO" we took ten equal steps using 1212 hexagons, 
which were obtained by bisecting the segments of the triangle map in Figure 5. 
Forty map errors were introduced (and ignored) but these did not bias the 
statistical results, as will be shown. The primary run hex 10 is described in 
Appendix B. 

In the secondary run "tri10" we took equal steps using triangles which were 
successively subdivided as necessary in order to prevent map errors. After the 
seventh step the triangles were converted to hexagons to permit a solution to be 
reached. Only seven map errors were introduced in the final steps. The 
secondary run tri 10 is described in Appendix C. For reasons that are explained 
in Appendix C, the trilO run introduced artificial clusters, so it was not used in 
the statistical analysis of the present report. 

In summary, the successful hexlO run incorporates improvements worked out during ten years 
of development effort. The rejection of the tri 10 run shows that spurious results can be 
detected and avoided. The practical feasibility of the DEMP approach has been demonstrated 
for a sizeable ana complex data set. 

The hexlO run required about 20 hours on a Sun SPARC 10 work station. Computing time 
increases approximately as the square of the number of regions in the map. If required for 
future applications, improved programming techniques can reduce computing time by a factor 
of 2 to 5; another factor of 10 or even 100 can be achieved by implementing the algorithm on 
a massively parallel computer. 

14 
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DENSITY EQUALIZED FOUR-COUNTY MAPS 

Figure 7 shows the distribution of the 401 cases in the four-county study area. The 
distribution is identical to that in Figures 1 and 4. As expected, most of the cases are in 
Fresno and Bakersfield, where the population is concentrated. For reference, the county 
boundaries appear as faint dotted lines. 

Figure 8 shows the distribution of the cases on the density equalized map. (The exterior 
points are artificial points plotted at random, which were used only in Table 5, page 39.) The 
map scale "kilometers" is not really true distance, but can be interpreted as "equivalent 
kilometers" since the equalized map is normalized to have the same area as the original map. 

We note the presence of a few localized clusters in the density equalized map of Figure 8. 
At least partially, these are due to the fact that the population on the original map (Figure 7) 
is not uniformly distributed within individual census tracts; people live in houses which are 
on streets, and these are not randomly scattered throughout a tract. Given populations and 
map boundaries for 262 census tractc;, the DEMP algorithm can only equalize densities among 
the 262 different tracts, not within a single tract. To equalize densities within a tract would 
require population data and map files with detail below the tract level, for example for block 
groups or blocks. 

There also appears to be a general lack of cases in the northeast and southern regions of the 
study area, but further analysis is required to detemtine whether this nonuniformity is 
significant. 

In Figures 9 and 10 we present the same maps, but this time with 401 artificial cases which 
were generated assuming equal risk. (The exterior points in Figure 10 are additional points 
plotted at random, which were used only in Table 5 and Appendix A.) Prior to density 
equalization a tract was randomly selected with probability proportional to its population, and 
a point randomly plotted within that tract; then the process was repeated 401 times. As 
expected, no clustering is observed in the equalized map of Figure 10. 

In Figures 11 and 12 we present the same maps again, but this time with 401 locations which 
were randomly generated in the same tracts as the real cases. (The exterior points in Figure 
12 'are additional points plotted at random, which were used only in Table 5.) The intent is to 
remove the small clusters within individual census tracts, while retaining the true distribution 
of cases among different tracts. This analysis will be discussed more fully later. 
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Figure 7. 

Actual locations of 401 real cases, 
before density equalization. 
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Figure 8. 

Actual locations of 401 real cases, after density 
equalization. The external points are random 

artificial cases used only in Table 5 (page 39). 
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Figure 9. 

Locations of 401 artificial cases assuming 
equal risk, before density equalization. 
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Figure 10. 

Locations of 401 artificial cases assuming equal risk. after 
density equalization. The external points are additional 

random cases used only in Table 5 {page 39) and Appendix A. 
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Figure ll. 

401 real cases, each plotted at a random location 
in its own tract, before density equalizatipn. 
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Figure 12. 

401 real cases, each plotted at a random location in its 
own tract, after density equalization. The external points 

are additional random cases used only in Table 5 (page 39). 
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NEAREST NEIGHBOR ANALYSIS 

General considerations 

The most elementary approach to the analysis of spatial data involves dividing the area of 
interest into a series of subareas, and counting the occurrences of the phenomenon under 
study. Under specific conditions these counts can be evaluated by comparison with the 
Poisson distribution (as in the earlier section discussing rate ratios). Employing discrete 
counts is not as effective as directly analyzing a continuous variable, particularly for small 
numbers of observations. One method for investigating the question of spatial randomness, 
which utilizes the actual distance between points, is a nearest neighbor analysis. 

A nearest neighbor is basically what the name implies. For n observed points, distances to all 
other points under consideration are calculated. The nearest neighbor is the niinimum distance 
among the n - 1 measurements. The collection of these n minimum distances constitutes a set 
of nearest neighbor data. The expected mean and the variance of the distribution of a set of 
nearest neighbor values can be derived under the conditions that the spatial distribution 
generating the data is random. 

When interest lies in the distance from a specific observation to its nearest neighbor in any 
direction, the radius r of a circle is an appropriate measure of distance. The density of points 
over a defined geographic region equals n/A, where A is the total area under consideration and 
n the total number of observed points. 

The cumulative distribution function F( r) is the probability that the nearest neighbor 
associated with a given point will occur at a distance less than r. The probability density 
f(r) = dF(r)ldr is the derivative of this function and f(r) x dr is the infinitesimal probability 
that the nearest neighbor will occur at a distance between r and r + dr. If the points 
generating the nearest neighbor distribution are distributed spatially at random, then 

-It r' .!: 
F(r) = e A 

-It r' n 
.f(r) = 21tr.!: e if 

A 

(The theoretical functions F(r) andf(r) are included in Figures A-2 and A-1, respectively, of 
Appendix A.) 

Knowledge of the probability function F(r) allows the calculation of various summary 
statistics associated with nearest neighbor distances for a sample of randomly distributed 
points. For example, the expected median distance, expected mean distance, and the variance 
and standard error of the observed mean r are [SEL V91 ]: 
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median ( r ) = 0.470 J ~ 
mean ( r ) = 0.500 J ~ 

- . A 
variance ( r ) = 0.068 -· 

n2 

cr = vvariance ( r ) = 0.262 fA 
n 

The fact that the median and mean are approximately equal implies that the density function 
f( r) is nearly symmetric about its maximum value. This implies· that the mean nearest 
neighbor distance r has approximately a normal distribution, which .greatly simplifies the 
interpretation of the results. 

Specific results 

For the four-county data, n = 401 and A = 51,500 km2
, giving mean(r) = 5.66 km and 

cr = 0.148 km. Here, "km" means equivalent kilometers; namely, the map units of Figure 8. 
Given the model used to derive F(r), a z-statistic 

z = ( r -mean(r) ) I cr 

provides an assessment of the difference between the observed and theoretical mean values. 
The value r = 4.93 km is the observed mean nearest neighbor distance of the 401 cancer 
cases, from the density equalized map in Figure 8. The value z has an approximate standard 
normal distribution (mean= 0 and yariance = 1) if no spatial pattern exists. Therefore, 

z = (4.93 - 5.66) I .148 = - 4.9 standard deviations 

The result is summarized in Table 1. The value of the test-statistic z = - 4.9 impiies that it is 
highly unlikely ( p-value < 0.001) that the observed cancer cases are distributed at random 
over the four-county area. 

Table 1. 

-r 
(km) 
4.93 

Summary statistics from the nearest neighbor analysis of the 
four-county data (equivalent kilometers) 

mean (r) 
(km) 
5.66 

cr 
(km) 
.148 

z-statistic 

- 4.9 
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Boundary bias 

The mathematical derivation of F(r) implies a study area without boundaries, which does not 
occur in a real application. Therefore, some bias is incurred by using any test derived from 
the theoretical expression F(r). Table 2 summarizes results from data simulations which 
explore the impact of this "boundary" bias. In the simulations, artificial cases were randomly 
generated within the boundary of the density equalized map. A series of sample sizes n = 5, 
10, 20, 30, 50, 100, 200 and 400 shows a decrease in the expected nearest neighbor distance 
mean(r) and cr as the sample size increases. In Table 2, mean(r) and cr are the theoretical 
mean and standard· error for sample size n; r and S are the observed mean and standard error 
calculated from the simulations; bias = r - mean( r) is the bias introduced by the boundary 
effect. 

Table 2. Simulation results from random artificial cases within the four-county density 
equalized map. 2000 trials were performed for each sample size n. 

-n mean {r) 0' r s bias bias/a 
{km) {km) {krn) {km) {km) 

5 50.76 11.87 63.24 16.64 12.48 1. 052 
10 35.89 5.93 41.90 7.67 6.01 1. 013 
20 25.38 2.97 28.26 3.66 2.88 0.971 
30 20.72 1. 98 22.64 2.39 1.92 0.970 
50 16.05 1.19 17.15 1.34 1.10 0.928 

100 11.35 0.59 11.91 0.66 0.56 0.950 
200 8.03 0.32 8.31 0.32 0.29 0.973 
400 5.67 0.14 5.82 0.16 0.15 0.988 

The observed means r are systematically higher than the theoretical means mean(r). This 
occurs because cases near the boundary of the study area have reduced probability of having 
close nearest neighbors, and so their nearest neighbor distances are biased upward. The 
absolute bias in column 6 decreases with increasing sample size n; however, the bias relative 
to the standard error (bias/a, in column 7) is essentially constant, approximately one standard 
deviation. In Table 1, after correcting r downward by one standard deviation to compensate 
for boundary bias, the corrected z-statistic is about - 6 standard deviations. 

The bias is sufficiently large that an alternative approach must be used to analyze the spatial 
distribution of cancer cases in Figure 8. 
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Scaling of nearest neighbor distances 

In the preceding analysis we have expressed nearest neighbor distances in equivalent 
kilometers; namely, the map units of the density equalized maps. This was done in order to 
show the behavior of the boundary bias as a function of sample size. 

Beginning with the following section, nearest neighbor distances are dimensionless; that is, 
they are expressed in units which are equal to the square root of A/n. With this convention 
the expressions of the previous section become: 

F { r ) = e -w> 

J ( r ) = 27tr e -1tr> 

_median ( r ) = 0:470 

mean ( r ) = 0.500 

variance ( r ) = 
0.068 

n 

cr = {variance ( r ) = 0.262 

rn 
Table 3. - Summary statistics from the nearest neighbor analysis of the 

four-county data (dimensionless). 

r 
0.435 

mean {r) 
0.500 

(j 

0.013 
z-statistic 
- 4.9 

p-value 
< 0.001 

As in Table 1, with r corrected downward to compensate for the boundary bias, the 
corrected z-statistic is about - 6 standard deviations. 

Nonparametric analysis 

Figure 10 shows the locations of random cases generated under the assumption of equal risk. 
That is, every individual was assumed to have the same probability of being diagnosed as a 
cancer case. The distributions of Figure 10 and Figure 8 can be directly compared to see 
whether these two spatial patterns differ only because of chance variation. The two 
distributions are equally affected by the boundary bias, so no further correction is necessary. 

The observed distribution of 401 nearest neighbor distances from the actual cases,in Figure 8 
(scaled to be dimensionless) is shown in Figure 13. The mean of this distribution, as given in 
Table 3, is r = 0.435. The observed distribution of 401 nearest neighbor distances from the 
random cases in Figure 10 (also scaled to be dimensionless) is shown in Figure 14. The 
mean of this distribution is r = 0.523. 

25 



~ 

c 
::J 
0 
0 

0 
C\1 

0 

0 

0.0 

Figure 13. 

Nearest neighbor distances of 401 real 
cases, after density equalization. From 

Figure 8, ignoring the external artificial cases. 
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Figure 14. 

Nearest neighbor distances of 401 artificial cases 
assuming equal risk, after density equalization. From 

Figure 10, ignoring the additional external artificial cases. 
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With the use of nonparametric smoothing, the distributions of Figure 13 and Figure 14 were 
combined in Figure 15 (the solid and dotted line respectively). These distributions are 
analogous to the theoretical density distribution f(r) but are non-parametric; that is, they do 
not depend on a statistical model. 

The same data are presented in Figu·•e 16, this time as cumulative probability distributions 
(the probability that a given case will have a nearest neighbor less than a certain value). 
These distributions are analogous to the cumulative probability distribution F(r), but are also 
non-parametric. 

Finally, the same data are presented in Figure 17, this time as a "quantile-quantile plot" or 
"QQ plot". Here the cumulative distribution of the real cases (y axis) is plotted against the 
cumulative distribution of the random cases (x axis). Agreement between the two 
distributions would have produced a QQ plot differing from the diagonal reference line OJ!lY 
because of random variation. 

All three figures (15, 16, and 17) demonstrate the same effect -- that the observed cases have 
an excess of small nearest neighbor distances relative to randomly generated cases. The same 
effect is at least partially responsible for the z-statistic of:. 4.9 noted in Table 1 and Table 3. 

The likelihood that ~ transformed map will detect spatial pattc;ms is related to the size of the 
subareas used to transform the map. In the four-county map, the subareas are the 262 census 
tracts. On the other hand, the locations of cancer cases reflect exact longitude and latitude 
based on residential address. This degree of precision in the case data permits one to observe 
clustering that may have nothing to do with disease, and which the DEMP technique cannot 
remove due to limitations of the map files and population data. 
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Figure 15. 

Estimated densities -- real cases and random cases. 
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Figure 16. 

Cumulative distributions - real cases and random cases. 
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Figure 17. 

QQ plot -- real cases versus random cases. 
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Elimination of clusters within individual tracts 

In the present analysis we are interested in the variation of disease rates relative to a 
population density which is assumed constant. To remove the clustering of cases within 
individual tracts, each of the 401 cases was reassigned to a random location within its own 
tract. This process brings the case data into conformity with the assumption, implicit in the 
DEMP technique, that the observations are uniformly distributed within the subareas used to 
make the transformation. The case data, so adjusted and density equalized (Figure 12) were 
subjected to the same non-parametric analysis as the original case data in Figure 8. The 
results are presented in Figures 18, 19, 20, and 21 in exactly the same format as the original 
case data in Figures 13, 15, 16, and 17, respectively. In the revised plots, the differences 
between the adjusted case data and the purely random cases are seen to be greatly reduced. 
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Figure 18. 

Nearest neighbor distances of 401 real cases, each plotted 
at a random location in its own tract, after density equalization. 
From Figure 12, ignoring the additional external random cases . 
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Estimated densities --cases at random 
location in tract, and random cases . 
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Figure 20. 

Cumulative distributions -- cases at random 
location in tract, and random cases. 
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QQ plot - cases at random location 
in tract, versus random cases. 
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Summary of nearest neighbor distances, without external cases 

Table 4 summarizes measurements of r, the mea.1 nearest neighbor distance (dimensionless) 
from the density equalized maps in Figures 8, 10, and 12 respectively. The random external 
cases in those figures were not used. Standard errors cr were estimated from the jackknife 
technique [SEL V91] · 

1 ~ - - 2 cr = - L., (n-: 1) ( rj - r ) 
n i=I 

where r; is the modified sample mean obtained by omitting the contribution of case i to the 
sample mean. 

The value of r from the actual cases in Figure 8 is .435, with an estimated standard error 
cr = .017. The random cases of Figure 10 (sample rl) yielded r = .523 and cr = 0.014. The 
data of Figure 12 (sample t1); namely, the cases reassigned to arbitrary locations within their 
own tract, yielded r = .507 and cr = .015. 

For the single samples r1 and t1 in Figures 10 and 12 respectively: 
r (cases, actual location) is lower than r (random samples) 

by (.435-.523)/.014 = - 6.3 standard deviations; 

r (cases, random in tract) is lower than r (random samples) 
by (.507-.523)/.014 =- 1.1 standard deviation. 

Twenty different random samples rl-r20 were generated exactly as the random cases in rl. 
The overall mean was .508. The variance among the 20 samples produced a standard error 
estimate S = .014, in agreement with the jackknife estimate cr = .014. Twenty different 
random locations t 1-t20 in the tract of each case were also generated, exactly as the random 
locations in tl. The overall mean was .496. The variance among the 20 samples produced a 
standard error estimateS= .012. This value is smaller than the jackknife estimate cr = .015 
since the 20 samples t 1-t20 are not independent. 

For the 20 samples r1-r20 and t1-t20: 
. r (cases, actual location) is lower than r (random samples) 

by (.435-.508)/.014 = - 5.2 standard deviations; 

r (cases, random in tract) is lower than r (random samples) 
by (.496-.508)/.014 = - 0.9 standard deviation. 

The boundary bias need not be considered here, since it affects all the samples equally. 
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Summary of nearest neighbor distances, with external cases 

In Table 5 we again summarize measurements of r, the mean nearest neighbor distance 
(dimensjonless) from the density equalized maps in Figures 8, 10, and 12 respectively. This 
time, however, the random external cases in each figure were considered as nearest neighbor 
candidates, in assigning nearest neighbors to each of the 401 points inside the boundary. This 
is one method of correcting the boundary bias discussed earlier. Jackknife standard error 
estimates were calculated as in Table 4. 

As expected, the results are similar to those in Table 4, except that all values of r have been 
systematically shifted downward, relative to those in Table 4, by about one standard 
deviation. 

For the single samples r1 and t1 in Figures 10 and 12 respectively: 
r (cases, actual location) is lower than r (random samples) 

by (.425-.512)/.015 =- 5.8 standard deviations,; 

r (cases, random in tract) is lower than r (random samples) 
by (.499-.512)/.015 =- 0.9 standard deviation. 

For the 20 samples r1-r20 and t1-t20: 
r (cases, actual location) is lower than r (random samples) 

by (.426-.494)/.015 = - 4.5 standard deviations; 

r (cases, random in tract) is lower than r (random samples) 
by (.481-.494)/.015 = - 0.9 standard deviation. 

The results from Tables 4 and 5 are consistent with each other, and with the results found 
earlier: 

( 1) The boundary effect biases measured values of r upward by about one 
standard deviation. The following estimates (2) and (3) are corrected for the 
boundary bias, or are unaffected by it. 

(2) The observed cases have a measured value of r about five or six standard 
deviations lower than that expected under the null hypothesis of equal risk. 
This includes the effect of within-tract clustering that cannot be equalized with 
the available data. 

(3) If each case is plotted at a random location in its own tract to eliminate the 
effect of within-tract clustering, the resulting value of r is only about one 
standard deviation lower than that expected under the null hypothesis. This 
residual effect is due entirely to clustering of cases in different tracts. 
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Table 4. J\tlean nearest neighbor distance, no external cases 

-r = mean nearest neighbor distance (dimensionless) 
(j = standard error of r' from jackknife method 
s = standard error of r' from variance among 20 samples 

Figure 8. 
401 case locations 

actual data 

Figure 10. 
401 random locations 
assuming equal risk 

sample r1 
samples r1-r20 

Figure 12. 
401 random locations in 
same tract as case 

sample t1 
20 samples t1-t20 

-r 

.435 

.523 

.508 

.507 

.496 

.017 

.014 

.015 

Table 5. Mean nearest neighbor distance, With external cases 

r = mean nearest neighbor distance (dimensionless) 
(j = standard error of r' from jackknife method 
S = standard error of r, from variance among 20 samples 

Figure 8. 
401 case locations 

sample e1 
samples e1-e20 

Figure 10. 
401 random locations 
assuming equal risk 

sample r1 
samples r1-r20 

Figure 12. 
401 random locations in 
same tract as case 

sample t1 
20 samples t1-t20 

r 

.425 

.426 

.512 

.494 

.499 

.481 
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CONCLUSIONS 

The most important accomplishment described in this report was the successful density 
equalization of a complex and highly non-uniform map. For the first time, the practictllity of 
the DEMP method for a substantial problem has been demonstrated on a computer of 
moderate size. 

Possibilities exist for improvement. The four-county problem with 262 subareas required 
about 20 hours on a SP ARC 10 work station. Improvement by a factor of 2 to 5 can be 
obtained through simple code optimization. An additional factor of 10 or even 100 can be 
achieved on a massively parallel computer. 

Numerous errors and irregularities in the input map files were successfully eliminated, by 
automatic procedures which can be re-used to process map files from other geographic areas. 

Cross-checks demonstrated that the density equalization, though not perfect, is sufficiently 
"clean" to permit unbiased analysis of the case locations on the density equalized map. 

The utility of the DEMP map was demonstrated by applying one simple analytic methoa -
nearest neighbor analysis - to the transformed case locations. This analysis is only one of 
many simple techniques available. Measurements of r, the mean nearest neighbor distance, 
yielded the following results: 

( 1) The boundary effect biases measured values of r upward by about one 
standard deviation, relative to values expected under the null hypothesis of 
equal risk. The following estimates (2) and (3) are corrected for the boundary 
bias, or are unaffected by it. 

(2) The observed cases have a measured value of r about five or six standard 
deviations lower than that expected under the null hypothesis of equal risk. 
This includes the effect of within-tract clustering that cannot be equalized with 
the available map files and population 'data. · 

(3) If each case is plotted at a random location in its own tract to eliminate the 
effect of within-tract clustering, the resulting value of r is only about one 
standard deviation lower than that expected under the null hypothesis of equal 
risk. This residual effect is due entirely to clustering of cases in different 
tracts. We conclude that the nearest neighbor analysis provides no evidence for 
clustering among different census tracts. 
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• 

Regarding the epidemiological conclusions from the four-county data set, the negative 
findings of the earlier DHS report are basically confirmed. However, epidemiologic 
conclusions cannot be drawn at this time because the population data needed for a correct 
analysis are unavailable. In addition, stratification of the data by risk factors such as age 
group and race is required for a thorough epidemiologic investigation. 

The DEMP technique is an innovative and powerful tool that is just now becoming practical 
for problems of reasonable size. It can become a valuable tool for routine surveillance 
activities, especially if automatically coupled to data bases containing the necessary 
population data and map files for all regions of the United States . 
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APPENDIX A. 

RANDOM AND THEORETICAL DISTRIBUTIONS 

As a check that the DEMP algorithm is not creati11g artificial clusters, we have verified that 
the density equalized random cases in Figure 10 have the correct nearest neighbor 
distribution. An excess of cases with small nearest neighbor distances could occur if the 
DEMP algorithm were not working properly. 

Figure A-1 compares the observed random distribution (solid line) with the theoretical density 
function (dashed line). The dotted line is corrected for the boundary bias, by including 
(random) nearest neighbors outside the study area. 

Figures A-2 and A-3 present the same data as a cumulative probability function and a QQ 
plot, respectively. 

After correction for the boundary bias, there is no significant discrepancy between the 
theoretical and observed random distributions. 
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APPENDIX B. 

DESCRIPTION OF THE PRIMARY RUN HEX10 

The primary run hex10 was used for all the statistical analysis in this report. Ten equal steps 
were taken. The population units were 1212 hexagons, obtained by bisecting the boundary 
segments of the 1212 triangles in Figure 5. The run included 1212 x 7 = 8484 boundary 
points and 16,441 non-boundary points: 

401 
8020 
8020 

16441 

case locat,ions 
20 samples, random case locations 
20 samples, random locations in tract 
total non-boundary points 

Table B-1 is the history of the hexlO run, including the polygon type (hexagon), step size c;, 

computing time (in a Sun SPARC 10 work station), number of total polygons and negative
area polygons, and value of hsum after the step. For a technical description of the program, 
see [CLOS94]. The parameters minangle and minseg, not used in the hex10 run, are defined 
in Appendix C. The dimensionless quantity hsum, which is zero for a perfectly equalized 
map, is an area-weighted average of the squared relative difference between adjusted polygon 
areas and target polygon areas: 

1 npoly anow 
hsum . = -- L atarg k ( k - 1 )2 

atotal k= 1 atarg k 

where npoly is the total number of polygons, anowk and atargk are the present and target 
areas of polygon k, and atotal is the sum of all target areas. 

Table B-1. History of run hexlO 

step poly C; min mzn time poly poly hsum 
type angle seg hrs tot <0 

0 hex 0 NA NA 1212 0 17.04 
1 hex 1110 NA NA 2.0 1212 0 12.10 
2 hex 1/9 NA NA 2.0 1212 0 8.30 
3 hex 1/8 NA NA 2.0 1212 1 5.47 
4 hex 117 NA NA 2.0 1212 3 3.43 
5 hex· :116 NA NA 2.0 1212 3 2.03 
6 hex 1/5 NA NA 2.0 1212 6 1.11 
7 hex 114 NA NA 2.0 1212 10 0.552 
8 hex 1/3 NA NA 2.0 1212 22 0.667 
9 hex 1/2 NA NA 2.0 1212 23 - 0.134 
10 hex 111 NA· NA 2.0 1212 40 0.142 
tot 20.0 
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Figure B-1 shows the present and target area of each hexagon after step 0 (the initial map of 
Figure 5). Hexagons to be expanded or reduced lie below or above a 45 degree line, 
respectively. 

Figure B-2 shows the same data after step 5. Three hexagons have negative areas and no 
longer contribute to the mapping. 

Figure B-3 shows the same data for the (approximately) density equalized map, after step 10. 
If the density equalization were perfect, all points would lie exactly on a 45 degree line. In 
Figure B-3, 40 hexagons have negative areas. In addition, an unknown number of positive
area hexagons may have boundaries t_hat self-intersect. 

Figures 5, B-4, and B-5 show the tract boundaries (solid) and hexagon boundaries (dotted) 
after step 0, 5 and 10 respectively. In Figure B-5 one can distinguish a few overlapph1g 
hexagon boundaries. With a little effort one can determine which areas correspond to each 
other on the three maps. 

Figures B-6, B-7, and B-8 show the locations of 8020 random cases after step 0, 5, and 10 
respectively. In Figure B-8 the uniform density of the transformed points shows that the 
DEMP algorithm is transforming points approximately correctly. Near the center of the map 
some minor distortion results from the overlap of a few hexagons. A few points fall slightly 
outside the map boundary due to inst!fficient detail in the boundary segments. 

Figures B-3, B-5, and B-8 indicate that the density equalization is not perfect, but the 
problems are minor. In any event, the statistical comparisons among 

(a) case locations 
(b) random cases 
(c) random locations within tract 

are valid since (a), (b) and (c) were transformed identically; perfect density equalization ~s not 
essential. 
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Present areas versus target areas, initial map. 
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Present areas versus target areas, 
run hexlO, after step 5. 
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Figure B-3. 

Present areas versus target areas, 
run hexlO, after step 10. 
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Tract boundaries, hexagon boundaries, and 401 cases; 
run hex 10, after step 10. 
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8020 random cases, run hexlO, after step 5. 
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8020 random cases, run hex 10, after step 10. 
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APPENDIX C. 

DESCRIPTION OF THE SECONDARY RUN TRI10 

The secondary run "tri 1 0" was not used for statistical analysis in this report. The run 
included the same 16,441 non-boundary points as the primary run "hex10". In the first seven 
steps, the population units were triangles. 

From previous runs (not presented here) we observed that illegal boundary crossings occurred 
only for triangles which had become highly oblique on the previous step; i.e. those having an 
internal vertex angle near 180 degre~s. In the tri10 run, highly oblique triangles were 
subdivided after each step. We defined the "turning angle" of each triangle vertex as the 
complement of the internal vertex angle: 

turning angle = ( 180 - vertex angle) 

Turning angles cannot exceed 180 degrees. HigWy oblique triangles have turning angles near 
zero. A perfectly collinear triangle with zero area has a zero turning angle, and an inver ~ed 
triangle with negative area has a negative turning angle. 

Oblique triangles were defined as those having a turning angle less than minangle = 20 
degrees. After each of the first seven steps, every oblique triangle was subdivided by 
dropping a perpendicular from the oblique vertex to the opposite boundary segment. The 
"complementary" triangle sharing the same bisected boundary segment was also subdivided. 
The populations and target areas of each bisected triangle were assigned to the two resulting 
triangles in the same ratio as their current areas. If a new oblique triangle was created, the 
process was repeated as many times as necessary. With triangle subdivision after each step, 
negative or zero turning angles (collinear or inverted triangles) did not occur in the first seven 
steps. 

To avoid numeric underflow during the density equalization, it was necessary to avoid 
creating triangles having two vertices very close together. After triangle subdivision and 
before the next step, we removed from the map each pair of triangles sharing a segment 
whose length (after map scaling) was less than minseg x zero, where minseg = 10 and 
zero= 10·5• (See [CLOS94] for a discussion of map scaling and the constant zero.) The 
minimum segment length is equivalent to about 150 km x 10 x zero, or 15 meters. The 
population (and corresponding target area) associated with a discarded triangle, typically loess 
than 0.01 person, was removed from the map and not reassigned to other triangles. 

Triangle subdivision, followed by triangle removal, resulted in a net addition of triangles after 
each of the first seven steps. After seven triangle steps, hsum had declined from 17.04 to 
0.87 and the number of triangles had increased from 1212 to 2064. There were no triangles 
with negative area. 
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Significant further improvement necessitated additional degrees of freedom, so at this point 
the triangles were converted to hexagons by bisecting each triangle boundary segment. In 
step 7a minseg was first increased from 10 to 20, reducing the number of triangles from 2064 
to 2046; then in step 7b the 2046 triangles were converted to hexagons. The tri10 run was 
completed by taking five equal steps (steps 8-12) with the 2046 hexagons, with 
C; = 115, 114, ... 111. 

Table C-1 is the history of the tri 10 run, including the step size C;, minangle, minseg, total 
time including triangle subdivision and triangle removal, total polygons and negative-area 
polygons after the step, and the value of hsum after the step. 

Table C-1. History of run trilO 

step poly C; min min time poly poly hsum 
type angle seg hrs tot <0 

0 tri 1212 0 17.04 
1 tri 1110 20 10 2.0 1246 0 12.25 
2 tri 119 20 10 2.0 1292 0 8.63 
3 -tri 118 20 10 2.5 1366 0 5.94 
4 tri 117 20 10 2.1 1489 0 3.90 
5 tri 1/6 20 10 2.4 1629 0 2.47 
6 tri 1/5 20 10 2.0 1840 0 1.49 
7 tri 114 20 10 3.3 2064 0 0.87 
7a tri 0 20 20 0.2 2046 0 0.87 
7b hex 0 NA NA 0.2 2046 0 0.87 
8 hex 115 NA NA 5.1 2046 0 0.51 
9 hex 114 NA NA 5.1 2046 0 0.27 

10 hex 113 NA NA 5.1 2046 0 0.12 
11 hex 112 NA NA 5.1 2046 1 0.034 
12 hex 111 NA NA 5.1 2046 7 0.0031 
tot 42.2 

In Figure B-1 we showed the present area and target area of each hexagon after step 0 of run 
hex10 (the initial map of Figure 5). The plot is identical for the triangles of run tri10. 
Triangles to be expanded or reduced lie below or above a 45 degree line, respectively. 

Figure C-1 shows the present area and target area of the 2064 triangles after step 7. No 
triangles have negative area. 

Figure C-2 shows the same data for the density equalized map, after step 12. Density 
equalization is better than that of the hex10 run, shown in Figure B-3. A value of 
hsum = 0.0031 was obtained in the tri10 run, compared with hsum = 0.142 in the hex10 run. 
In Figure C-2, only seven hexagons have negative area. In addition, an unknown number of 
positive-area hexagons may have boundaries that self-intersect. 
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Figures 5, C-3, and C-4 show the tract boundaries (solid) and polygon boundaries (dotted) 
after step 0, 7 and 12 respectively. No overlapping polygon boundaries can be distinguished 
visually. 

Figures B-6, C-5, and C-6 show the locations of 8020 random cases after step 0, 7, and 12 
respectively. Figure C-6 from the trilO run (to be compared with Figure B-8 of the hex10 
run) shows significant non-uniformities. This can be understood by carefully comparing 
Figure 5 and Figure C-3. In triangles that are expanded, the non-linear RLint transformation 
causes many non-boundary points (case locations) to be pushed outside the boundaries of the 
triangles to which they belong. In the final steps of the trilO run the map is almost perfectly 
equalized, but the non-:boundary points are not where they belong. The same problem can 
occur with hexagons but is much less severe; the .Problem would not occur at all if if each 
polygon had infinitely many points in its boundary. 

For completeness, we also present Figures C-7, C-8, and C-9 from the trilO run, which 
correspond to Figures 8, 10, and 12 from the hexlO run. But because the trilO run created 
artificial clusters, data from the tri10 run were not used in the statistical analysis of this 
report. 

A simple modification to the RLint program can remove the problems with the tri 10 run: in 
the triangle transformation steps, a simple linear transformation can be used to map the 
non-boundary points within each triangle; the usual non-linear transformation will be used in 
the final hexagon steps. 
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Figure C-1. 

Present areas versus target areas, 
run tri 10, after step 7. 
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Figure C-2. 

Present areas versus target areas, 
run trilO, after step 12. 
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Figure C-4. 

Tract boundaries, hexagon boundaries, and 401 cases; 
run tri 10, after step 12. 
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8020 random cases, run tri 10, after step 7. 
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8020 random cases, run tri I 0, after step 12. 
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Figure C-7. 

Actual locations of 401 real cases, 
after density equalization, run trilO. 

The external points are random artificial cases. 
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Figure C-8. 

Locations of 401 artificial cases assuming equal 
risk, after density equalization, run tri 10. 

The external points are additional random cases. 
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Figure C-9. 

401 real cases, each plotted at a random location in 
its own tract, after density equalization, run tri 10. 
The external points are additional random cases. 
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APPENDIX D. 

HISTORY OF DEMP RESEARCH AT LBL 

The purpose of the PAREP (Populations at Risk to Environmental Pollution) Project at 
Lawrence Berkeley Laboratory, an ongoing DOE project since 1978, is to develop resources 
(data, computing techniques, and biostatistical methodology) applicable to DOE's needs. 
Specifically, the PAREP project has developed techniques for statistically analyzing disease 
distributions in the vicinity of supposed environmental hazards. Such techniques can be 
applied to assess the health risks in populations residing near DOE installations, provided . 
adequate small-area health data are available. 

Since 1985, the research effort of the PAREP project has focused on the innovative approach 
of density equalizing map projections (DEMP), usually known as cartograms. Cartograms 
have long been used to display thematic data, and their value for analyzing public health data 
was recognized as early as the 1920's. Computer algorithms became a,vailable in the 1970's 
but so far have not been routinely used for the statistical analysis of disease distributions. 

In a DEMP transformation, boundaries of geographic subareas (for example census tracts) are 
transformed so that population density is uniform over the entire transformed map. On the 
transformed map, the statistical analysis of the distribution of disease cases is simplified 
because the confounding effect of population density has been removed. 

The unique contribution of the PAREP project has been the development of improved DEMP 
algorithms and statistical techniques for analyzing the resulting maps. 

1988 LBL Algorithm 

The first LBL algorithm, published in 1988 [SCHU88] employed a radial expansion or 
contraction relative to the centroid of each subarea in the map. The radial transformation 
changed the area but not the shape of the particular subarea in question, while changing the 
shape but not the area of all other subareas. The resulting map depended on the arbitrary 
order in which the subareas were transformed; in addition, it was possible for subarea 
boundaries to overlap after the transformation. Case locations were transformed along with 
subarea boundaries during the DEMP transformation. · 
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1991 LBL Algorithm 

A second LBL algorithm, completed in 1991 [MERR91] subdivided the map into triangles. 
As a function of all the coordinates of all the triangle vertices, we defined (1) a constraint 
function H which vanishes only when each triangle reaches its desired target area, and (2) an 
objective function G which measures overall distortion relative to the original map. (The 
function H is equivalent to the function hsum defined in Appendix B of the present report.) 
A minimization program adjusted all the vertex coordinates so as to minimize G subject to 
the constraint H = 0. The final solution defmed a linear transformation for each triangle, 
which was applied to all the case locations within that particular triangle. With the 1991 
LBL algorithm, solutions were uniquely defined and overlapping boundaries were avoided; 
however, the time of required for computation was prohibitive. To limit computation tiwe, 
considerable geographic detail had to be· sacrificed. ' 

1993 Russian Algorithm 

In 1993 a new algorithm was published by Gusein-Zade and Tikunov [GUSE93], in which the 
vector translation of each geographic map coordinate is calculated from the expansion or 
contraction of each infinitesimal area in the entire map. The translation due to a given 
subarea is calculated as a line integral around the boundary of that subarea. Convergence is 
achieved in a small number of iterations. Case locations are transformed along with subarea 
boundaries during the DEMP transformation. 

1994 LBL Algorithm 

In 1994 the Russian algorithm was independently implemented at LBL. A 130-page technical 
report [CLOS94] describes the implementation and extensive testing of the LBL 
implementation, which is known as RL!nt (Russian Line Integral). New features in RL!nt but 
not in [GUSE93] include the so-called "HH scaling factor," which was found to be necessary 
for equalizing highly non-uniform populations like that of the four-county area. 

1995 LBL Algorithm 

Additional RL!nt program options not described in [CLOS94] were implemented and used in 
this report. The new options are described in Appendix E. 
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APPENDIX E. 

1995 LBL DEMP ALGORITHM - NEW PROGRAM OPTIONS 

Since December 1994 the following program options, which are not described in [CLOS94], 
were added to the program RUnt. They are activated by specifying the following optional 
parameters in the file RL!nt.par. Except for the makebdy option, they should be used only 
with triangle files (a file in which only the bounda,ry polygon, region 1, has a number of 
points different from 3). 

minangle > 0 

minseg > 0 

makehex = 1 

makebdy = 1 

nranpts > 0 

nransamples > 0 

(with itstp = 0 or 1) Subdivide oblique triangles which have 
turning angle less than minangle degrees; write the result to 
RL!nt.new.OOOO or RL!nt.new.OOOJ. · 

(with minangle > 0, iara = 1, and itstp = 0 or 1) Eliminate 
triangles with a segment shorter than minseg x zero (zero is 
specified in the code as 10"5

); write the result to RUnt.fix.OOOO 
or RL!nt.fix.OOOJ. 

(with itstp = 0) Convert a triangle file to hexagons by bisecting 
every line segment; write the result to RL!nt.out.OOOO. 

(with itstp = 0) Remake external boundary polygon (region 1). 
May be required if the minangle or minseg option has been 
previously used; write the result to RLlnt.out.OOOO. 

(with itstp = 0, nransamples = 0) Generate nranpts points, 
randomly placed in the same tract as the case, for every non
boundary point (case) in the file RL!nt.dat; include the result in 
RL!nt.out.OOOO. 

(with itstp = 0, nranpts = 0) Generate nransamples points, 
randomly placed in the map, for every non-boundary point (case) 
in the file RL!nt.dat; include the result in RLlnt.out.OOOO. 

To generate RL!nt.new.OOOO and RLint.fix.OOOO for any option specified here, specify 
minangle = 1 and minseg = 1. Those values are usually small enough that no triangles will 
be subdivided or removed. 
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A sample file RLint.par is provided below. Because the parameters are read by position, all 
lines should be included in the following order. The example shown eliminates triangles 
having a (scaled) segment length less than 20 x zero, about 30 meters in the four-county map. 
The resulting output file is written to RLint . .fix.OOOO. 

HHH tri 0 steps, ci=1/0, 1 deg, minseg 1, bdy 0, hex 0, ranpcs 0 
10 iprint 0 no print, .gt. 0 is print out Print Flag 
10 itable table to RLint.out.sum, RLint.out.plot · 
0 maxitO iteration max. Fixed point 
0 maxit iteration max. Transformation 
0 itstp Stop at exactly iteration itstp 
1 iscale 0 Russian, 1 HHH Transformation scaling 
1 iara 0 no scale, 1 scale Data Region scaling 
1 icheck 0 no save, 1 save Result saving flag in core 
0 ireset 0 float, no push - 1 reset iteration on Neg. Mag. 
0 iciset 0 Russian, 1 ci = 1/2 
1 idi'sk 0 no in termed disk output, . ne. 0 output mod idisk 
1 isum 0 no disk summary file, 1 write output 
0 inow no current iteration files, .gt.O write output 
16 nfdel .lt.O no file deletes, .gt.=O delete old files 
0 iprmpt 0 no interactive prompting, .ne.O prompting 
1 minangle .gt.O split tri with turnangle .lt. minangle 
20 minseg .gt.O drop tri segs with length .lt. minseg.z~ro 
0 makehex 1 to make hexagons from triangles 
0 makebdy 1 to remake external boundary 
0 nranpts number of random pts to add in same tract 
0 nransamples random samples to add - null hypothesis 
End of parameter data 
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APPENDIX F. 

PROGRAMS AND DATA FILES 

The program and data file locations listed here are subject to change. In each case, try first 
to obtain the file from the location listed here. If it is no longer there, obtain the current 
location from the current electronic version of the document you are reading. 

The current electronic version of this document is in WWW URL: 
http://cedr.lbl.gov/pdocs/cdc9501/cdc9501.html 

If the electronic version of this document is no lo11ger In that location, consult: 
http://cedr.lbl.gov/-merril~/index.html 

or send electronic mail to dwmerrill@lbl. gov. 

RLint program 

The RLint program source code is publicly available, and is in the following locations. 
Please send electronic mail to dwmerrill@lbl. gov if you plan to use the code, so you 
can be informed of future modifications. You may request that the source code be mailed to 
your electronic address. 

RLint Fortran (f77) source code: 
parep2.lbl.gov:/CEDRCD/datal_new/merrill/Puff/Version5/RL~nt.f 

Makefile for compiling and linking RLint: 
parep2.lbl.gov:/CEDRCD/datal_new/merrill/Puff/Version5/Makefile 

sample csh program for running RLint: 
parep2.lbl.gov:/CEDRCD/datal_new/merrill/Puff/Version5/RLint.csh 

Data from this analysis 

Data for the 401 individual cases are confidential. To copy or use these data you must .obtain 
permission from the California Department of Health Services. The same applies to data in 
any derived files that could be used to identify individual subjects in the four-county study. 
Other data files, such as the population files or map files, are locked but can be distributed 
upon special request. 

For further information, send electronic mail to: 
Peggy Reynolds, DHS (hwl. preynold@hwl. cahwnet. gov) 
Raymond Neutra, DHS (hwl. rneutra@hwl. cahwnet. gov) 
Deane Merrill, LBL (dwmerrill@lbl. gov) 
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