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ABSTRACT 

LBL-381 

We derive from field theory a formula that expresses 

the discontinuity of any multiparticle scattering function 

across any_ normal threshold cut in terms of specified 

l"imi ts of the scattering functions for other processes. 

The special case that expresses any inclusive cross 

section as a discontinuity has been used extensively 

in recent work on high-energy processes. Other cases 

of the general formula also appearto have important 

implicationa, which are briefly discussed. 
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I. INTRODUCTION 

Recent studies of high-energy processes based on the work of 

Mueller have exploited a formula that expresses any inclusive cross 

section in terms of a discontinuity in an appropriate multiparticle 

scattering function. 1 This formula is a special case of the general 

discontinuity formula represented in Fig. 1. 
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Fig. 1. Diagrammatic representation of the four forms of a basic 

discontinuity equation. 
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This formula will be described in detail in the next section. It has 

been discussed. earlier from the S-matrix viewpoint in several unpub
,., 

lished. works, c. but has never actually been derived.. The aim of the 

present work is to describe it in detail, to point out its relevance 

to the theory of high-energy processes, and to derive it from field 

theory. This field-theoretic derivation yields the off-mass-shell 

version of the on-mass-shell formula discussed earlier. 

The basic discontinuity equation can be briefly described in 

nondiagrammatic terms as follows: Let A', B', A", and B" represent 

arbitrary sets of particles. Let Sc(PA' ,pB'; o; pA"' pB,) represent 

a. particular boundary value of the analytically continued (off-mass

shell) connected component of the S matrix for the process 

A' + B' --> A., + B". This boundary value is the one obtained by 

approaching the point p-- (p p · p p ) = A'' B'' A"' B" 
from within the cone 

r
0

, which lies in the physical sheet. The location of the cone r 0 is 

specified by the set of signs o = ( o1 , · • ·, oy,, ••• oN): r 0 lies in the 

in-~ersection of the upper-half planes of the signed channel-energy 

variables Ey, X oy,-- sign Re Ey, , Take y to be the particular 

channel defined by A = A' + A" (or equivalentiy by B = B' + B"). And 

let o be divided into four parts, 

is the set of signs for the channels defined by nonempty proper subsets 

of A, ·crB is the set of signs for the channels defined by nonempty 

proper subsets of B, and crC is the set of remaining signs cr_(,. 

The functions S (p · cr' · p p ) and S (p p · cr' · p ) C A'' A+I' A"' I C B' > I' B+I' --B'' 

are defined., analogously, as boundary values of the connected compon-

ents of the S matrices for· the processes A' -->A" + I and B' + I --> B'~ 

respectively. In terms of these definitions the first basic 

discontinuity equation (top line of Fig. 1) says 
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(1.1) 

where represents the sum over all possible sets of intermediate 
I 

f is the same mass-shell integral particles I, and the integral 

that occurs in unitarity. (The precise weight factor in the unitarity 

integral depends on the conventions one adopts.) The other three forms 

are defined analogously, with the plus and minus boxes representing the 

full S matrix and its inverse, respectively, including both the 

connected and disconnected parts. The main content of this paper is 

first:the formulation of the prec1'se 1 f 1 ru es or eva uating all of the 

signs <JA and <JB occurring on the right-hand side of these discon-

tinuity formulas in terms of the signs· crA and , crB occurring on the 

left-hand side, and second:the proof that the resulting equations 

follow from field theoretic principles. These equations constitute a 

closed set of equations on the physical sheet boundary- values of the 

analytically continued S matrix, in the sense that the quantities 

occurring on the right-hand s1'de are · h · aga1n p ys1cal-sheet boundary 

values of the analytically continued 8-matrix. For each process 

there are a finite number of these boundary values, as contrasted 

to an infinite number of sheets. The discontinuity formula exploited 

by Mueller is the simplest one of these equations. 

.. 
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II . DESCRIPTION OF THE FORMULA 

To provide a framework we recall some standard field theoretic 

results. In field theory the scattering functions are related to the 

functions 

L <n!AC~n)A(~(n-J) • • ·A(~1 ) In) 
·P 

X •("Fu0 
- {(n\\· ·•("1'2° - "!'1°) · 

The variable xi is a space-time four-v~ctor, and xi0 

(2.1) 

is its time 

component. (This variable can be considered to be associated with a 

suppressed '"type" variable, which specifies the type of particle 

associated with the index i.) The state in) is the vacuum, and 

T is tlie time-ordering operator, which is defined by the second line 

of (2.1). The function 9(x0) is plus one for x0 positive and zero 

for x0 negative. The set (Pl,···,Pn) is a permutation of the set 

of integers (l,···,n), and the sum is over all n~ such permutation. 

·:: The Fou=ie.r transform of T(x1 , · · · ,xn) = T(x) is defined by 

'T(K:L' · • · ,kn) = T(k) 

= Jd
4

x1 ... d
4

xn exp[-i(~x1 + ... + knxn)J T(~, .. ·,xn)' (2.2) 

where k. x. = k. 0x. 0 - k. •X.. By using the identity 
1 1 1 1 ~1 ~1 
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0 0 0 0 
k X + '•• + k X 

0 0 0 ·0 
lex.... +•••+lLx 

1 1 n n --pl .t'l . -"Pn Pn 

+ ••• 

one obtains, formally, the result3. 

:f(k) 1
. oo foo d 0 d 0 . · ql qn ~ 

\ ... -···- (!1!A(q )···A(q )in) L 2n: 2n Pn · Pl · .· 
p -oo -oo 

where 

A(qi) J d4
xi A(xi) 

-iqixi 
- e 

Ej(P) ~10 0 
- + ... +~j 

w.(P) 0 0 
- qPl + ... + qPj J 

and the pole singularities are resolved by the rule 

i 
E.(P) w.(P) 

J J 

i 
lim =E-r,(P~)~-w~J~.(~P~)-+~i~E-J. 

e.-> 0+ j 
J 

(2.)) 

(2.4) 

(2.6) 

(2.8) 

(2.9) 
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Use of the translation formula 

gives, for any two eigenstates IQ1 ) and 

operator P, the identity 

(2.10) 

I~) of the energy-momentum 

(2.11) 

The conservation-law 5-function occurring here implies that the factor 

(n!A(qPn)···A(qp1 )1n) in (2.4) vanishes unless for each 

j = l,2,···,n-l the vector 

(2.12) 

lies in the physical ·energy-momentum spectrum. Thus the variables 

w. (P) 
J 

iii (2.4) range only over the values allowed by the spectral 

conditions, and in particular only over non-negative values, i.e., the 

integrand is zero whenever any w.(P) is negative. 
J 

The function T(k)/(2~)4 B4(~ki) defined by (2.4), considered 

as a function of the 
0 . 0 0 

(k1 , · · • ,kn ) "" k , for n complex variables 

fixed real (k1 ,···,k) = k, has simple analyticity properties. It is 
~ ~n ~ 

formally analytic except where one or more of the quantities Ej(P) is 

real and non-negative. That is, the function· is analytic in the prod-

uct of the cut E.(P) 
J 

planes, where the cuts run along the positive 

real axes. 

We consider only the subspace [ ki = 0, take Im !_: = 0, and 

consider a fixed value of Re k such that Re E.(P)! 0 for each 
J 

j and P. These conditions define an (n - 1) dimensional subspace 

(Im k1 °, · · ·, Im kn °)/ O)m ki 
0 = o"). This subspace is separated by 

the various surfaces Im Ej(P) = 0 into a set of disjoint "cells~' 
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0 
r A. each of which lies on a welt-defined side of each of the 

surfaces Im Ej(P) = 0. The function T(k)/(2~)4 B
4

(2:ki) is 

0 
formally analytic inside each of the cells rA. • 

There are n~(n-~) functions Ej(P) (j = l,···,n-1), 

but they are not aii-dii'ferent. The different ones correspond to the 

n-1 N = 2 - 1 different partitions y of the set of integers 

(1~ .. · ,n) into two disjoint, nonempty sets and J;. The signs 

on J; and J~ are fixed here by the condition that the vector k(J;) 

defined by 

k(J) 

has a positive real energy part: 

> 0 • 

The location of the cell r 6 
A. 

a 
A. 

( a .. • a .. • a ) 
A.l' ' A.Y' ' A.N 

(2.13) 

(2.14) 

is specified by the set of signs 

(2.15) 

where a =a (J+) = a,(Jr-)' and for either sign in 
A. r. A. r "" 

Im E(J±) 
sign r 

Re E(J±) 
for (2.16) 

o r 
The cell r A. lies in the upper-half E(J;) plane if is posi-

tive and lies, in the lower·-half 

Although each cell r o 
A. 

a is negative. 
A.Y. 

corresponds to a definite set of 

signs aA., not every set of N signs corresponds to a cell. For the 

N = 2n-l - 1 conditions on the n - 1 variables are often 

incompatible. 
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There is, however, a cell corresponding to the set cr+ = (-~:,···,+) and 

consisting of all plus signs. This cell, r+0, is called the physical 

cell, because the physical scattering function is, formally at least, 

the limit from within this cell of the function 

S(k) 

That is, the scattering matrix element 

SCXf3 (w~ Jw:X ) 
out 1n 

X 

is given formally by 

where 

lim 

( TJEr 0 )~ o 
+ 

L
oa 

x t (k )···f (k) r* (k )···r* (k) s(k + iTJ) 
a 1 1 am m ~l m+l ~n-m n 

(2.17) 

(2.18) 

(2.19) 

(2.19a) 

(2.19b) 

-D. 
]. 

2 
- m. 

]. 
(2.19c) 

Within the Wightman framework of field theory the momentum-

.space results described above remain purely .formal. This is because 

a product of distributions is not necessarily a distribution, and hence 

one does not know that the momentum space functions T(k) exist. The 

problem is with the definition of the functions T(x) at points where 

one or more arguments coincide. Siz:ce, however, the momentum-space 

functions are the ones of physical interest, and since ·the postulate 

that the Wightman functions (nJA(x
1

)···A(xn)Jn) are tempered_ 

distributions has, in any case, no physical basis, it is reasonable to 

take the momentum-space functions as the basic quantities, and to 

postulate for them the properties described above, which follow 

formally from the spectral conditions and the x-space support 

properties. 

The same results can be obtained, alternativel~ from the 

4 approach of Bros, Epstein, and Glaser, who postulate the existence 

of tempered distributions corresponding to various generalized 

retarded functions, and assume that these distributions enjoy: 

(i) the algebraic properties that follow formally from the properties 

of the 9-functions, and (ii) the support properties that follow 

formally from the commutation relations and 9-function.factors. It 

follows from these assumptions that for each cell there is a 

function SA.(k) that is analytic in r o 
A. 

(and in fact in a larger 

cell rA. that will be described later) and that the limit of each 

function SA.(k) exists in the distribution sense on the various 
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If one imposes, moreover, the spectral 

conditions in a natural manner then the various functions are 

found to be analytic continuations of the single analytic function 

S(k) discussed earlier. However, for the moment we shall consider 

these various cell functions SA.(k) to be independent functions, each 

defined in its associated closed cell r 0 . The analytic 
A. 

connection between them will follow from the discontinuity equation that 

is to be derived. 

Within this framewor~in which each cell r o 
A. 

(or is 

associated with a corresponding "cell function" SA.(k) analytic in 

r:\
0 

(or rA.), we now describe the meaning of the discontinuity 

formula represented in Fig. 1. 

A bubble with a set of signs oA. corresponding to a cell r o 
A. 

represents the cell function SA.(k). This bubble has one line attached 

to its left-hand side for each variable k. , such that 
~ 

0 
Re ki > 0. 

And it has one line attached to its right~handside for each variable 

with 
0 .' 

Re ki < 0. The lines attached on the left- and right-hand 

sides correspond, in the physical limit, to the incoming and outgoing 

particles of the scattering process, respectively. Shaded strips 

represent sets consisting of any number of lines. 

Consider a partition y of the set of lines associated with 

some process into two nonempty sets. This partition is indicated by 

the line Y in Fig. 1. The sets of lines corresponding to the index 

sets + 
JY and JY defined in (2.14) are labelled by A =A' +A" 

and B = B' + B", respectively. The arrow on the line y indicates 

that energy flows from the set A to the set B, in accordance with 

(2'.14). The sets A and B are broken into the incoming parts A' 
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and B', Which contain the lines with 
0 Re ki > 0, and the outgoing 

parts, A" and B", which contain the lines with 

Let and 0 rA.- be any two cells such that 

+1 , 

-1 , 

.and 

for all Y' f Y • (2.20) 

These two cells are "neighboring cells" in the sense that they have a 

common boundary face, which lies on Im E(J+r) •. The left-hand side 

of Fig. 1 represents SA.+ SA.-' evaluated on this common boundary face. 

The set of common signs in (2.20) can be separated into 

three subsets, called oA' The set OA consists of the 

signs for partitions Y' of into two nonempty subsets 

one of which is a proper subset of A. The set oB consists of the 

signs OA.Y' for partitions Y' of (A + B) into two nonempty subsets 

one of which is a proper subset of B. The set oC consists of the 

rest of the The partitions 

"crossed" relative to partition Y: 

+ n + Jy Jy, f ¢ 

f ¢ 

f ¢ . 

Y' corresponding to oC are all 

(2.21) 
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The sets of signs and are indicated in the bubble on 

the left-hand side of Fig. 1. The discontinuity formula will depend on 

these signs but, in accordance with the Steinmann relationf will be 

independent of ac. 

The right-hand side of Fig. 1 gives four equivalent formulas 

for the discontinuity SA+ - SA~· The bubbles on the right-hand side 

represent certain cell functions and for the processes 

(A' ~A" + I) and ( B' + I ~ B'?. The sets I represent sets consis-

ting of any numbers of lines, and there is a sum over the possib~e 

sets I. This sum represents a unitarity-type sum: there .is an 

integration over all mass-shell values, and the normalization is 

exactly as in the unitarity equation. The plus and minus boxes in 

the last two lines represent s and its inverse s-1, respectively. 

The main content of these formulas resides in three rules 

given below. These rules specify precisely which cells rO(A+I) 
A' 

O(B+I) rA, are to·be used on the right-hand side. These cells are 

and 

specified by giving the signs crA'Y' as functions of thesigns \r• 

in crA and crB. 

Instead of and we shall write and 

crA(x), where X is either one of the two sets of lines defined by the 

partition r'. 

Rule 1 If X is a proper subset of ·A, or a proper subset of B, then 

crA, (X) = crA (X). (A proper subset is not the whole set.) 

Rule 2 If X is a subset of I then crA,(X) =±,where ± is the. 

sign appearing explicitly in the cut-out sector adjacent to I. For 

example, ~;I(X) is plus in the first and fourth lines of the right

hand side of Fig. 1, and is minus in the secondand third lines. 
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Rule _l If is a proper subset of A, and is a proper subset 

of I, and the sum of the energies Re k. 0 
]. 

of the lines of 

X= A~, +I~, is positive, then crA,(X) = crA(A~,). If B~, is a 

proper subset of B, and I~, is a proper subset of I, and the sum 

of the energies 
0 

Re ki of the lines of X = Br, + Ir' is negative, 

then crA, (X) 

Rule 3 is represented 
+ 

diagrammatically in Fig. 2. 

A'!-' 

~ 
)\ 

)"\ 'll 

~------'v--------~1 A-..,,, 
Fig. 2a. If the set I con-

sists of outgoing lines, which 

carry energy out of the bubble, 

then the partition r' is 

shifted backwards, against the 

energy flowing across it, to 

the position indicated by the 

dotted line. The sign crA'Y' 

is the same as the sign cor-

responding to the shifted 

position, ·VIhich is fixed by 

Rule 1. 

'--------v- -/ 
B-?f, 

Fig. 2b. If the set I consists 

of incoming lines, which carry 

energy into the bubble, then the 

partition r' is shifted for-

ward, in the direction of the 

energy·flow across it, to the 

position indicated by the dotted 

line. The sign crA I r' is the 

same as the sign corresponding 

to the shifted position, which 

is fixed by Rule 1. 
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Rule 3 is called the "back-up rule" •• · t th t th · 1 says a e s1gn 

of the imaginary part of the energy corresponding to any mixed set of 

internal and external lines is determined by the sign of the imaginary 

part of a corresponding ''back-up energy" associated with a set of 

external lines. The first example of this rule was encountered by 

Hwa5 in his study of the discontinuity function for the five-line 

function. Hwa traced out the motion of the triangle singularity and 

showed how it led to the determination of the -sign corresponding to 

the mixed.energy by the sign corresponding to the back-up energy. 

Hwa's method is quite complicated even for this simplest case, 

and it depends on a knowledge of properties of singularity surfaces 

other than those associated with normal thresholds. It would be 

difficult to extend it to a general proof since the properties of these 

other singularity surfaces are quite complicated in general, and are 

not yet known. Also it depends on a knowledge of the singularity 

structure.insome initial situation, from which the continuation starts, 

and upon a justificationofboth the continuation procedure and the 

procedure of considering the singularities individually, without 

regard to their possible interference with one another. 

The proof to be given here avoids these difficulties.· It 

refers explicitly only to the normal threshold singularities themselves, 

and is not based on any continuation procedure. However, even though 

only normal threshold singularities enter explicitly, there is no neg

lect of any other singularities: the proof is such that all possible 

singularities are taken into account, even though only the normal 

threshold singularities are explicitly mentioned. 

The cells 
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r 0 defined above are restricted to the space 
A. 

Im k = o, and the analyticity discussed was analyticity only in the 

energy components. These cdncept~ ':are not Lorentz invariant. Consider-

ation of the Lorentz invariant support properties in x-space that follow 

from the local commutation relations leads to an extension of the 

analyticity in energy components in r~~.0 to analyticity in allvari-
. 4 

ables k in the cell3' _ n (Im k: 0}' (2.22) 

Y=l 

where k(J;) is defined by (2.13) and V+ is the forward light-cone 

(v: 
2 . 

v > o, (2.23) 

The cell is defined above as a set in the space of real 

4n vectors Im k, restricted by '\ k L.. i 
0. This cell was originally 

associated with some fixed value of Re k, and the sets J+ in (2.14) y 

are defined with reference to that fixed value of Re k. The discon-

tinuity is to be evaluated at that fixed value of Re k, or in some 

region around that value over which the sets J+ 
y do not change. 

The set (k: Im k E r , " k. =0} is called the tube 
" L.. 1 

This convex tube domain is the product of the convex cone in 

Im k with the entire space Re k E R4n/ [ Re ki = 0. The analytically 

continued SC(k)/(2rr) 4 ( L ki) is, according to field theoretic 

principles,3' 4 analytic in each tube r"-. 

... 
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III. DISCUSSION OF THE FORMULA 

The statement of the discontinuity formula in Sec. II takes no 

cognizance of any analyticity of any cell function SA(k) outside the 

corresponding cell In particular~ SA(k) is defined on the 

boundary or 0 of 
A 

only in a distribution sense. However, the 

function SA(k) is expected to be analytic almost everywhere on 

or ° Consideration of perturbation theory, for example, leads to the A • 

expectation that the function SA(k) will be analytic everywhere 

except on certain surfaces defined by the 'zeros of analytic functions. 

We shall consider, in this section, points of the boundaries of 

rf..0 , and will discuss the possibility that the SA(k) are analytic at 

these boundary points except on certain surfaces defined by the zeros 

cif analytic functions.. This will lead to an understanding of the 

connection between our discontinuity formulas and singularity surfaces. 

Consider then the surface _¢(k) = 0. A regular point of the 

surface ,¢(k) = 0 is a point k such that ,¢(k) is 'analytic at k, 

_¢(k) = 0, and V_¢(k) f 0. [Here \7¢('k) is the 4(n 1) dimensional 

gradient vector: because of the constraint ~ ki = 0 we shall, for 

any function g(k), define the gradient 'Vg by the equation 

(vg). = o(g b [.k.v)jokY, where b is fixed by the. condition that 
~~ v J J ~ 

~ (vg) .. = 0 for all ~· This effectively reduces the gradient 
i ~~ 

to a vector in the appropriate 4(n - 1) · dimensional space.] 

A function f(k) is said to be ¢-singular at k if and only 

if: (i) The function f(k) is not analytic at k; (ii) k 'is a 

regular point of the surface ,¢(k) = 0; and (iii) The function f(k) 

is, for some fixed real Q . and real ' r > 0 1 analytic in the inter

section of some neighborhood of k with the set 

o(r,Q) (k: ,¢(k) 
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I iQ r e , O<r' <r}. 

condition (iii) says that f(k) is analytic at all points k near k 

that correspond to points on some open line segment in the . .¢ plane 

that ends at .¢ = o. This condition gives meaning to the idea that the 

singularity surface is ,¢(k) = o, rather than some other surface that 

passes through the point k. Note that (iii) is much weaker than the 

requiremept that f(k) be analytic in some full neighborhood of k 

except on the surface ,¢(k) = 0 and a trailing cut. 

Analytic fUnctions of severai complex variables can have singu

larities on boundaries of domains of analYticity only under special 

conditions. These entail, in fact, that if a function f(k) is 

.¢-singular at k, then it is singular at all points on the surface 

,¢(k) = o in some neighborhood of · k. Thus if the function SA (k) is 

.¢-singular at k on orA0 , then the surface ,¢(k) = 0 cannot enter 

the tube rA at k. 

This result is formalized and slightly extended in the follow-

ing theorem, which is proved in Appendix A: 

Theorem ).1 The function SA(k) is _¢-singular at k on orA
0 

only 

if the set (k: (k - k)·v.¢(k) = 0} does not intersect the tube rA. 

Convention We shall always adjust the phase of ,¢(k) so that at least 

·one nonzero component of v.¢(k) is real. 

If v_¢(k) is not purely real then one can always find a solu

tion of (k- k)·\7¢(k) = 0 for any given value of Im(k- k). ~us 

Theorem ).1 has the following 

Corollary The function SA(k) 

v,¢(k) is real. 

is .¢-singular at k on 
0 

orA only if 
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Theorem 3.1 can be stated, alternatively, as a condition on 

the direction of the gradient vector 9¢(k). This statement involves 

the set (y: Im k(J +) = 0) 1 which is the set consisting of those r's y 

such that Im k lies on the tip of the cone (Im k: aA.Y Im k(J/)E V+}. 

Let rA.(k) represent the intersection of these cones: 

n (Im k: 

( - + r:Im k(JY )=0} 

This set coincides in some neighborhood of k with the set r defined . A. 

by (2.22), because the remaining conditions in (2.22) are satisfied at 

k, and hence also in some neighborhood of k. 

The closure of rA.(k) is 

n {Im k: 

(r:Im k(J/)=O} 
aA.Y Im k(J/)E ¥J n ( L ki = 0), 

. (3.2b). 

where v+- is the closure of the forward light-cone + v. Define the 

corresponding positive polar 

r;(k) := (u: Im(k- k)·u ~ 0 for all Im k in rA.(k)} n( LUi= 0}. 
•' 

Then we can state 

Theorem i·2 If the function SA.(k) 

then the sign of the function ¢(k) 

V'¢(k) E I\:Ck) 

or equivalently, 

o¢(k) {' " 

(3 ·3) 

is ¢-singular at k 

can be fixed so that 
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is a 4 )( 4(n - 1) dimensional vector, and each 

four vector lying in the closure v+ of the forward light-cone V+ 

The condition (3.4a), together with the definition (3.3), 

asserts that the closed set rA.(k) lies in the closed half-space 

is a 

(Im k: Im(k - k)•\7¢(k).::: 0}. This follows immediately from Theorem 3.1, 

which asserts that the connected·open set rA. does not intersect the 

boundary of this half -space. 

The equivalence of (3.4a) and (3.4b) is shown in Appendix A. 

A simple but important application of Theorem 3.2 is to a 

Point k that lies on a "face" of r 0
• A face of r 0 is a portion A. A_· 

of the boundary ?Jr"-0 t.hat lies on only one of the surfaces Im k(J;) = 0. 

The discontinuity formula of Sec. II gives the difference of the 

0 functions SA.+(k) and sA._(k) on coincident faces of rA.+ and 

0 r"- . 
If k lies on a face then the set 

just one element, say y = 1. It is then convenient to introduce a 

·new set of variables kj = 2_ Cji ki' where Cji is a constant multi

ple of an orthogonal transformation and ·ki = k(~1+), and_ 

to define ¢' (k') by ¢'(k')=¢(k). Then (3.4b) 

k'-space gradient V''¢' (k') has the form (modulo 

V'' ¢• (k' ). (v,o, · · • ,o), 

where v is a positive multiple .of the four-vector 

shows that the 

b•\7 2: ki) 

cr v for 
A.Y y 

(3.5a) 

y = 1, 

i.e.' cr v 
A.Y 

is nonzero and lies in v+. Equation (3.5a) is an 

abbreviation of 

v 5.1 • 
1-l 1 

_,. 

"e 
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Equation (3.5) implies that o¢'(k')/oklO f 0. Thus the 

surface ¢' (k') 

neighborhood of 

k'o 
1 

(i f o, j f l) . 

If f(kii,kj) is a real analytic function of the variables 

kli then the intersection of the surface ¢'(kii,kj) = 0 with the 

real section (Im ki~ = 0} of k'~ 
1 

space will be a three-dimensional 

surface in a four-dimensional space, and it will (near ~) 

this real section. into disjoint parts. 

divide 

But if f(kli'kl) is not a real analytic function of the 

variables then the intersection of the surface ¢'(ki,kj) = 0 

with the real section of k' 
1 

space will have dimension less than three 

and will not divide the real section into disjoint parts. In this 

case the singularity surface can be avoided, in the sense that one can 

locally continue around the singularity surface without ever.leaving 

the real section. Thus the discontinuity function cannot change its 

analytic form as a consequence of such a singularity. Such singu-

larities, if they exist at all, will thus not be important in the 

discussions that follow. 

We shall consider, then, the case in which f(kii,kj) is a 

real analytic function of the variables i ki , near -k,i 
1 . In this case 

the surface ·¢' (k') = 0 near k' must be independent of the 

variables This is the content of 

Theorem 3.3 Suppose the following three conditions hold: (i) The 

function is ~-singular at k on 

(ii) Im k(Jy+) = 0 for Y = 1, but for no other Y; (iii) The 
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function f(k~i,kj) defined by (3.6) when restricted to the set 

k~ = k~ for all j f 1 is a real analytic function of the remaining 
J J 

variables k
,i 
1 . Then the surface '/J(k) = 0 coincides in a neighbor-

"' 
hood of k with a surface ~[k(J~)] = 0, where '/J(ki) is a real ana-

lytic function of the four-vector kl' 7¢(kl) f O, and v¢Cki) E v+. 
This theorem is proved in Appendix A. 

In the following discussion the possible singularities that 

touch a face of r o 
A. 

but do not locally divide the real sector 

Im k(J +) = 0 into disjoint regions are ignored. They cannot separate 
y 

the real sector into regions in which the discontinuity functions have 

different analytic forms, and hence are--if they exist at all--not 

important in the context of the discussion. 

It is a consequence of the Lorentz invariance requirement on 

the scattering functions that ¢(k) must be a function of the 

(scalar and pseudoscalar) invariants of the process. But the only in-

variants that can be formed from a single four-vector are func-

tions of the invariant [k(J +)]2 = M 2. 
y y 

Thus the only singularity 

surfaces that can lie on a face lying in + Im k(Jy ) = 0 are those that 

have the form ¢(My2 ) = 0. These surfaces are surfaces that lie at 

2 
fixed values of My • 

If one inserts this form into (3.4b) then the vector vy 

"' occurring there can be identified as a multiple of k(J +). This means y 

that the singularities must lie at M 
2 > 0. y -

The discontinuity across a face lying on + Im k(JY ) = 0 van-

ishes if My2 is less than the square of the mass of the lowest mass 

intermediate state in the channel specifie~ by y. And the only 

singularities that occur on these faces are those lying at constant 
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2 
values of My • Thus the discontinuity is, in effect, a discontinuity 

around only these normal threshold type singularities. 

However, the two neighboring cells 0 r"_ have, in 

addition to the common boundary points lying 'on their common face, 

common boundary points that do not lie on this common face. They have, 

for example, a common boundary point at Im k = o, which lies on all 

of the surfaces Im k(Jr+) = 0. At this real boundary point,.which lies 

at the tip of both 0 0 rt.+ and r"-_, the various cell functions canhave 

non-normal-threshold singularities. For example, the function S"-(k) 

corresponding to the physical cell can have, and is"expected to have; 

at Im k = 0 the singular positive-a Landau suri'a.ces· 

corresponding to triangle diagrams and box diagrams etc. And the 

functions S"-(k) corresponding to nonphysical cells can have various 

nonpositive-a singularities at Im k = 0, 

Theorem ).1 ensures that if St.+(k) is .¢-singular at 

Im k = o, and ,¢(k) 2 depends on variables other than Mr , then the 

singularity at .¢ = 0 must move to outside the closure of 

0 Im k moves to a point on the face of rt.+ that lies in 

The analogous thing happens 

effect ·is shown in Fig. 3 .. 

to the singularities of s"_(k). This 

0( + [For brevity we write k Jr) = Er.] 

o. 
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. 0 

r)\r 

:r ...... E 
I) 

rA-

Fig. )a. The cells 0 
r"+ and r -

0 are neighboring cells with a 

" 
common face on rm Er = o. The variable E' represents the rest 

of the energies. Re E' will be held fixed. 

The shaded strip is · The shaded s.trip is -~-

for some fixed for some fixed 

Im E' > o. The point P+ Im E' > 0. The point P-

is a singularity that has is a singularity that has 

moved to outside moved to outside 



Fig. 3d. The domain 

extended to reveal the sin-

gularity P+, and its 

'trailing cut. 

Fig. 3f. A domain of analyt~ 

icity of the discontinuity 

function S~+(k) - S~-(k) 

for some Im E' > 0. This 

domain is bounded in part 

by P+ and P- and their 

trailing cuts. 
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Fig. 3e. The domain is 

extended to reveal the sin-

gularity P-, and its 

trailing cut. 

Fig. ·3g. The domain of analyt-

icity of the discontinuity 

function may be separated by 

the· cuts trailing P+ and 

P-, if these points coincide 

at Im E' = 0, 
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Figure 3a shows the two neighboring cells and 

and shows the "other" imaginary variables Im E'. Figure 3b shows the 

domain of analyticity for some fixed Im E' > 0. The point 

P+ is a singularity of the analytic continuation of S~+(k). At 

Im E' = 0 it reaches Im Er = 0. For .Im E' > 0 it lies outside 

- 0 
r~+ . Figure 3c is the analogous figure for Figures 3d and 

3e show extensions of the domains r~+O and These extensions 

are bounded, in part, by P + and P and their trailing cuts. 

Figure 3f shows part of the domain of analyticity of the discontinuity 

function. Figure 3g shows how the domain of analyticity of the 

discontinuity function may be separated into two parts at Im E' = o, 

if the singularities P+ and P- are conjugate pairs that coincide 

at Im E' = o. 

Polkingborne7has pointed out that in the case of the discon-

tinuity function that represents at Im k = 0 (hence at 

Im Er = Im E' = 0) the inclusive cross section the singularities 

corresponding to triangle diagrams and other singularities do occur in 

conjugate pair~, because of the special symmetry of the discontinuity 

function. The pinching of these singularities at Im E' = 0 means 

that the inclusive cross section will not continue analytically around 

the various singularities that occur at Im k = 0: the inclusive 

cross section at real points lying on one side of one of these 

singularity surfaces is not the analytic continuation of the function 

that represents the inclusive cross section at real points lying on 

the other side of the singularity surface. This nonanalyticity of 

the inclusi~e cross section is demanded by the fact that it is real, 

and is therefore not unexpected. 
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Note, how·ever, that the discontinuity function that becomes 

the inclusive cross section at Im k = 0 does not have this nonanalyt-

icity at Im E' > o, except at the normal threshold type singularities 

that lie at constant Figure 2f shows how the singularities 

that depend on other variables retreat from the surface + rm Er = o, 

and hence do not block the analytic continuation of the discontinuity 

function. 

We turn now to another question. The primitive domains.of 

analyticity of the cell functions 8~(k) are the corresponding cells 

r~(k). These cells are defined by conditions on the components of 

k, not by conditions on the scalar invariants. However, the Lorentz 

invariance of the scattering functions implies that the singularities 

must lie in surfaces defined by the vanishing of functions of scalar 

invariants. This poses the problem of expressing the domains of 

analyticity in terms of scalar invariants. 

When restricted to Im k = 0 the domains 0 
r~ , 

which are bounded by surfaces of the form Im EY = 0. These surfaces 

coincide in the space Im k = 0 with the sets Im 8y = O, where 

8 s M 
2 

y y [k(J +)]
2

• This fact, together with prevailing ideas about y 

the domain of analyticity of the 2 ~2 scattering function, raises 

the hope that the scattering function 8~(k) may be analytic, at 

least near each real point k; in domains bounded by surfaces of the 

form Im 8y = 0. Then the cut-plane analyticity in E-space for 

Im k = o, would go over into local cut-plane analyticity in the space 

of invariants. 

This hope is dashed by the counter example provided· by the 

simplest non-normal-threshold Landau singularity, namely the triangle 

diagram singularity. The triangle diagram singularity depends only 
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on the invariants associated with the three vertices 

of the diagram. The location of the singularity can be described by 

an equation 8
3 

energy associated with intermediate vertex, and 8
1 

and are the 

squares of the invariant energies associated with the initial and 

final vertices. 

We consider a 3 ~3 amplitude for equal mass particles. Then 

8~ and all other 1 ~1 cross energies,will be negative and there 

will be no normal threshold cuts associated with them. This remains 

true at nearby off-mass-shell points. 

We take an energy less than the four-particle threshold. Then 

the only cross-energy normal-threshold singularities are pole singu-

larities. We take a point k away from these poles. Then there will 

be, locally, no cross-energy normal-threshold cuts. 

If only normal-threshold cuts Im 8. = 0 are present, then the 
~ 

physicai cell can be. extended to a cell bounded by the conditions 

Im 8i > o, where the 8i run over 81 and 82 ; over the squares of 

all four other two particle subenergies; over all six 8i. associated 

with the six individual lines; and over the square of the total energy. 

The invariant space cell defined by the above conditions con-

tains singularities at points arbitrarily close to the positive~ 

triangle diagram singularity at Im k = 0. To prove this take any 

values of 81 and 82 in this cell and consider the point where 

8
3 

=·8
3

(81 ,82). This point may not correspond to a point in the-cell, 

because of the constraints other than Im 81 > 0 and Im 82 > 0. 

However, if we add a sufficiently large positive imaginary energy to 

the positive physical energy of the incoming line that is attached to 

the vertex associated with 8
3

, and a,dd the same positive imaginary 
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energy to the positive physical energy cif the outgoing line that is 

attached to that v~r_tex, yhen, without changing s1 , or 

can shift the imaginary parts of all the other subenergies, and also 

the total energy, to positive values. And the Im S. 
l. 

corresponding to 

the individual lines ki can also be made positive. The triangle 

singularity will the~efore be exposed: there are no normal threshold 

cuts behind which it can go as it moves away from the singular point 

on the boundary of the physical cell. 

The counter example shows that one cannot in general define 

the domains of analyticity in invariant space,even near the physical 

points, by considering only normal threshold type cuts. It is k 

space that bas this advantage. 

The applications of the discontinuity formulas that we have 

in mind refer to the on-mass-shell scattering functions. The first 

complication that arises in trying to extend our formulas onto the 

mass shell is that the conditions on the cells incl'Ude conditions on 

the individual lines, as well as on their sums: each individual k. 
l. 

is required to satisfy either Im ki E V+ or Im ki E V-. These 

conditions are incompatible with the mass-shell constraints 

m. 2 > 0. 
l. 

For each i the real mass-shell points 

lie, however, on the common boundary of Im ki E 

2 m. , Im k. = o, 
.1.. -----1.------- .. 

and Im k. E v-. 
l. 

Our discontinuity formulas give .the difference between .the limits of 

the functions· in these two ·cones, evaluated on their common boundary, , 

providedthe difference is evaluat~d at a point k lying on the common 

face lying in Im k. 
l. 

0, of two neighboring cells and 
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At the 

2 2 
o(ki - mi ) ._ 

mass-shell point there is a contribution proportional to 

2 2 
However, there is also a factor ki - mi coming from 

2 2 2 2 
the definition of S(k). The product (k. - m. )o(k. - m. ) is 

l. l. l. l. 

zero in the distribution sense. Thus the two boundary values are 

equal. But then the functions S~+(k) and SA-(k) are, by virtue 

8 
of the generalized edge-of-the-wedge theorem, equal and analytic in 

some neighborhood of the mass-shell point k, provided this point 

lies on a common face of and 
0 

r~- that lies on the surface 

Im k. 
l. 

o. 

The same procedure can be applied in turn to each ki. Then 

using the method of analytic completion used in the proof of 

Theorem 3.1 (with discs in the energy variable) one can show that the 

scattering function will be analytic in a neighborhood of each real 

mass-shell point that lies inside the "enlarged" cell. The enlarged 

cells. are defined in the same way as the cells r~, but without the 

conditions on the individual vectors k ... 
l. 

We give no proof of this result. For even if it is granted a 

serious additional problem remains: There is a large physical region 

-{2 such that the restriction of the enlarged physical cell to the 

mass shell does not come close to ~. This is true for all processes 

with three or more initial particles or three or more final particles. 

To see this note that if k._ is in the nonrelativistic 
-1. 

domain jRe ~il << jRe ki
0

j, 

k. 2 = m. 2 (which lies near 
l. l. 

jim kij << mi, then the surface 

Im k. •Re k. = 0) 
l. l. 

must have that 

are very spacelike: jIm ki 
0 I « I Im ~i I • If two such vectors add 

to give a vector in + v (or in 

nearly equal but opposite: 

v-) then their vector parts must be 
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(3.7) . 

But consider then a process with three or more. initial particles, 

of momenta k1 , ~' and ~' and the corresponding conditions 

Im(k2 + ~) e v+ 

Im(k
3 

+ k
1

) e V+ 

Comparison with (3.7) gives an immediate contradiction. This shows 

that the enlarged physical cell restricted to the mass shell cannot 

enter the nonrelativistic domain for processes with three or more 

initial (or final) particles. 

It might be hoped that there is some further enlargement of 

the physical cell such that the physical scattering amplitude is a l~mit 

from mass-shell points lying inside the enlargement. . However, this 

hope also is dashed by a simple counter example. For the 4 ~4 

scattering function one can find positive-a Landau curves that are 

tangent to each other, but have exactly opposite half spaces of 

analyticity, in the mass shell. Thus there can be no well-defined 

cone of analyticity such that the physical scattering function is 

the limit to the real boundary point from mass-shell points lying in 

this cone. The counter example is shown in Fig. 4. 

s' .., 

I' 

l. 

Fig. 4. Two Landau diagrams that correspond to positive-a Landau sur-

faces that are tangent at their point of intersection 

k = (k
1
,···,k

8
), but that have opposite half-spaces of ana~yticity. 

The first diagram consists of the outer solid lines 

(1,2,3,4) ~ (5,6,7,8). The second diagram consists of the inner 

dotted lines (1',2',3',4'}~(5',6',7',8'). Th t k e vee or i equals 

kj_, for all i. Also The masses of the four particles 

whose lines intersect at any point on the horizontal axis are 

taken to be equal. The displacement vectors that satisfy u. 
J. 

O, and that take lines i from initial positions passing 

through the origin 0 to the positions shown in the figure satisfy 

The equivalence between the displacement vectors u. -J_-· 

and the gradients to the corresponding Landau surfaces established 

in reference 9 implies that the positive gradients to the Landau 

surfaces at the point k will be equal but opnosite. Hence the 

iE continuations around the surfaces are opposite. 
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The counter example exhibited in Fig. 3 entails that there 

is, in general, no curve C(k) in the mass snell that:-· (i) ends at 

-----the real point k; (ii) depends continuously on k; (iii) lies, apart 

from its end point, in the domain of analyticity of the scattering 

function; and (iv) has its end point at the physical point. Hence 

the physical scattering function cannot in general be defined as a limit 

from along a mass-shell curve that lies in the domain of analyticity of 

the scattering function and that depends continuously on the physical 

limit point. Continuity cannot be maintained at the point of contact 

of the two positive~ Landau surfaces shown in Fig. 4 because of 

the conflicting iE rules of that point. 

The assumption upon which this conclusion is based is that 

the physical scattering amplitudes do have the positive~ Landau 

surfaces of singularities that are found in perturbation theory, and 

that can be derived directly from unitarity plus weak analyticity 

requirements. 10 The conclusion is that the mass shell does not in 

general contain an analog of the off-mass-shell physical cell: it 

does not in general contain a domain of analyticity such that the 

physical scattering function is the limit at a real boundary point 

of a function analytic in this domain. 

This situation can be coped With in one of two ways. Within 

a field theoretical framework one can simply regard the on-mass-shell 

physical scattering function as the limit of an off-mass-shell 

extension. This is the approach adopted here. In the general field 

theoretical framework there is no rieed to define the scattering 

functions as a limit from within the mass shell. 

Within a strictly mass.-shell S-matrix framework one accepts, 

at the basic level, only functions defined on the mass shell. In this 

framework one replaces the off-mass-shell concept of the physical cell, 

in which the scattering function is known to be analytic, and which 

contains the physical points on its boundary, by the concept of iE 

rules.11 The primitive domain of analyticity is the physical region 

itself, deprived of points on positive~ Landau surfaces. The iE 

rules give the rules for continuing around these Landau surfaces. 

These rules are associated with the individual Landau surfaces; they 

do not ensure the existence of a universal physical cell of analyticity 

from which the physical limit is taken. 

Discontinuity formulas for all singularities that enter the 

physical region itself have already been derived within the mass-shell 

framework directly from uni tari ty .
12 

Work is under way to derive by 

similar methods the restriction to the mass shell of the basic 

discontinuity equation described in Sec. II. That work will be 

. reported later. But it will be mentioned here that the special 

status of the cell. functions SA(k) vis~ vis the more general 

functions S
0

(k:J;.·where cr is the set of all N signs, one for each 

normal threshold cut, without regard to compatibility of the 

corresponding conditions, appears to be lost. Within the framework of 

an iE rule of definition of the function~ the preferred status of 

the cell functions SA(k) over the cr functions S
0

(k) seems to 

dissolve. We find that the basic discontinuity equation holds 

not only for the cell functions but also for many of the more general 

cr functions. 
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The contemplated applications of the discontinuity formulas 

1 stem from the work of Mueller. Mueller proposed, in effect, that 

the discontinuity function that corresponds to the inclusive cross 

section should exhibit Regge asymptotic behavior in certain limits, 

and derived from this requirement a number of results that had been 

previously derived from special dynamical models, and which seem to 

agree with experiment. It has been suggested, moreover, by several 
' 

authors that this Regge behavior of the discontinuity is a consequence 

o.f the Regge behavior of the 3 ~ 3 am:pli tude itself in the sectors 

that define the two terms that make up the discontinuity. The 

formalization and generalization of this suggestion is that all the 

cell functions (or at least their on-mass-shell real k limits) 

exhibit the Regge behavior. Consequently, all of the basic discon-

tinuities should exhibit this behavior. These conditions would impose 

a large number of as yet unexploited theoretical constraints on the 

boundary values of the kind occurring in the Mueller analysis. 
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IV. PROOF OF THE FORMULA 

Our. proof is based on an equation of Bros, Epstein, and Glaser 

that reads13 

(4.1) 

This x-space formula was derived modulo the usual ambiguities associated 

with points where one or more arguments coincide. But following the 

lead of Bros, Epstein, and Glaser we shall assume that the momentum

space discontinuity formulas that follow from it do in fact hold, at 

least at finite values of the momenta. 

The function r~(x) is the Fourier transform of the boundary 

value at Im k = 0 of the function r~(k) = T~(k), where T~(k) is 

related to s~(k) via (2.17)/ The quantity ~(x) is a certain 

linear function of the operators A(xpi)···A(~n) that satisfies 

(4.2) 

The operator RA(x) is called the cell operator corresponding to the 

cell r~. The cell operators ~·A and R~,B occurring in (4.1) are 

the cell operators corresponding to the cells 

respectively. These are the cells in the spaces of variables associ-

ated with the sets of lines A and B, respectively, that are specified 

by the sets of signs and aB described in Sec.·II. 

The proof has five steps. First, complete sets of intermediate 

states are inserted into the right-hand side of (4.1). "In" states 

will lead to the first form of the result, and "out" states will lead 

to the second. Insertion of the identities I= ~lout,~) Sa~(in,aJ 

and I Jin,~) s~(out,aJ will lead to the third and fourth forms. 

Next the reduction formulas are used to reduce the matrix elements of 

,.r-.. 



• 

• 

-37-

and to vacuum expectation values. These vacuum expectation 

values are then shown to be the corresponding to certain cells 

r~~I and r~~I •. These cells are identified and are shown to be just 

the ones specified by rules 1, 2, and 3 of Sec. II. Finally the momen-

tum arguments k are allowed to be complex, and the resulting formulas 

are shown to give the discontinuity formula described in Sec •. II . 

The first step is the insertion into (4.1) of a complete set 

of "in" or "out" states, or one of the other two forms of unity 

mentioned above. In order to reduce the matrix elements of RA,A 

to vacuum expectation values we introduce, following Bros, 
' 

'~~'" Epstein, and Glaser, the operators Ai1' and Ai-lt defined by 

···~. 

..• 

m 

-[ (4.3a) 

j=l 

and 

(4.3b) 

~s an abbreviation for A(x.). . J 

The operator defined by (4.3b) has two important properties: 

it vanishes in the limit .x. 0 ~ -oo with all other variables held 
<L 

fixed; and it becomes 0 
X. ~ +oo 

l 
in the limit 

with all other variables held fixed. These are the properties needed 

to derive the reduction formulas. Following the LSZ argument14 one 
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obtains, in momentum space, 

and 

And 

and 

~ ~cr 

[R , ,A. t] 
i\ l ou 

. 2 2)~A\~ -1(k. - m. A.tR,, 
l l l "' 

. 2 2 ~AI~ 
-1(k. - m. )A.rR,, 

l l l "' 

for k.
0 < o 

l 

for k. 0 > o 
l 

from the analogous properties of Ai.J,RA, one obtains 

~ ~cr . 2 2 ~ ~ for k. 0 > o [RA,,Ai in] -1(k. - m. )A.-l,.RA, 
l l l l 

~an ~ ] . 2 2 ~~~ for k.o <0 -1(k. - m. )A. RA, . [Ai in'RA, l l l l 

The vector k. is a real mass-shell four-vector, and the factor 
l 

(4.4a) 

(4.4b) 

(4.4c) 

(4.4d) 

on the right-hand side is expected to cancel a correspond-

.,..an 
The Ai( in, out) and 

x?r(' ) are, respectively, the annihilation and creation parts of 
l 1n,out 

the asymptotic field operators.
14 

The quantities Ait RA, and Ai~RA, 
are the Fourier transforms of Ai'i RA, and Ai~RA,, respectively. 

By repeated use of the same argument, with RA, replaced by 

operators of the form APitAP(i -1 )-!.- • • • ~l,VRA' and 

for successively larger values of i, one may 

reduce the matrix elements of RA, to vacuum expectation values . 

Introducing the abbreviations Ai 2 2)~ -i(k. - m. A., one obtains 
l l l 

(all 

( n IRA, I out, I ) (all 
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(in, I IRA., In) (all ~io < o) 

(4.5c) 

(out,IIRA., In} (all 
0 . 

~i < o). 

(4.5d) 

The label "I" stands for the set of vectors (~., ••• ,k 
1

), which are 
J . ·-p 

the physical energy-momentum vectors in the case of the kets lin,I} 

and lout,I), and are minus the physical energy-momentum vectors for 

the case of the bras (in,II and ( t II Th t ou , • e opera ors 

are 

times the Fourier transforms of 

Next it 

and ~j1' · • ·~i'f'R:x..'' respectively. 

must be shown that ~i·. -~1.J,RA., 
are cell operators. This follows from the following 

Theorem. .If RA., 

cell operators~ 

is a cell operator then Ai~RA., 

and 

are 

~: The proof rests on some results of Bros, Epstein,and Glaser. 

These authors prove the existence of a set of "tree' functions" f ( ) 
~ X 

that have the following properties: 

1. The Fourier transform ~~(k) of f~(x) is analytic in a cone 

C~ to be described below. If f~(k) is defined to be zero in the 

complement of the closure of c~ 

then for every A. and every k 

(where it is otherwise ill-defined), 

I :r~ck> . 
~ 

in 

That is, each rA.(k) is equal inside of rA. to the sum of the 

functions f~(k) that are nonzero taere. 

(4.6) 
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2. There is a one-to-one correspondence f~(k) ~t~ between the 

tree functions f~(k) and the tree diagrams t~ of a certain class. 

The tree diagrams t~ of this class are constructed by first 

associating each variable of k = (kl' ••• ,kn) with either a "dot" 

or a "cross" in all ways such that not all are dots and not all are 

crosses. There are 2n - 2 such sets of associations. For each such 

set of associations one forms all possible "tree" diagrams t~ (i.e., 

simply connected diagrams t~). subject to the condition that each 

tree diagram t~ consists only of the .dots and crosses and .line 

segments that connect dots to crosses: i.e., no line segment that 

connects a dot to a dot or a cross to a cross is allowed. The cutting 

of any line of any tree diagram t~ separates the diagram into 

two parts, each of which is a connected diagram. The sets of indices 

+ corresponding to the vertices of these two parts are called J~0 and 

-
J~0 ,. where 

+ 
J~o 

end Of o, and J~0 

contains the index corresponding to the dot on one 

contains the index corresponding to the cross on 

the other end of o, and J;0 + J~0 = J~ is the full index set for· t~. 

3· The cone c~ is 

c~ 0{Im I: k. E v+~f1[ L kj.OJ J 
jeJ;o J jEJ~ 

r v-)nf L kj.OJ. 0 t j~;, k. E 
J 

J ljEJ~ . 

(4.71J) 

where the index 5 runs over all lines of t~ .. Note that (4.6) and 

(4.7) entail the Steinmann relations: no tree graph contains lines 

corresponding to two partitions that are "crossed" in the sense of 

(2.21), since for any two lines o and o' in t~ the set + 
J~0 _lies 



.• 

' 

.... 

in + 
J~5' 
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Thus the discontinuity associated with Y can 

have no discontinuity across a "crossed" partition r' . 

4. Consider a linear space consisting of sums of tree diagrams t~. 

Define pA. to be the sum of trees t~ whose cones Ct3 contain P A.: 

(4.8) 

Define £(Ai1RA.) to be the sum of tree diagrams formed by associating 

ki with a cross and joining this cross in turn to each dot of each 

to be the sum of tree diagrams formed 

by associating ki with a dot, and joining this dot in turn to each 

cross in each ·t 
t3 

in This mapping from operators of a certain 

class to linear combinations of tree diagrams of a certain class has a 

well-defined inverse mapping £-1 , defined on this latter class, and 

this inverse mapping is such.that for any cell rA. the corresponding 

-1( ) cell operator RA. is £ pA. · This relationship in .. fact defines R!.:" 

Th~ result just stated reduces the problem of proving the 

precisely the pA. corresponding to two cells. These cells are denoted 

..t. 
by r"-, 1" and rA.''' respectively, and the corresponding. pA. .are 

denoted by and p1,, respectively. 

RA., is, by assumption, a cell operator. Thus it corresponds 

to some cell rA.,. For each partition Y' of the set of indices JA., 

corresponding to into two disjoint sets and J~, the 

signs on and J~, can be chosen so that 
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(4.9a) ·. 

(4.9b) 

These sets 

(4.10a) 

and 

(4.10b) 

The second lines of these·equations, which follow trivially from the 

first lines, show that and are cells, provided they are 

nonempty. 
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The sets r!. and . rr, are indeed nonempty. To set this let 

k' represent the set of vectors kj with jeJA,. (The sum of' these 

k. is not required to be zero.) And consider any point Im k' that 
J 

lies inside the cell r A'. Let n(k') 

such that, for all 1J. and jeJA,/Im k/ 

be the set of points Im k' 

- Im k.llj < e for some small 
J 

E > 0. This E is chosen small enough so that all the conditions 

and 

Im L kj e v+ 
. J+ 
J€ r' 

(4.11a) 

(4.llb) 

occurring in (4.9) are satisfied for all points in n(k'). Such a 

set n(k') exists because rA, is open. Thus it is evident that 

rt.•{k= (ki'k')' r,. k' 'n(k•); Im L kj 'v-; 

(k.,k'): Im k' e n(k'); Im 
J. 

are nonempty sets that lie in and 

and 

:'Ji .) 
jeJA, iJ 

(4.12a) 

(4.12b) 

respectively: 

(4.13a) 

(4.13b) 
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The properties of these sets rt, and ~r. provide the basis 

fo'r the rest of the proof. 

First we must show that for every. te, in 2(Ai~ RA,) the 

.L rA, •. The rules for constructing corresponding ce, contains 

2(Ai~ RA,) from the trees te in the sum pA, = 2(R~,) are such 

in (4.7) corresponding to any line o of that the condition on ce 

te gets replaced in ce, by one or both of the conditions (4.lla) 

and (4.llb). Thus these conditions (4.lla) and (4.llb) on n(k') 

A~ ensure that any k in r~, must satisfy all the conditions imposed 

by all the trees in 2(Ai~ RA,). All of these conditions are then 

satisfied also for all k in the whole cell r~, because no cell is 

cut by any boundary of any cone ce·· The argument holds also with 1 

in place of .J.-. 

It remains to show, conversely, .that 2(AiJ.RA,) contains 

every tS whose cone CS contains rt,, and that £(Ai1 RA,) con

tains every te whose cone ce contains r;r.. 

For definiteness we take 2(AiJ,RA,) and r~; the other case 

is completely analogous. 

Let te be such that Then the condition 

(Im ki e V+) in (4.10a) requires the vertex of te associated with 

ki to be a dot. For (4.7b) ensures· that if k. is associated with 
J. 

a cross it satisfies Im k. e V-. 
J. 

This dot associated with k. cannot be connected to more than 
J. 

one line segment of For suppose it were connected to several. 

Then for each of these lines o there would be, from (4.7b), a 

. condition on ce of the form 

- Im (4.14) 
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These various sets J~ 5 would be disjoint sets that, together with i, 

make up the whole set of indices associated with k. Thus 

(4.15) 

where the sum is,over the several lines 5 of tl3 that connect to 

the dot associated with ki. 

The conditions (4.14) and (4.15) are incompatible with the 

~ i--requirement cl3 -~ f' A I • This requirement demands, by virtue of (4.13a), 

~ ~~ 
that c

13 
::> f' A.' . But if every point iri lies in then some 

point k with /Im k.i-l - Im kY / <<- E for all ll and j lies 
J J 

The conditions (4.14) and (4.15) then require that the vectors 

-Im k(J~ 5 ) E V+ sum to 

Im k(J~5 ) + Im ki E V+. 

Im k. E V+. But then, for any of these 5, 
]_ 

Therefore the addition of Im ki and 

-Im k. 
]_ 

to the imaginary parts of any two of the will give a 

k in rf. that does not satisfy all the conditions (4.14). Thus the 

requirement is incompatible with the requirements (4.14) 

and (4.15), and hence with the possibility that more than one line of 

connects to the dot associated with k .. 
]_ 

Hence only one line of 

connects to the dot associated with k .• 
]_ 

The t
13 

must therefore consist of a subdiagram tl 
13 

plus one 

line that connects a cross in t 1 to the dot associated with k .. The 13 ]_ 
requirement implies 

~ ~J, ~ 
cl3:;::) f' A. I • . But then cl3 contains points 

with Im ki arbitrarily small and the remaining set of variables arbi

trarily close to Im k', which lies in rA.,. The conditions pn the CS 
associated with the subgraph t' must therefore be compatible with the 

13 
point Im k 1. That is, must contain Im k1, and hence the whole 

cell rA.,. 

£(Ai-!r RA.' ). 

But then 

That is, 

t~ lies in 

[c
13 

:::> rf, J 

view of the earlier result that 

Therefore lies in 

implies [ t
13 

E .e (Ai .J, RA. 1 )J. Thus, in 

[t"' E .e(A.-J;R ,)] implies [C :::>rJ,-] 
>-' ]_ A. 13 A.' ' 
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and the definition (4.8) of pA.' we have 

But then 

Ai-J; RA., £-l £(Ai -.i;RA.,) 

.e-1( ._t, ) 
PA. I 

- Rt·~ . 
Similarly, 

and the theorem is proved. 

(4.16) 

(4.17b) 

Repeated application of the theorem shows that the operators 

occurring on the right-hand sides of the equations (4.5) are, apart 

•)j 2 2) ( 2 2) from factor (-1 (kPj - mPj ••· kPl - ~l , cell operators. Their 

vacuum expectation values are, accordingly, cell functions, apart from 

these same factors. 

Th~ particular cells and corresponding to Ai~RA.1 

were identified in the course of the proof. Repeated 

application of the result (4.10) shows that the cell corresponding to 

A ~···A I.R Pj Pl'"' A.' is 

J, .•. J, 
r", = 

j 

n 
i=l 

and that the cell corresponding to AP} · · · APl f· RA., is 

j 

rJ· .. t = n{Im ~i € V-}n [I)ll k(J~,) € V-} n [ L ki 

i=l Y 1 

where the sets are defined above ( 4 .. 9), and the 

0}' 

(4.18b) 

runs 

over all the ~i' 1 < i ~ j, and over all the ki with i E JA.,. 



We must now show that the cells defined by (4.18) are the 

same as those identified by the Rules 1, 2, and3 of Sec. II. 

Consider first the case corresponding to Eq. (4.5a). This is 

the function associated with the left-hand bubble of the first and 

fourth lines on_ the right-hand side of Fig. 1. Rule 1 .follows from a 

comparison of the second set of conditions in (4.18a) with the 

conditions (4.9a) 

be the cell 

that define the cell r~,, which in our case would 

specified by the set of signs crB. The equivalence 

of these two sets of conditions ensure that Rule 1 is satisfied. 

[Recall-that 
I 

the discontinuity equation is evaluated on the boundary 
j 

Im [ ~; 
i=l ~ 

Im E(J+) = 0. Thus r = 0. Hence the conditions (4.9a) and 

(4.9b)" are equivalent, even when the sets and J~ are regarded 

as subsets of the larger set of indices corresponding to the larger 

process B + I.] 

Rule 2 follows in this same case from the first set of 

conditions in (4.18a). These require .that all combinations of the 

variables (Im ~j'···,Im ~1 ) be evaluated as limits from the 

upper-half cones: L 1 
Im ~i e V+, where L ·' .. indicates any partial 

suin. Since the real energies 0 
Re ~i are all positive in this case 

the corresponding signs cr~'r' are all positive, as indicated in 

Fig. 1. 

To prove Rule 3 in this case suppose the sum of the energies 

is negative, as specified 

by the rule. Then the sum of the energies of the lines of 

is even more negative,. s_ince the contribution from I~, is 

positive. Thus the rule says that the sign of the imaginary part is 

the same for (B~, +I~,) as it is for (B~,). 

-48-

If this latter sign is positive then the result that the sign 

for is also positive follows directly from (4 .18a). On the 

other hand, if the sign of the imaginary part is negative for B~,, then 

it is positive for B~,. But then (4.18a) implies that it is positive 

a.lso for (B~, + I~, ) . But since the real energy of this set is also 

positive one has 

cr(X) 

(4.19) 

since cr(B;,) is positive in this case. This confirms Rule 3 for this 

case. 

The proof of Rules 1, 2, and 3 for the case (4.5b) proceeds in 

the same way, except that one uses (4.18b) instead of (4.18a). The 

proof for the cases (4.5c) and (4.5d) proceeds in the same way, except 

that the signs of the real parts of the energies are now reversed. This 

induces a reversal of the signs cr~'r'. For example, the signs in the 

cut-out sector of the right-hand bubble in the first line of the right-

hand side of Fig. 1 are negative because the imaginary parts in the 

corresponding expression (4.5c) are positive, by virtue of (4.18a}, but 

the real parts are negative. 

This completes the proof of Rules 1, 2, and 3· 

Bros, Epstein, and Glaser derive our initial equation (4.1) 

from a corresponding identity in the space of sums of tree diagrams. 

This identity, 

between the sum of tree diagrams P~+ and the sum of tree diagrams 

p~- as the sum of tree diagrams that are in P~+ but not in p~-, 

minus; the sum of tree diagrams that are in p~ _ but not in p~ +· The 

l, ·-

_...;, 
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vacuum expectation value of the image under £-l of this tree diagram 

identity is (4.1), Thus each side of this equation represents the 

sum of the functions · f~(x) such that f~(k) contributes to rA+(k) 

but not to rA_(k), minus the sum of the functions f~(x) such that 

f~(k) contributes to rA_(k) but not to rA+(k), 

The Fourier transform of the right-hand side of (4.1) is 

defined only for points k that lie on the common boundary face of 

rA+ and rA_, For there is no Q function associated with the 

intermediate state y that would lead to an analytic extension into 

Im k(J +) f. 0. 
r I . 

For any point k that lies on the common boundary face in 

Im k(J/) = 0 of rr-;+ and rA_ the function rA+(k) - rA_(k) is 

defined.to be the limit of rA+ from points within rr-;+' minus the 

limit of rA_ from points within rA_. This difference 

rA+(k) - rA_(k) has no contribution from any f~(k) that contributes 

to both rA+(k) and rA-(k). For any such f~(k) will be analytic 

at k, and will contribute equally to both. Thus both sides of. the 

'· ,;• equation 

(4.20) 

represent the same combination of functions f~ (k). 

The spectral condition that the energy of any physical state 

be nonnegative, together with our original stipulation that the 

energy is flowing from set A to set B, entails that only one term of 

the commutator survive: . 

(4.21) 
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This result combined with (4.5) and (4.18) gives the formula we seek, 

except in one special case. 

This special case is the case in which one of the two sets 

A or B consists of a single line. This case is not covered by the 

work of Bros, Epstein, and Glaser. However, the basic discontinuity 
' ,\ 

formula holds als? \in this case. This follows directly from (2 .4). 

The relevant denom~nator is the one on one end o~ the other. The 
/ 

difference on the left-hand side of (4.21) gives a delta function that 

cancels the ~tegration over 

corresponding 
0 

~ or to 

0 
d~ , and converts the 

k 
0 

or 
1 

k 0 respectively. This 
n ' 

yields (4.21) for this special case. 

One could presumably derive the whole result from (2.4). 

We have used instead the beautiful work of Bros, Epstein, and Glaser, 

and have shown that the formula described in Sec. II is, apart from 

the trivial case, essentially the momentum-space form of a result 

obtained by them~ 
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APPENDIX: PROOFS OF SOME THEOREMS 

1. Proof of Theorem 3.1 

Suppose the set (Im k: (k - k)•v¢(k) = 0} does intersect 

r~. Then, because of the conical shape of r~, there must be in any 

neighborhood of k points on the surface ¢(k) = 0 that lie also in 

r~. The function s~(k) is analytic at these points. 

Because k is .a regular point of the surface ¢(k) = 0 one 

can introduce a set of local analytic coordinates6 

(¢,z) (A.l) 

such that k(¢,z) is analytic near the point (¢
0
,z

0
), where 

0 (A.2) 

and 

(0,···,0)' (A.3) 

and 

(A.4) 

The coordinates z can be chosen so that 

(Im k: 0 < z1 <a, a> o} C. r~. (A.5) 

Consider then the set of one (complex) dimensional analytic 

discs of the form 

D(r') (k: k = k(¢,z1,0,···,0), ¢ 1 i9 = r e , 

(A.6) 

-52-

where 9 is the fixed angle occurring in (3.1). For sufficiently 

small a' > 0 and r' > 0 the function 

is analytic in D(r') by virtue of (3.1). At the point r' = 0 

this function is analytic in D(O) on the line 0 < z1 <a, by 

virtue of (A.5). But then this function is analytic on the whole 

(A. 7) 

disc D(O), by virtue of Bremermann's variation of the 

Kontinuitatsatz.15 The center of the disc D(O) is the image of 

k under the mapping 9(k),z(k). Since these functions are analytic 

near k the function 

(A.8) 

is analytic at k. Thus it is false that the function S~(k) is ¢

singular at k on r~0 , and the theorem is proved. 

2. Proof of Theorem 3.2 

What must be proved is the equivalence of (3.4a) and (3.4b). 

To do this first define 

c~t ;;; (v: v 
+ -+ a 7 k(J )·v , v E V } • 

~r .· r r r (A.9) 

This is the set of (4n - 4)-dimensional vectors v generated as the 

four-dimensional vector 

light cone · V +. 

v ranges over the closure v+ of the forward r 

The linearity of k(J/) in the.variables ki implies that 

(A.lO) 

) 
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Thus, if v = cr 9k(J +), then 
'AY y 

Im k•V (A.ll) 

Thus the set 

is 

(Im k: Im k•v > 0 · (A.l2) 

(Im k: cr'AY Im k(J/) •Vy _:: 0 for all vy in V+} • 

(A.l3) 

Define the set 

(A.l4) 

Noting that the set of all four vector u such that u·v > 0 for y-

all is just the set v+ itself, one has 

(A.l5) 

The set occurring on the right~and side of (3.4a) may now be 

written 

(A.l6) 

The condition Im k•v > 0 in (A.l2) can be replaced by 

Im(k- k)•v? 0 for all those that occur in (A.l6). Then the 

connection between X and X+ is expressed via Im(k - k)•v? 0 for 

all the sets X+ occurring in (A.l6). 

The set of vectors on the right-hand side of (3.4b) is 

L c'AY 

(Y:Imk(J/)=0} 

Thus the theorem can be proved by proving that 

It follows immediately from the definitions that 

where 

(A.l7) 

(A.l8) 

(A.l9) 

For if Im k lies in the set on the left-hand side of (A.l9), and 

hence satisfies Im(k- k)·v _:: 0 for all v in each one of the sets 

C'A y' then it must .satisfy this condition for any v that is a sum of 

such vectors. Hence it lies in the right-hand side. Conversely, if 

Im k is such that this condition Im(k - k)•v _:: 0 is satisfied for 

all v that can be written as sums of v's from the various sets 
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C~r' then this condition must hold for all v's in each of these 

sets C~r· Hence Im k must lie in the set on the left-hand side of 

(A.l9). This confirms (A.l9). 

The desired identity (A.l8) follows from (A.i9) and the identity 

(A.20) 

(v: Im(k - k)·v ~ 0 for all Im k such that 

Im(k- k)·v' ~ 0 for all v' in C~(k)} 

(A.21) 

It is clear from this definition that ~f v is in C~(k) then it is 

also in [C~(k)]++: 

(A.22) 

To prove the converse- suppose. v is not in C~ (k). We must 

find some real vector Im k such that Im(k- k)·v' > 0 for all v' 

in C~(k), but Im(k- k)·v < 0. This will show that the point v is 

not in [C~(k)]++. 

The required Im k can be constructed as follows: 
I 

Let v 

be the point not in. C~(k). Consider the set of closed balls (in the 

Euclidean metric) centered at v. Let B(v) be the smallest one of 

these balls that intersects the convex set C~(k). The tangent hyper

plane at the unique point of contact divides the whole space of v's 

into two half-spaces one of which, called H(v), intersects B(v) 

only at the point of contact. 

The set C~(k) must lie .in .H(v). For if any point in the 

complement of H(v) were in C~(k) then the convexity property of 

c~(k) would entail that some point in the interior of B(v) would lie 

in C~(k), contrary to the property that B(v} is the smallest ball 

centered at v that contains points of C~ (k). This means that H(v) 

is one of the bounding half-spaces of C~(k); i.e, the whole set 

C~(k) lies in H(v), and the boundary oH(v) of H(v) contains at 

least one point of C~(k). 

The boundary oH(if} may contain more than one point of c~(k). 

In fact, if it contains any interior point of any ray that lies in 

c~(k) then it must contain the whole ray, since otherwise the whole 

set C~(k) would not lie in H(v). But the point of contact vc 

between B(v) and C~(k) is either an interior point of some ray that 

lies in C~ (k) or it is the·. origin v = 0. Thus the origin lies on oH( v). 

The point vc lies at the point of contact of B(v) and H(v). 

Thus the half space H(v) is defined by 

H(v) 

where 

Since v lies on oH(v) one has c 

and hence 

v! (v - v). • 
~~-~ c ~~-~ 

But then the required real vector Im k can be defined by 

Im(k - k)~ = (v - v). • 
~ c ~~-~ 

·(A.23) 

(A.24) 

(A.25) 

(A.26) 

(A.27) 

c..• • 
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3· Proof of Theorem 3·3· 

The arguments given in the proof of Theorem 3.1 show that if 

the function is ¢-singular at k on 0 
or:>-. , then the function 

SA. (k) is singular at all points on the surface ¢(k) = 0 that lie in 

some neighborhood of k. We shall prove· the theorem by shoWing that 

the sur.face ¢(k) = 0 either has the required form; or penetrates 

into r arbitrarily close to k. 
A.-

.The second possibility is ruled 

out by the fact that SA. (k) is analytic in r ;>..' 

Because o¢' (k' )/oklO f 0 the surface ¢' (k') 

6 
expressed'near k' in the form 

0 can be 

(A.28) 

where r(kli,kj) is analytic in a neighborhood of Ckii~kj), and 

vanishes at kj. = kj (all j -f 1). If r(kli, kj) is identically 

zero then the th~orem is proved by defining the required function 

'0 'i- ) 
kl - f(k ,kj . (A.29) 

To complete the proof we will show that if r(kli' kj) is not 

identically zero, then the surface ¢(k) = 0 enters rA. arbitrarily 

close to k. 

If r(kli'kj) is not identically zero then there must be some 

j > 1, which we call j = 2, some ~ = 0,1,2, or 3, and some n > 1 

such that 

(A.30) 

where kj 

a(k' i k'~) 
. 1 ' J 
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is the set of k:v for j f 1 and (j,v) f (2,~); 
J 

is an analytic function of its arguments that is not 

identically zero near (kli,kj); and r'(kii,kj) is either identically 

zero or is of order higher than n in (k:2 ~ - k2 ~). Since 

a(kii,kj) is not identically equal to zero near <kii,kj) one can 

find points arbitrarily close to (kii,kj) such that a(kli,kj) f 0 

at these points. Because a(kli,kj) is analytic, these points can 

be taken to lie in the set 
i 

Im kl = 0. 

Fo~ any neighborhood ~ of k' we can therefore find a 

point k' with Im kii = 0 

(k' i k' ~ k") lies i~ .ryv for 
1 ' 2 ' j 

such that a(kii,kj) is nonzero and 

lk2~ - K2~1 sufficiently small. Take 

lkt - k'~l small enough so that the magnitude of the second term 

on the right-hand side of (A.30) is very small compared to the first 

term. Then consider 

Im f(ki\kj) + Im[a(ki\kj)(k2~- kt)n] + Im r.' (k'\kj). 

(A.3l) 

The first term on the right-hand side is zero, because f(kli,kj) 

is by hypothesis a real analytic function of the arguments 

these are by construction real. The phase of (k:2~ - k2~) 

i 
ki , and 

can be 

adjusted so that the second term times a is positive, and large 
A.Y 

compared to the last term. But then the point k' defined by (A.31) 

lies in the k'-space image of rA.. This gives the desired 

contradiction. 
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