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Abstract
Scale-noninvariance is observed in 150 and 56 GeV muon scattering fram an
iron target. In the range 1<g’<d0 (GeV/c)?, Wi, rises with q° at‘fi.xe'd w26
and falls at w” 'S 6. The scale-breaking is statistically and systematically
significant, and persists with alternate choices of scaling varisble. It is
parameterized roughly by a constant b = 321n(wW,) /31n (u” )oln(g®) with a value

near 0.09.
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" Indications of scale-noninvariance in inelastic muon scattering from an
iron target have been reported'!), most recently in ratios'? of cross-sections
in beams of 150 and 56 GeV. ‘lhisxgtmrcaq:arestrasecross-secumswxd\
lower-energy elecu:m—scattering valuesm . th.hm fixed bands of w, vari-
atims of \WZ“) are evaluated over the full qz range of the data, w,_
with acmrate Monte Carlo simulation of the a@e:mt, a scaling test mare
Precise than in Ref. 2 is possible. '

The muon spectzmeter was described earlier‘), Events vere identified,
fii, and cut as recently zeported , except that event selection to .e;uate
the 150 and 56 GeV beam radius distributions was mt.requixed. . Data collected .
with two spectrameter configurations at each beam emergy first were tested for
inte.rnai consistency by camparing ratios of data to Monte Carlo rates in caraon
bins smaller than the experimental resolution. Similar comparisons then tested

the cmsistem'y of data at the two energies. In all cases the confidence

" levels estAblisked good consistency, permitting the merger of the f_our samples.

The Monte Carlo simulation generated events using a par.metenzaum of
W, (") £rom electron-scattering data'®) with R = 0.18. The iron target muc-
leus was modeled as a oollection of nucleons in Fermi motion'®. Radiative
corrections used a peaking approximation differing £mﬁ the r.mre,exacc cor-
rection'”) by'less than 3%, The correction for coherent wide-angle bramsstrah-
lung rose from less than 3% for w<20 to 15% at w near 508, The simiated
muons -suffered Coulamb scattering, energy loss, stragyling from u-e scattering
and bremsstrahlung in the iron, and‘misreasuratent by the spark chambers. Fur-
ther analysis treated real and simulated data identically.

A number of tests establish the accuracy of the smulatm Shapes of
real and simulated distributions in aznmt.h and radius of tracks near fiducial
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poundaries agree well., The simulation acoounts for tails in distnbuums of
xzand:ecmstmctedmerqyt)maghz.sécadesinpopnatim. Also,. n:ac-
curately models differences between momentum reconstruction algoritims vhich
use different points on the muon trajectories. We believe that inaccuracies
in similating the acceptance and resolution contribute negligibly to the over-
all error. - .

Ratios of observed to simulated event rates are shown in Fig. 1l(a)-(h)
against a logarithmic scale in q2 for 8 overlapping bands of w(g)_ Results of
straight-line fits to these data pointsalong with the widths of the w bands are
glveni.n'rable 1. The points show a nsmgt.rendwlthq at high w, and a
falling trend at low w. Fltungapwer-ladq-depexﬂence meadxmbandyxelds
ancverallx of456fot51degreesof freedom. Scale-invariance in w” requires
eadxsetofpomcsmembitmq-aqmdeme 'Bushypodesxsraisesthexz
by 36.6 with the addition of 8 degrees of freedom. St.atlst:.cally, such a fluc-
tuation has a probability smaller than 2 x 107>, These 8 fitted slopes
am»w (0”,q )/auq are plotted vs. w in Fig. 2(a}. In the range of these data,
the scale—breakmg may be parameterized by a quantity b= =32 ln(VW )/Bln(w’)aln(qz).
If:.rxnpemientofboﬂxq and w, bhasthemagnltutko 099t 0. 018

The scale-nonmvanant result is stable. S_ubsaxrples of data from indi-
vidual spectrometer configurations or beam energies give values of b consistent
with t:he overall result but not with zero. Agreament is excellent w1th the
value of b recently otxaueduo)usug a differant analysis philosophy.

Figure 2(b) displays t.he stmcture function used in the Monte Carlo, and
Fig. 2(c) shows ratios of the cbserved W, to that function at q2 = 3 (Gev/o)2.

'l‘he elecuurm\cleus(n)scattermg result:s(3 12)axve cms:.stmt with these values

i
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within the nommalization uncertainties (Fig. 2 caption). It is apparent that
the parameterization of \Mz(w’) used in the Monte Carlo predicts smaller cross-
sections at large w than cbserved here and in recent electron-scattering.
tal2), A better parameterization, indicated by the dashed line in Fig. 2(),
makes the ratios in each of Fig. (a)-(h) near unity when averaged over g°.
Refitting the slopes yields a result similar to that above, b = 0.090 ¢ 0.018.
Normalization and energy calibration of the data followed the procedures
recently discussed'?), and daminate the systematic error in b (Fig. 2(a)). Un-
certainties of 10% (7%) are ascribed to absolute (relative) normalization of
data at the two beam energies. The 1% uncertainties in scattered muon energy -
calibration at each beam energy are correlated to yield a 1% relative error.
The systematic error in b is $0.032 with only this correlation, rising to :0,041
with worst-case correlation of 150 GeV energy calibration and normalization.
That is, b would lie near zero if, at 150 GeV, scattered energies were raised
by 2.6% and cross-sections simultanecusly were reduced by 18%. However, these
shifts would only. transform t.he‘ form of the scale-breaking into a relative de-
pletion of event rate at 150 GeV. Moreover, the x2 which measures the overall
swothness and consistency of data at the two energies would rise by more than
40 if these shifts were imposed. Reasanably correlating all errors, b is ,
0.09 ¢ 0.04, exceeding zero with 98% confidence.

The scale-noninvariance is insensitive to the assumed form of vwz (),

- because the data are analyzed within bands of w3, aoices of W, (w”) 12

which are different from those above produce perturbations in b smaller than 10%.
'lﬁe qz-dependence of sz for w ¢ 6 is coupled tovthe assumed form of its
approach to asynptotic behaviar, Use of w as a scaling variable increases the

scale-noninvariance in this range (Fig. 2(a)), while use of (o + 1.4/g%)
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largely cancels it, Cxxnlerggly, ﬂéqz-dépjaﬂenc_eofwz for w 2 6 is incon~
sistent with scaling in any‘va;:iable differing from w by terms of order Mz/v:;2
since W, is nearly independent of w in this rm:gg.- If wzz depends upon w

and also upon a second variable Uy defined by two adjustable parmete.rs(u),
‘the data can be fit wit-hin._systamdc errors (Fig. 2(a)). Ignoring all data

‘with q2 < 4 raises the confidence ‘level for scaling in w” to 148. Variation

of R between = at q2 =1and 0 at q2 = 5“((‘eV/c)2 can account for only 1/4 of

the scale-noninvariance at w = 25, v

Therisinng-dependaweof\wz at w 2 6 might be attributed to excitation
of new hadronic degrees of freedam'15); with the opposite behaviar for w < 6
offset by a clairvoyant choicé of scaling variable, Field theoriesus) with
anamalous dimensions or asymptotic fregdcm predict scale—mmnvananoe at both
lov and high w of a character”) similar to that observed here,

While adequately describing the scale-noninvariance, the logarithmic fits
serve anly to provide a mumerical basis for discussion of the effect. They
neither predict the behavior of data in extended ranges of q° and w, nar anti-
cipate the results of more exact fits to the form Of Wi, which will be published

elsewhere, ’weexpressagainoxg’ratiuﬂe‘wanm\otave contributed to this

experiment.
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Table 1. ln(data/MC) fit to ctbln(g2/3)

.Wa’M c= b= t con-
) w fidence

3.5 0.60 0.04:0.07 -0.076£0.031 54
3.8 0.53 0.07:0.07 ~0.064+0.028 80
4.7 0.52 0.12:0.04 ~0.017:0.033 73

. 5.9 0.56 0.130.03 0.043:0.032 69
" 8.3 0.60 0.1940.02 . 0.03820,031 77
12.3 0.58 0,17:0.03 0.052¢0.036 10
19.7 0,58 0.20:0.03 0.166:0.043 19
32.8 0.66 0.14:0.04 0.107:0.049 38
fits to all 8 w bands 52

3 Defined in Ref. 9.

4

Figure Captions
Figure 1. Ratio of observed to similated event rate vs. q2 for 8 rang&s of

w, Wldths of t.hese ranges and parameters of the straight-lim fxt.s are de- :

tailed in Table 1. Errors are sbausucal

Figﬁfe 2. (a) Fit slopes in ln(g?) for the 8 w ranges. Errors are statist-
ical. Dashed lines depict effects of (1) raising E* by 1% at 150 GeV, (2)
same at 56 GeV, (3) réising 150 GeV cross-sections by 78. Assuming scaling in
w rather than w” in the Monte Carlo yields the points indicated by "X". Using
the fom in Ref. 14 yields the diamond-shaped points. (b) Wi, (w,q°=3) per
nucleon used in the Monte Carlo, with scaling in u” and R = 0.18. The dashed
line is the altemate fom described in the text. (c) Ratio of Wi, at g%=3
to the form in (b). Ermrsmmmdaca, fmnfxtsdetaxledm'mble 1, in-

clude enexgy calibration errors but not the normalization error of +10%.

) &mrsmSUC—MTeDscattermgdatadomtuwladesystamucmcermnw

of4—6% (Ref. 3). 'meel"epoin:susecmaanedeutenmdatathhl\-depm-
dences from Ref. 12, Their systematic errors relative to deuterium are 7%.
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