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Abstract 

Scale-n:ninvariance is observed in 150 and 56 GeV 1I1IJClll scatterin; fran an 

irm target. In the range l<q2<40 (GeV/cl 2 , vw
2 

rises with q2 at .f~ w' ~ 6 

and falls at w' S 6. 'lbe scal.e-brealtin is statistically and systematically 

significant, and persists with .Uternate cb:>ioes of scalinq variable. It is 

parameterized roogh.ly by a constant b = a2l.n(VW
2
)/31n(w')al.n(q

2l with a value 

near 0.09, 
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Indicaticns of scale-noninvarianoe in inelastic llilOil ·scattering fran an 

irm tax9et have been reported(!) , IID6t recently in ratios (2) of cross-sectiala 

in beams of 150 and 56 GeV. This Letter o:rcpares these cross-l;eCtia\s with 

l~ electron-scattering values (J). Within fixed .. bands of w, vari

aticns of vw
2 

(4) are evaluated over the full q2 range of the data. 'lbereby ,_ 

with accurate lltlnte carlo si.Dulatial of the experinent, a scaling test rore 

precise than in Ref. 2 is possible. 

'lbe llilOil spectraneter ~ ~ibed earlier <ll • Events were identifioo, 

fit, and ~ as recently reported (2), except that event selecti.al to e.:{uate 

the 150 and . 56 GiN beam radius distrillutials was not require.l. Data oollected 

with two spect.raneter cxnfiguraticns at each beam ererqy fi,rst were tested· =or 
internal ccnsistency by cmparing ratios of data to Jlb\te carlo rates in cu.r.rn 

bins snaller than the experinental resolut.ial, Similar curparisa:s then t.C!Sted 

the ocnsistency of data at the two energies. In all cases the cxnfideaoe 

levels established good ccnsistency, permitting the nerger of the four 5a!!Fles. 

'lbe Monte carlo si.Dulaticn generated events using a para:reterizatian of 

vw2 (w') fran electron-scattering data (Sl, with R = 0.18. The iron targC!t nuc

ieus was m:xleloo as a oollecticn of nucleons in Fermi l!Otion (6). P.adiati~ 

oorrecticns used a peaking approximaticn differ in; fran the rrore _exact ~ 

recticn (7) by' less than 3%. 'lbe ooi-rection for coherent wide-angle brJt~Sstrah

lung rose fran less than 3% for w < 20 to 15\ at w near SO (B). The sir.ulated 

mucns .suffered Coularil scattering, energy loss, straggling fran 11-e scattering 

and br~strahlung in the iron, and misreasurarent by the spark chamers. Fur

~ analysis treated real and sinulated data identically. 

A nlDtler of tests establish the accuracy of the si;'lul.atial. Shapes of. 

real and si.Dulated distributicns in azinuth and radius of tracks near fiducial 
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bomdarles aqree 111ell. 'Dle sillulatial IIOCDI.Klts far tails in distributialS of 

i and IeCCilSt.ructed errerqy through 2.5 decades in popul.atial. Also, it ac

curately I!Ddels differenceS bet1lleen IIDII!IltuD racxnstruction algoritlllls ..nich 

use different points on the lllDI trajectories. We bel.ielle that inaccuracies 

in silrulating the aooept:ana;~ and resolution contribute negligibly to the over-

all error. 

Ratios of observed to silrulated event rates are shcwl in Fig. 1 (a)- (h) 

against a logarithnic scale in q2 for 8 Olo'erlappin:J bands of ~o~ 191 • Results of 

st.r.aicjlt:-line fits to these data pililts along with the widths of the "' bands are 

given in Table 1. 'Dle points sto.r a risin:J trend with q
2 

at high w, and a 

falling trend at low w. Fitting a power-law q2-dependenee in each w band yields 

an overall x2 of 45.6 for 51 degrees of freedall. Scale-invariance in w' requires 

each set of p:»nts to .exhibit no q2-&!perldenoe. '1his ~is raises the i 
by 36.6 with the addition of 8 degrees of freedall. Statistically, such a fluc

tuation has a pxdlability smaller than 2 x 10-S. 'lhese 8 fitted slopes 

a1n\M
2 

(w' ,q2)/alni are plotted vs. w in Fig. 2 (a). In the range of these data, 

the scale-brei!kin1 may be paraneterized by a quantity b = a2
ln<vW2)/3 ln (w)aln (c(>. 

If i.ndeperdent of both q2 and w, !!. has the magniti.D! 0.099 t 0.018. 

'Dle ~e-noninvariant result is stable. ~les of data fran. indi

vidual spectrc:rooter configurations ar beam energies give values of !!. consistent 

with the overall result but not with zero. l\greSilent is excellent with the 

value of!!. recently obtained(lO)usin:j a different analysis J;hllosophy. 

Figure 2 (b) displays the structure function used in the ~te Carlo, and 

. 2 2 
Fig. 2(c) s1nm ratios of the observed -.M

2 
to that function at q = 3 (GeV/c) • 

'Dle el.ectxal-nUCleus (11) scatterin;J results <3•12l are consistent with these values 

-• 
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within the OOllllalization uncertainties (Fig. 2 caption). It is awarent that 

the paraileterization of -M2 (w') used in the M:nte Carlo predicts snaller ct'l:liSS

sections at large w than OOserved hlmi and in recent electrtrl-scatterin:J 

data <12>. A better parateterization, indicated by the dashed line in Fig. 2 (b), 

IIBkes the ratios in each of Fig. 1 (af- (h) near unity ....nen avera<JE!d ~ q2
• 

Refitting the slopes yields a result similar to that above, b • 0.090 t 0.018. 

Notlnallzatioo and energy calibratioo of the data follOooled the procedures 

recently discussed 12), and daninate the systanatic error in !!, (Fig. 2 (a)). lh

certainties of 10% (7%) are ascribed to absolute (relative) normalization of 

data at the tloQ beam energies. 'Dle 1% uncertainties in scattered lllDI energy · 

calibraticn at each beam energy are correlated to yield a 1% relative er.ror. 

'Dle systanatic error in!!_ is t0.032 with cnly this correlaticn, rising to ±0.041 

with worst-case oorrelaticn of 150 GeV energy calibration and normalization. 

'n1at is, !!_would lie near zero if, at 150 GeV, scattered energies were raised 

by 2.6% and cross-sections si.nultaneously were reduced by 18%. ~ver, these 

shifts would cnly transform the foDll of the scale-breaking into a relative de

pletioo of event r.ute at 1so· GeV. ~eover, the l which measures the overall 

SIIDOthness and oc:nsistency of data at the tw:> energies 1oQl].d rise ~ nore than 

40 if these shifts were inp;)sed. Feascnably correlating all errors, b is 

0.09 ! 0.04, exceeding zero with 98% ooofidence; 

'Dle scale-noninvarianoe is insensitive to the assurod foDD of \IW
2 

(w'), 

·because the data are analyzed within bands of w (l3). Choices of -.M
2 

(w') (l2) 

whidl are different fran those above prcxluce pert:urbatioos in ~ sr.aller than 10%. 

'Dle l-dependeooe of -M
2 

for w ~ 6 is coupled to the ass\.ltei fom of its 

approach to a&}'llt>totic behavior. Use of w as a scaling variable increases the 

~variance in this range (Fig. 2(a)), ..nile use of (w + 1.4/q2) 

-";/-
., 
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. 2 
largely canoels it, Oonver&el.y, the q ""1iepee..n.. ...... _ ...;derJ~an.IICe""_ of \M

2 
for w :: 6 is incxn-

sistent with scaling in art;{. ~iable differing fran w by teDDs of order tf 1l 
since \M2 is nearly independent of w in this range, If \M

2 
depends upcn w 

and also upcn a seoond variab~ "W ~ined by. two adjustable parmneters (14), 

the data can be fit within systsiBtic errors (Fig. 2 (a)), Ignoring all data 

·with q
2 

·< 4 raises the CDlfidence level for scaling in w~ to 14%, Variatial 

of R between"'. at q
2 

= 1 and 0 at q
2 = 5 (GeV/c) 2 can aooount for cnl.y l/4 of 

the scale-ooninvari.anoe at w = 25. 

'!he rising q
2 ~ of \M2 at w i 6 might be attributed to excitatial 

of new hadrmic degrees of freedan (15) , with the qJpO&ite behavior for w i 6 

offset by a clairvoyant choice of scaling variable. Field theories (l6) with 

ananalous dir.ensi.oos or asz'IIPtotic f~ predict scale-ooninvarianoe at both 

!at and high w of a character(171 similar to that Cll:lselved here. 

~'bile adequately describing the scale-ncninvarianoe, the logaritmrl.c fits 

serve cnl.y to prOifide a rullerical basis for discussial of the effect. '!hey 

neither predict the behavior of data in extended ranges of q2 and w, oor anti

cipate the results of RDre elfact fits to the foiiii of \M
2 

which .will be published 

elsewhere, We express aqain our gratitude to all lob:l have cxntrilluted to this 
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Table 1. ln(datajt:C) fit to c+bln(q2/3) 

<w>a.S(w)a c • 
w 

b = % oon-
fidenoe 

3.5 0.60 0.04t0.01 -0.076±0.031 54 

3.8 0.53 0.07t0.07 -0.064t0.028 80 

4.7 0.52 0.12±0.04 -0.017±0.033 73 

5.9 0.56 0.13±0.03 0.043±0.032 69 

8.3 0.60 0.19±0.02 0.038±0.031 77 

12.3 0.58_0.17±0.03 0.052±0.036 10 
19.7 0.58 0~20i0.03 0.166:t0.043 19 

32.8 0.66 0.14±0.04 0.107±0.049 38 

fits to all 8 fll baOOs 52 

a Defined in Ref. 9. 
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Figure capticns 

Figure 1. Ratio of observed to sinulated event rate vs. q2 for 8 ranges of 

w. Widths of these _ranges and paraneters of the straight-line fits are de

tailed in Table 1. Error$ are statistical. 

Figure 2. (a) Fit slq:es in ln(q2) for the 8 w rcmoes. Errors are statist

ical. Dashed lines depict effects of (l) raising E~ by l\ at 150 GeV, (2) 

&aile at 56 GeV, (3) raising 150 .GeV eross-secticns by 7%. Asslming ~ in 

w rather than w~ in the ~t:lnte Carlo yields the points indicated by •x-. Using 

the form in Ref. 1.4 yields the diarrald-shaped points. (b) \A-12 (w,q2=3) per 

nuclecn used in the M:mte Carlo, with scaling in w~ and R = 0.18. '!be dashed 

line is the alternate form described in the text. (c) Ratio of vw2 at (.?=3 
to .the .form in (b), Errors en nu:n data, fran fits detailed in Table 1, in

cl\.D! energy calibraticn errors but oot the nmrnalizaticn error of tlO%. 

Errors en SII!C-MIT e -D scattering data do not. include systEmatic unoert.ainties 

of 4-6\ (Ref, 3). 'Dla e -Fe points use the same deuteri\111 data with A-depen

dences fran Ref. 12. 'ltleir systematic errors relative to deuteriiD are 7\, 

-· 
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