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FAR INFRARED SPECTROSCOPY OF SOLIDS:.
I.  IMPURITY STATES IN Al,03
II. ELECTRON-HOLE DROPLETS IN Ge

‘Richard Lawrence Aurbach
Inorganic Materials Research Division, Lawrence Berkeley Laboratory

and Department of Physics; University of California
 Berkeley, California 94720

ABSTRACT

" Far infrared Fourier transform'spectroécopy has been used to study

the lowvlying vibronic states of Mn3+.in A1203 and the. plasma absorption

of electron-hole droplets in Ge. The tranémission of Mn-doped samples

of A1203 was measured in the freduency range frbm 3-30 cm_1 in applied

" magnetic fieldspup to 50 kG. Absorption lines were obserﬁed due to

both ground and excited state transitions. Polarization measurements

‘established that these absorﬁtion lines were due to élecﬁric'dipolé
transitibné. Temperature dependencé measﬁrements were used to defiVe
a level diagram for the low lying states of Mn3+. A'phenomenologiéal
model based on an electronic Hamiltonian was developed which success-
fully describes the data.. The empiriéally determined trigdna1vfield
and spin—ofbit quenching parameters of this model are~O.7 énd 0;1
reépec;iVely. This quenching is attributed to the»dynamic-Jahh—Teiler
interéction, |
The plasma absorption of Small'(a) electronehole.drops in Ge wés
measured iﬁ.the freduency range from 30—300 cm_l; Thé observed

absorption is in good agreement with measurements by Vavilov and other

workers. A theoretical model which includes both intraband and

L6608 0 0
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interband contributions to the dielectric consgant iﬁ the Rayleigh

limit of Mie theory is used td describe the observed lineshape.
Measurements of plasma absorption of large (Y) drops in inhomogeneously
stressed Ge were made ‘in magnetic fields up to 50 kG. The lineshape

at zero appiied field was calculated in the large sphere limit of

Mie theory including intraband terms and a zerb—stfain interband term.
Qualitative agreemént with experiment was obtéined. The peak absorption
shifted QQadratically with applied magnetic field and ﬁhe totai plasma
aBsorption increased. No oscillatory structuré was observed in the

field-dependehce of the total absorption.

‘c



I. INTRODUCTION

" In many solids the energies of interesting electronic and

vibrational excitations are in the meV range. Often theée excitations

interact with electromagnetié radiation and may'theh be studied by

observing the optical properties of the solid in the far infrared

region of the'spectrum. In this paper I discuss,experiments performed

: onhtwo'such'systems:' transition metal ions in Al.0. and electron-hole

_ 273
drdpléts in Ge.
‘Although the electronic properties of transition metal ions in

solids have been exfensively studiedlm4 many interesting problems

‘remain. One area of ‘continuing interest is systems in which the

electronic excitations of isolated transition metal ions interact

with the ?ibrational excitations of the host solid through the Jahn-

Teller interaction. Examples of such systems are the 3dé ions Mn3+

and Cr2+'in A1203. The Jahn-Teller effect canvbe understobd in the
following way. When an impurity ioﬁ is placed in a host crystal,

the free-ion electronic energy structure is modified by lécal electric
fields at the ion site. Thése elecfric fields arise from the local
envi?onﬁent of the host latticé,‘With the‘largest cqntriﬂufion coming

from the nea;eét neighbor atoms. If the ground state of the impurity .

~in the host ié orbitally degenerate, then it has been showns that the

.systém is uhstable with respect to displacements which lower the

symmetry of the environment. That is, a distortion of the local

enviromment will split the orbitally degenérate g;ound state of the



impurity.in such ‘a way thgt the total energy of the_system will be -

lowered. The distortion may be ‘either static or dynamic. In a static

‘(.‘

.distortidn’the time-averaged position of thé atoms is:changed.‘ In-
somevmaterials the static‘jéhh—Téller interacfién:is the'cauéé-of_é ¢
structdrql pHase'tréﬁéitioﬁ."In a'dynamié distortion the mean positions
of'thé atoms rem;in;unchéngéd but.tﬁe atomS'Qibfafe:betweeﬁ lower
symﬁetry'cohfigurations. 'Iﬁ;this ca#e the Jaﬁﬁ-Téliérvinteréction may
be-ﬁhought'of as an in%eraction between the electronic stétgs'of the
imﬁurity-atom and the yibfational'stateS‘of thé host.lattice. -The
resﬁltaﬁt mixed or‘"vibroﬁic".statés_éré interesﬁing to'study'because
they provide information on the‘nafure of the interaﬁtion.

| : The‘traésmissioh 6f several saﬁples of Mn—dbpgd AlZO3 ﬁaév studied
.in the freqﬁency range from 3-30 cm_1 in applied magnéticzfields up

to 50-kG;_ Temperatﬁre dgpendence méasurements were used to differentiate
between grouﬁd and excited stéte_transitions.Avfolarizatién ﬁeagureﬁéﬁﬁs
revealed that the observed'ébSOrptiOn lineé were dﬁe to electrié,dipole v
transitions. Since_a‘thepfy of the vibronic‘states of this ibn is:
quite complicated,a phenomehological theory ﬁés deveioped; The
éiectroniq.Hamiltonién of Mn3+ iq'the absence of the Jahn-Teller éffect
may be eaéil& written. 1 attempted tb study hoﬁ‘wéll such a“Haﬁiltohian - A
'céuid-bé used to characterize the &ibronic states. By allowing'ﬁhe ’
strengths-of the various terms in the Hamiltoniaﬁ tq be adjustable;

parameters, it was found that this phehomenological Hamiltonian

provided aﬁ excellent descripfion of the dataf The émount;that various

parameters were adjusfed must then be related in some way to the



Jahn-Teller interaction in this system. '

Another intérestiqg system which I have studied is the électron;
hole dropiet in Ge. If Ge is illuminated with band-gap 'radiiaition, '
exeitoﬁs.are formed. At low_temperatﬁres and suffidieﬁtly high levels
of fadiatioh, tﬁe e#citons will condense and form é liquid phase
consisting of an electron-hole plasma.b Wé may understand tﬁe condensa~
tion by following the theoreticai mOdel'of‘Bénqit'a la Guillaume,

6 R . . R .
et al. At low excitation levels, the low-energy electronic excitations

in Ge may be described as free Wannier excitons. At high light levels,

however, the density of excitons is so high that considerable overlap
occuré'and a free_exciton picture is no longe; valid:v~Thé system may
then be_coﬁsidered a two—éomponent plasma in the'Hartreé-chk
approximatioﬁ,_ The mean energy of an electron-hole pair contains
contributions from the mean kinetic and exéhangé energies of ﬁhe

electroﬁs and hoies; the gap energy, and the correlation energy.

4Coulombic terms cancel in a mean-field approximation. Since the

kinetic and exchange energies have opposite signs, a minimum can occur
in the average pair ehergy'as a function of density.
The plasma frequency of this two-component plasma is given by

2 _ 4ﬂne2

w =
m*e
P %0

where n.=2..3x1017,'cm-»_3 is the density, m#=.078 m  is the effective
- ) _ e .
mass, andvs0 is the static dielectric constant of Ge. :Since w

is about 16 meV, the far infrared region of the spectrum is the

666 /08 b0 000



appropriate.frequency range to study plasma effects in the optical
properties of the electron-hole arop. In unétrained Ge small (a)

drops are formed with radii of aroﬁnd 2 microns and lifetimes of

around 40 us. In inhomogeneously stfessed-Ge,“lérge ) dropé may be
formed at Fhe ﬁaximum stress points with radii of around 300 microns

and lifetimes of 400 us. We have measured the plasma absorption of

both o and Y drops in the fange'from 10-300 cm 1. The'effect of applied
magnetic fields on the plasma,absorption of yY-drops.has also been
studied.

The éxpériments déscribed above were pefformed using the techniques
of Fourier transform spectroscopy. Several advancés in thié_technique
are 5130 described in this thesis. A new spectrdmeter has been
developed which proﬁides'substantial improyéments'0ver conventional
MichelsonAin;erferometers. This instrument, the polarizing Michelson
interferometer, uses a polarizer as a beam—splitfing element. Since
"a free standing wire grid is a nearly perfect far infrared polérizer,"
it can also be used as a hearly perfect beamsplitter. Imn addition
to the spectrometer, a-computer-based data acquisition and aﬁalysis
system has been developed which  takes advaﬁtége of recent
advances in electronics technology to provide on-line aata‘acquisition,
control, and Fourier analysis functions.

In Chapter II, the polarizing interferometer is discussed. The

hardware and software developed for the computer based'data‘acquisition’

system aredescribed in Chapter III. Experiments on A1203:Mn3+ and the



phenomenological theory developed to descfibe thé'results of thesé
experiments are detailed in Chapter IV. Resulfs of measurements df
Y—irradiate& ruby are briefly described in Chapter V. The measqreménts
of plasma absorption of electron-hole droplets in Ge are discussed

~in Chapter VI.
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II. FOURIER TRANSFORM SPECTROMETERS

One of the.most widely used instruments for far infrared Fourier
Tr;nsfdrm Spéctrbécopi (FTS) is the.Michelsén interferometer (MI).
Recently;'Martin and.Puplett1 have shown that the performance of a MI
may be impro&ed by using a polarizing beamsplitter. The resultant
instrument,.which I call a Polarizing Michelson Interferometer (PMI)

has. been used successfully for astrophysical measurements.2 In this

chapter I shall discuss in detail the theory of the PMI and its

construction and use for laboratory applications.

A. Conventional Michelson Interferometer

In order to provide a baéis for comparison, the conventional MI
is shown in Fig. l(a).»'The.monochrométic incident beam has amplitude
i,. The beamsplitter B has cbmplgx’amplitude refleétiqn and trans-
i respectively. The beam which is

reflected from the movable mirror M2 has_a'phase shift of e1A relative -

to the beam which is reflected from the fixed mirrot_due to the ﬁath

difference 8 between the two arms of the interferometer.

A= 2198 , : : (1)

v . -1 : e
where v is the wavenumber in cm ~. There are two output beams, labeled

and i . The intensities of these beams are given‘by
det src _ L
1 = |1 rel® el 1+ iA)lz
det Vv ” . e.
= 21 RT(1 + cosh) - o @

feoceneknnopo



Output i src

M2
- :

—_——»
Input i,

lOutpuf idet
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- 0.2F -1

ol i 1
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Frequency {cm™')

(b e
XBL 758-7000

Fig. 1. Michelson Interferometer.



and .
' 2
_ 2 218 2 2i¢ diA,
ISrc : | v (r’e + te”T e )|
2 2 . '
=1, {R” + T + 2RT cos [2(6-¢) +A]} . - (3)
. ' .2 2 2 NS
respectively, where-Iv = 1v , R=1r", and T = t~. If the beamsplitter
is nonabsorbing, conservation of energy requlres'that Iv = Idet + Isrcf'
' This will be the case provided that> |
6-6 = (2u#) T, n=1,23,... . SRS

Most laboratory interferometers, such as the one shown in Fig. 2,

collect only the beam I . Double beanm operation is possible,

‘ det
however. Suppose that we collect both output beams, but with a sample

of transmittance T in the I beam. Then I =1 4 T1, .. ’Assuming
' . src “det

det
that the beamsplitter is nonabsorbing (R+T=1), we get

I = I {1-2RT(1-T) - 2RT(1-T) cosA} . (5

Conventional far infrared‘MI's’use a dielectrié beamsplitter
-made'of‘a thin film of Mylar. If we negiect'the ébédrbtion of the
Mylar, the properties ‘of such a.beamsplitter may -easily be‘célculated;
The transmission and refiection are determiﬁed'b&-the single surfaée
Ffesnel'éoéffieientsﬁ?and'T and fhe Fabry-Perot inteérference inside the
dielectric'film; For light polarized perpehdicular and parallel to

' L.y : ' ;s 5
the plane of incidence, the Fresnel coefficients are™ .

0080000
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2
sin (Gi -086)

. ,
| = T =1 - & (6)
.L . 2 b l . .L b
sin (Bi + Gt)
and v 9 . v
" tan (Gi - Gt) ‘ :
) = S T I ™

- 2
tan (ei + St)

respectively, where Qi is the angle of incidence (45° in this case) and
et is the angle of the refracted ray inside the dielec;rié, Fabry-

Perot effects are expressed in terms of a phase function ¥.
Y = 4mnvd cos®_, - (8)

where n is the index of refraction. (1.75 for Mylar in the far infrared),
Vv is the wavenumber in cm_l and - d is the thickness of the beamsplitter.

The beamsplitter efficiency for one polarization is € = 4RT.

&ﬁT?(l - cosy)

. 9
(1 + & - 2Rcosy)?

g =

This function has zeros when =0, 27, 4m,... . For frequencies near
zero, £ is proportional to vz. The maxima of € occur when Y=m, 3w,
5T, ..., with the peak efficiency being given by

16RT2
€ ax = 4
n (1+8)

The efficiengy for unpolarized light'is the averagé of the efficiencies

for the two orthogonal polarizations

4 L
e=5 (g +e)

: - 1oy .
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which for Mylar has a peak value of roughly 65%. 1In Fig. 1(b) the
theoretical'efficiency of a .00762 cm (3 mil) Mylar beamsplitter is .

plotted.

B. The Free-Standing Wire Grid Polarizer

The major weakness of the conventional MI is the beamsplitter
efficiency. The zeros in the efficiency create COnéiderable
inconvenience in making broad-band measurements. In addition thé
peak efficiency is nét as high és one would like. These weaknesses
are intrinsic in the use of a dielectric beamsplitter. A new type of
beamsplitter is required if the efficiency is to be improved.

It is apparent that a perfect polarizer would be a perfect
beamsplifter fdr_linearly polarized light. At far infrared wavelengths,
a one-dimensional free-standing grid bf parallel wires makes;a nearly
ideal polarizer for wavelengths loqg compared to the wire spacing.
Moreover, thin tungsten wires are sﬁfficiéntly strong that construction
of freeStanding wire polarizers is feasible for use below 200‘cm_1;
Since freestandiﬂg polarizers lack a dielectric sﬁbstrate, tﬁey are
particularly éppealing in this context.

THe prdpettiesvof a wire grid pdlarizer are'mos£ easi1y discusSed
in terms of the microwave equivalent circuits6 describing the.polarizer.
We consider a 6ne-dimensional array of wires of diameter d with a
center—to—cénter sbacing a (Fig. 3(a)) oriented at an angle 6 with

respect to the incident radiation. There are two cases. The electric

' B
field may be oriented either parallel to the wires ("inductive grid",

Fig. 3(b)) or perpendicular to the wires ("capacitive'grid", Fig. 3(¢)).



Fig. 3.

~ji Xp Xy
L Ji
1= g

7 iXa 7,

(b

(c) |
XBL 758 -700I

Wire Grid Polarizer--Equivalent Circuits.
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- For the inductive grid, the polarizer is described by a barallel
inductor. The finite wire size is included by.adding thé series
capacitors:as is shown in the equivalent circuit in Fig. 3(b). fhe
impedance Z of this circuit is computed by terminating the circuit
with Zo,.the.impedance of free space. |

JBK -z, - %)

: (11)
7, F I, - %)

YA

The amplitude reflectivity and transmittivity coefficients Fi and T

are given by
VA - 'Zo ’ . . '.
= —_— = + . . .
Iy =77 zZ, elrlh R

2 2
2Xaxb ~ XB - Zo

r, - . a3

i 2 2 .
2XaXb - Xb + Z0 + ZJZO(Xa—Xb)
The energy.réflectivity and transmittivity coefficients are lFi|2 and
|Ti|2 reépectively. The equivalent circuit is valid for

a(l + sinB) /XA < 1. ' (14)

' L 8. . . : -
Marcuvitz has given approximate expressions for the reactances Xa

and Xb.

A

'}

, _ 1 -
X, a cosé a1 (/ 2 a cosd\*  2ma sin6>- 2 1
=T dmgg s 2 [(m - (25o%) 4 22 it
o m=—o :
' 0 _ .
(15a)
_xi _ a cosb (ZTrd >2 ' ' (15b)
YA A a :

o]
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The computed energy reflectivity lFilz‘ has beén plotted in Fig. 4(a)
for the case of d = .00254 cm, a = .00762 cm (1 mil wire with 3 ﬁil
spacing). In the dc limit (A+M, v4o) the grid is perfectly reflecting.
The reflectivity falls slowly for finite frequencies until a(l + sinf)
becomes:cdmbarable with A. At this point the reflectivity falls
precipitously. |

For the-capacitive grid, a circuit description in terms of
admittances.is more useful than one in terms of iﬁpedances. _The grid
is_déscribed by a parallel capacitance, with finite Qire size effects
adding a series capacitance as»ié shown.in Fig. 3(c). The effective
admittance qf the circuit is _ ;

- B;(ZBa+Bb) + 3Y_(B_+B,)

Y = — . _ _ (16)
_ Yo + J(Ba+Bb) _

The amplitude reflectivity coefficient is given by

Y - Y o =
To= Py s ~an
o .
with
Cv?4%aom B, o
I == 2 , . oan
Y °-B .- 2BB +2jY (B+B)

Once agaip thé validity of this déscription is limited by Eqg. (14).
Mafcuvitz solved the caéacitive_grid problém only'for the case”of
normal ingidence.. His soiuﬁions may be exﬁended appfdkimafely to
varbitrary angie.of inéideﬁce by noticing that ih the inductive grid.

case (Eq..(lS)) most of the angular dependence is accounted for by
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replacing A by A/cosf in the leading factors for the reactances. A
similar substitution for the capacitive‘grid case gives approximate

expressions9 for Ba and Bb.

Eé. _ 2a cosh (Eg_z 1 . (18a)
Y A Za) A i a
o : 2
oA (), acesh (m) L (155
Y 2a cosf \7d 1 A -\ 2a A >
o 2 -
where Alvénd A2 are given by
=1+l (1) (m2s2) 4
1 2 A md 4
A2 11
(%—) Z cos nlzl : . - = , (19a)
m=1 2 (23)2 n
o’ - (52
A
and
2 » 2
_p 4 Ll(ma\ (1, ay . 1(md
a, =1+ 5 (%) (5 - =) +¢ (33)
. (19b)
2 = 2 2
md Mol L(22) L g2 (22
Z(Za) z::lcos 2 [m 2m<)\ n (A)]

The energy reflectivity IFC{Z has.been'plotted in Fig. 4(b) for the
case of 7d=.60254 cm, a=.00762 cm. The capacitive grid is péffectly
transparent in the de¢ limit. | |
In these expressions, beamsplitter absorption has been neglected.
Casey and LewistO have shown that for the inductiye grid the power

absorbed is
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Fig. 4. Wire Grid Polarizer--Reflectivities.
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1/2

_ _a c cosf\ . 2
Ai"zm( oA ) lril o

where O is the conductivity of the yires and c¢ is the velocity of light.
For most casés Ai is less than one per cent. 'Since in the capacitive
grid,Ainducedvcurrents flow across rather than along the wires, the
abéorbance is éxpected to be even less. Therefore‘the approximatidn

of neglecting beamsplitter absorption is a good one.

.

'C. Polarizing Michelson Interferometer

We may now study the properties Qann'inte;ferometer which uses
the polarizef‘described ange as a beamsplitter. For this discussion
we will fefer all polarization.vectors ﬁo the beamsplittef polarization
directions 1 (E!l wires) and & (E 1l wires). A schemétic'diagram of
the PMI is shown in Fig. 5. For convenience we will assume that the
1 ié fixed at an angle.of 45° with respect to ﬁher |
beamsplitte;IB“and that P

input polarizer P

2 rotates at angular frequency'w. In the

actual device which has been constructed, P, was rotated while P

1

was held fixed. There is no éonéeptual differénce.between these two

2

cases—-the analysis is simpler however if the time-dependence of the
polarization state éntersat the end of the calculation.
We assume that unpolarized radiation of amplitude /1 is incident

~on-P The polarizer transmits Kg (i + E). The beamsplitter

-1

~ ~ ) ’
reflectivities and transmittivities for i and ¢ polarized radiation are

Fi, Ti; Fc,_and Tc’ respectively. Therefore the light reflected by
the beamsplitter toward mirror M is Z% (Fig + FCE) while the
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. . , . T ~ .
radiatlonxtransmltted toward mirror M2 is !é- (Til + ch). The mirrors

Ml and M2 are dihedral mirrors oriented at 45° with respect to B.

They rotate the plane of polarization by 90°.. These mirrors will be

discussed in more detail below. The beam reflected from Ml is

therefore -é; (Fic - Fci). The beam reflected from MZ’ in .addition
to the rotation of the plane of polarization also experiences a phase

'shift A given by Eq. (1) due to the difference in optical path léngths

in the two arms of the interferometer.' Therefore this beam is

71% (fig - Tci)elA. The part'of thé beam from Ml which is transmitted
.is-ﬁl (r.t c-T T.E) while the part of the beam from M. which is
2 ic _c'i v . 2

reflected is !l'(T.F c - T'F,f)eiA. At polarizer P, the total
2 ic ci 2

amplitude is

/T {(I‘.T' + 1.T eiA)E’— <I‘ T+ T.P.eiA>§} . (20)
2 ic ic ci ¢ i

In general the radiation is elliptically polariied. The rotating

. l ~ . ~ . . ) )
polarizer P_ transmits 7 {f(coswt + sinwt) + C(coswt - sinwt)} and

2
reflects 75 {i(coswt - sinwt) - c(coswt - sinwt)}, where we have

chosen the zero of phase for P2 oriented at 45° with respect to the

beamsplitter. The transmitted amplitude is

1 iA .
a_ =375 {—(I‘CTi + TCFie ) (coswt + sinwt)
_ (21a)

_iA :
+ (',t_ + 1. e ) (coswt - sinwt) ,
ic ic

~and the amplitude reflected is
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/1 ' iA
R <+ - i
a_ 573 {(Fcri .Tcrie ) (coswt - sinwt)
' _ LA ) , o
+ (FiTC_+ TiFCe ) (coswt + sinwt)} . . o (21b)
For a perfect beamsplitter'(]Fil =,]Tc| =1, fré['= ITil = 0), the

expressions.simpiify greatly and the transmitted and reflected

intensities are

Iz = %‘(l + cosA cos2wt) , . | (22a)
o 1
Ir =-Z (1 - cosA cos2wt) . - (22b)

Detecting synchronously at 2w, the transmitted and reflected intensities

are 180° out of phase and of magnitude %—cosA. If the beamsplitter is

not perfect, the expressions for the intensities are much more

“complicated. - Writing Fi = |Fi|ei¢Pi. and similarly for Fé, Ti, énd.TC;
we get
Ior =v%-{|F¢'ZITi|2 + ]Filleclz + ZITiFCTiTclcoéé¢cosA :

+ [IPZ’%'TiI2v+ |Til2fTC|2]cosAc§s2wt

t 2|riTcTiTc|cbsﬁ¢c082wt} y - | “ : (23)

- where in the second and third terms, the plus signs refer to the
~ transmitted intensity and the minus signs refer to the reflected

_intenSity. The phase §¢ is

C T1 TC

8¢ = ¢y = bp_ -~ b F O - e

L 00en e 0000
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2 +,|T2| = 1, it is easy to show that the

Since T = 1+ I ‘and ]F]
phases of ' and T differ by g-. Hence §¢=0. The transmitted and

reflected intensities contain a dc term and two terms at 2w.

Synchronously detecting at 2w, we measure

-
il

I (. 2 2
2 {+[|rc?ilv'+ |riTc| ]FésA

+

2|I11.1-‘c‘riTc|}' . ' ' - (25

Comparing these expressions with the results for a perfect polarizing
beamsplitter, we see that é beamsplitter efficiency € may be.defined

by
_ 2 2 . , o
€ = chTi] + lrircl ; o | (26)

Noh—ideality of the beamsplitter also leads to é small offset term.

The properties of the beamsplitter are characterized by four
independent'quéntities, the real énd imaginary parts of Fi'and PC.
The real and imaginary parts of Ti and Tc are determined by the
relations Ty < 1+ Fi and T, = 1+ Fc. The combinations of these
parameters which are'useful‘for the charactefization of a beamsplitter
are €, a = 2|FiPcTiTc|’ and the fractional polarizatiop.P.r The
fractional polarization is defined as |

m, 1% - 012

i A , ,
It 2+ |r |2 | -
1 . c
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Table I. Beamsplitter Parameters

. ) o -1

Beamsplitter a(cm) d(cm) .vmax(cm )
Fine .00254 - .00127 230
Medium .00762 : .00254 77
Coarse ©.0254 .00508 23




In Fig. 6 we have ploﬁted these three quantities for fine, medium, and
coarse beamsplitters.iTable 1 gives the spacing andAdiameters of the
wires for fheég three cases. The parameter Vmax is the frequency at _
which the equivalent circuit formalism breaks down. It isAgiven b§
a(l -+‘sin6)vmax =1.

As the spacing and diameter of the wires is reduced in order tq
increase Vﬁax’ a péint will.be4reached when the beamsplitter can no
1ongér be madé free-standing. It is reasonable to ask, therefore,"
whatv effect a subs;ate would have on beamsplitter performance. This
problem is exceedingly complicated because it is important to include
multiple reflections both within the dielectric layer and between
the grid and the dielgctric surfaces. An approximate‘calculation has
been done for a perfect polarizer imbedded in the center of a dielectric.
This approximation is illustrated in Fig. 7. For i polarizéd radiation,
a perfect polarizer is a perfect reflector. The reflected wave,_then,
includes all‘of the multiple reflections involving the front surface
of the dielectric and the polarizer, which is located half-way into
" the film of thickness h. (Fig. 7(a)) AsSuming a dielectric index n and
an angle et for the refracted ray in tﬁe dielectric,'we define

-8 = Zﬂvnhcoset. The amplitude reflection coefficient for the composite

beamsplitter is

o+ éi(6+6m) _
T

(28)
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Fig. 7. Composite Beamsplitter Model.
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where r is the amplitude reflectivity from‘thé-ffont:surface of the
dielectric_and 6m is the phase shift uponlmefallic reflection. For
¢ polarized radiation, a perfect polariéer is perfectly transparent.
The amplitude transmission coefficient is given by the usual Fabry-
Perot result for a dielectric layer of thickness‘h}'

NS SoE oy

c 1_Re215-

,whére R and T are the energy reflection and transmission coefficients
for the dielectric interface. By assumption,Afi = Fc = (. . The output

at 2w of a PMI with a composite beamsplitter is given by Eq. (25).

Substituting the above expressions in (25) and noticing that IFiIZ =1,
we get

I 72 _ '

I= 7;- (———————————— ) cosA . 7 (30)

1+R2—2Rc056

The effiéiency of the PMI is given by the Fabry—PerotvtransmissiOn
function and therefore oscillates-as a function'éf fréquency. For a
M&lar substrate, the efficiency bscillates between 70 and 100% as a
function of frequency below the polarizer cutoff. To the limiﬁ of
validity of this cfude approximation, a composite beamspiitter is
useful. Since a better approximation'is‘difficult,.this result sﬁohld
-be checked'experimentally.

In a'réal instrument, two comments about the polarizers.Pl and P2

must be made. First, these polarizers must be tilted relative to the

propagation directions in the interferometer in order to eliminate the

DrogogpENnD0O
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effect of multiple passes of radiation through the instrument. There
'is a substantial amount of reflected power from pdlarizer P2 (Eq. (21b))
which would'otherwisevpass back through the interferometer, reflect

from P1 and pass through again. These multiple passes would lead to

erroneous signals. Also consider the recombination of radiation from

f
the corner mirrors at the beamsplitter. A real beamsplitter reflects

some of the radiation from Ml and transmitts some of the radiation

from Mz.- This radiation will strike Pl. If Pi is not tilted, it can

reflect from'P1 and pass through the interferometer again. Therefore

it is essential that P be inclined so that reflections from it are

”

removed from the beam. It is desirable to tilt Pé as well so that
‘there are no standing waves set up in the output of the interferometer.

.and P‘ are

Secondly we have assumed so far that the polarizers P 9

1
perféct. This is clearly not thé case. If -we assume a perfect
beaméplitter'we may calculate the effect of two identical impeffect
poléfizers characterized by the parameters Té, Ti,'Fc; andﬂFi. The
dinput polarizer transmits a maiq beam of émplitude'i% T¢(§+g) and a
leakage beam of amplitude Z% Ti(f—E). Since we have.asspmed that the
incident ligﬁtris unpolarized, thesé two beams are uncorrelated.
Therefore we treat them separately and add their,outbut,intensities.
When the output polarizer is oriented perpendicuiat-to the input
‘polarizer, its transmission relative to the beamsblitter coordinate
vectors is'?%'[(Tc—Ti)f - (Tc+Ti)6]. We define the phases\of'the
complex quantities TC+Ti'and T.°Ty by 6+ and S _. 1f ITC|‘>>'lTi]

(which will be the case except near the cutoff frequency vmax of the
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polarizer) 6+ i ¢Tc,:the phase of T.- Using these phase functions

we calculate the intensity transmitted by P

2 due to the main and leakage

beams. Adding intensities we get at 2w

2 ' .
_I 2 2 _ .
I = 3 (Tc T ) cos(6+ §.) cosh . ' (31)
' This enables us to define a polarizer efficiency nT for the Sigﬁal

.eranSmitted by P..
2 2 .

_ 2 2 _
np = (TC Ty ) cos(15+ s . (32)

Since 6+ ~ §_ for frequencies much below Voax? the cosine is approximately
unity. Repeating the calculation for the odtput beam reflected from
PZ’

2 2.2 .2 |
ng = (T, =T, )T ) cos(y,~v) (33)

‘where Y, and Yf are the phases of Fi+FC and PiQTc respectively. Since
1r|2 + |'r|2 = 1, we may rewrite (33) as
2. 2% |
ne = (T, -1,7) COS(Y+—Y_) N . (34)
' In general the cosine terms in nT aﬁd nR are different, so thet the
powers in the transmitted and reflected beams arevnotﬂthe same..-This
will lead to a small beam iebalance in a double-beam geemetry.

One final comment must be made concerning a real PMI. At frequencies
greatef that vmag,bthe beamsplitter acts as a diffraction grating and
diSperses the radiation. If this dispersed high frequency radiation
remains in.the plane of the.interferqme;er, then ie can strike the

dihedral mirrors, recombine, etc. The result is false radiation which
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may be modulated by the movement of M This radiation can, of course,

9
be removed by filtering the output before the detector. A better way,
however, is simply to orient the beamsplitter éo that the wires are
parallel to the piahe of the instrument. The high frequency radiation

is then dispersed out of the beam, and extra filtration is not required’

to remove 1it.

D. Comparison of Interferometers

In order to compare the MI discussed in Sec. A with the PMI
discussed above, we rewrite Eq. (2) in terms of the conventional

beamsplitter efficiency EMI’

_1 1 o -
IMI =3 IoeMIcosA + > IOEMI ’ (35)

If a MI is chopped with a two-bladed chopper rotating at frequency w,
IMI will be the signal detected synchronously at 2w. The analogous

expression for the PMI is derived from Eq. (25).

_1 1
IPMI =35 IoePMI coshA + 2 Ioa s (36)

where a waé defined above.

Thé most important difference in the expresgions ié due to the
difference between the beamsplitter efficiencies. The efficiency for a
- typical Mylar beamsplitter is shown in Fig. l(b)._ At low frequencies
EMI is pfoporfional to v2. .The peak efficiency is about 65%. For a
polarizing beamsplitter, however, the low frequency efficiency is
unity and falls showly with increasing frequency up to Vméx' Clearly

at low frequencies for»which £ > EMI’ the PMI is more efficient.

PMI
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Also the zeros of'eﬁI at finite fréquency aro a great;ioconyenience in
measuring the‘propertigs of a sample over a broad range in frequency;
sinoe several changes of'beamsplitter will be nécessary_in order to‘.
maintain good efficieocy throughout the measureﬁent range. Only a-
single polarizing beamsplitter is necessary for such‘a meaéurement
with a PMI. - Finally, the efficiency of a MI extends to very high
frequencies,:finally limited by the absorption of the beamsplitter.
Therefore for many ﬁeasurements,vlow pass'filtérs are fequired in order
‘to prevent éliasing. The efficiency of a PMI is a_nétural low pass
filter Qith a cutoff at.vmax. For some measurements, oo additional
low oass fiiter will be needed.

Another difference between the two interferometers is the offset
tetmf If we consider-a ffequency distributiOn:IO(v) rather than a
monochromatic frequency, the outputs of the instruments are given by

integrals over frequency.
Iy =1 f1_(v)e, (WL + coshldv - (37a)
MI 2 o'V Eur | . , N '
I _(h) =% J 1 e, () cosh + a(v)]av: : (37b)
PMI 2 o PMI T , }

In the limit A+, the terms involving cosA vanish and thé rosidual
intensity I(w) is due ohly to the offset term.b In a MI the offset
'téfm is equal in magnitude to the cosA_term at A=0. Tﬁis has two
consequences. The available dynamic range of tho.dota acquisition.
system is reduced. A much more important consequeﬁce;‘howevér, is the

effect of source'fluctuatiohs.' Suppose that we write the output of

Z10R08P0°00
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the light source as Io(l % nf(t)), where f(t) fepresents the source
fluctuations. If the average mirror velocity is v, tﬁen in the
meésuremépt 6f the interferogram these time-domain fluctuations appear
as path-dependent signal. Using (37a) the interferogram in the

presence of fluctuations is

1) = 1, () + 2 £E &) [1_(memav
+ g' JﬁIo(v)s(v) f(%'ﬁ)‘COSZﬁv§dv ; | o (38)

where'IMI is the interferogram without fluctuations. If the Fourier
transforms of f(t) is F(w), then the spectrum B'(V) measured in the

presence of fluctuations is
B'(W) = I (e + TFG V) [I_(emdv
+NFG WX I (Me®) , - (39

where the symbol * means convolution. As we see,.source fluctuations
enter.in two different ways. The term .%-F(g-v) J.Io(v)e(v)dv  is due
to the offset. The term nF(%—v)* Io(v)e(v) is due to fluctuation
effects in the amplitude of path—depeﬁdent interférogram structure.
This term no;maliy provides é_smallef contribution to B'"(V) than the
offset term. ‘We may see this using the following afgﬁment. .Suppose
‘that‘f(;) ié slowly varying. Then F(%-V) will havé sharp strucfure.
HoweQer, the speétrum B(V) =.Io(v)€(v) will often be:a slowly varying

function of v. The convolution will have the effect of integrating
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several cycles of F with the smooth function B. As a result, much
of the'strucfure of F will be cancelled out in the convolution, and
this term will often be a small contribution to B'(v). We conclude
that the offset term is the more important'soufce of errors in the
interferogram. While fluctuation effects are important in the laboratory,
they are crucial in astrophysical measurements. Since tﬁe offset of
a PMI is much iesé than a Mi, fluctuation effects,aro substantiaily
reduced.

As a final point of comparison between interferometers we consider
double beam use. As»wés shown earlier the interferogram from a double-

beam MI with a sample of transmission T in one beam is

- 1 Ty _ 1 - - :
Lo =1, {1 - > eMI(l T) > EMI(l ‘T) cosA} . (40)

In a PMI. the beams which are reflected and transmitted by the output
polarizer are collected at the detector. Suppose that the éample of
transmittivity T is placed in the transmitted beam. Using Eq.’(23),

the component at 2w is

I

=9 (-
IPMI > (1-7) {EPMIvcosA + a} | (41)

It is appafent from examination of Eqs. (40) and (41) tﬁat all of the
earlier rémafks'concerning the relative advantageo of a PMI compared
to a Mi'appiy. The offset term, however, deservos special comment..
It‘T is nearly unity, 1-T will be small. The MI output will consist
‘ of a lafge offset with a small path-dependent modulation. The PMI

outpot, however, will alwéys have an offset which is small compared

5‘ foeoewr 000

oy S
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to the path dependent term. It seems clear that the PMI provides a
far superior double-beam capability from the standpoint of both

source fluctuations and data acquisition.

E. Alignment

In a convéntional MI, alignment is a fairly simple ﬁrocedure,

The beamsplifter and mirrors have rotatiohal symmetry about the normals
to their surfaces, so that there é;é 6$ly two degrees of freedom

which need to be adjusted to align the instrument. 1In a practical
instrument ﬁﬁese degrees of freedom are usually‘arrénged to be two
orthogonal tilt adjustments of the.fixed mirror.

In a PMI both the angular properties of the beams and the their
polarization states need to be adjusted in order tdaalign the'instrument.
The orientation of Pl with respect to the beamsplitter affects the
polarization states of the instrument and must be adjusted. Alsq as
we shall see beiow, the use of dihedral rather then flat mirrors
increases by one the number of adjuétments which must be made of the
fixed mirror. Thus there are four adjustments iﬁ all to be considered.

We treat the effect of a misédjustment of Pl in the limit that the
polarizers and beamspiitter are perfect. .The input polarizer Pl is
misadjusted by an angle ¢ so that P. transmits 1

1 7z

&(cosdtsind)]}. Also we allow the phasevof the output signal at 2w

[f(cos¢-sin¢):+

to be changed by an angle Y. The analysis is straightforward and the
6utput signal at 2w is é?—(cosz¢coszwcosA-sin2¢sin2w). Adjusting

the phase so that _
| V== , o (42)
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we find that the output of the instrument is

I

I= 7;- (c0322¢ coshA + sin22¢)_. . 43)

For a small misalignment ¢, the interferogram is degraded by

Ny~ 1 -4’ . - O ww
Fdf ﬁP = .99, the polarizer need only:be aligned‘within +3°, which
is not a diffiéult tolerance to achieve. A

The dihedral or corner mirror is made of two flat mifrofs which
“meet aloﬁg a 1ine_called the axis. The angle between the.mirrors
should. be 90°. A deviation from that angle (Fig. 8(a)) will be called
an angle deviation 0. The a#is should lie‘in the plaﬁe normai to
the direc;ion of propagation of the incidenf light. Tt the'axis is‘
out of this plane, the miSalignment will be called a pitéh deviation
den‘oted.by-‘(bP (Fig. 8(b)). The axis shouid be inclined at aﬁ angle
of 45° with réspeqt to the polarization vector of the incident
radiation if if is to correctly rotate the»plane of polarization By
90° upon reflection. Misinclinationvof the axis will be called roll
_déviatibn, c.lenoted'by‘qbr (Fig.‘8(c))- Finélly the vector which bisectg
the dihedral corner angle énd is perpeﬁdicular to the axis should be-
paréllel to the incident radiation direction; Misalignment of this
vector, which is eqﬁivalenf to rotation of the mirrér about the axis,
is called yéﬁ deviatiog (Fig, 8(d)) and is denotéd by_¢y. ‘We shall

see that instrumental properties are unaffected by yaw.
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Fig, 8., Dihedral Mirror Misalignment.
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We will first'consider_a correctly orieﬁtedvdihedrél nirror and
assume that it is a perfect conductor. The boundary conditions fof‘
the reflection of radiation from a perfectly conducting surface are
tha; the component of the electfiC'field parailel to the surface and
 the component of the magnetic fiéld perpendiéular to the surface
vanish. The incidgnt radiation, polarized at an angle of 45° withl
respectvto tﬁe dihedral axis, may be split into two equal components.
One component (tﬁerTE mode) has the electric field oriented parallel
to the axis’while the other has the magnetic fieldioriented parallel
to the axisv(the ™M mode). The electric field in the TE mode suffers
a phase_shift»of T at the first surface and a second phase shift of =
at the second surfaée becéﬁse of the boundary condition on E". Hence,
E is unchanged upon reflection froﬁ the mirror. The magnetic field in
the TM mode is n&t phase-shifted by the two reflections. The electric
field is shifted by . This can most easily be seenbby noting that
" the propagétion vector k, E, and H form a righthanded cqordinate
‘system. Since k is reverséd by the corner mirror and H is unchanged,
E must also be reversed in direction. 'Adding the reflected TE and
TM modes, the total E véctor is nowbperpendicular to the incident E
vector. . The plane of polarization‘has been rotafedvby 90°. “

We will now consider in order of increasing complexity the effect
of the four.independent perturbations of the dihedral’mipror on the
peffOrmance of é PMI. The simplest perturbation ié yaw. We first
observe that since the dihedrai angle is 90°, the reflected beam will

be parallel to the incident beam. Next, by the use of a geometric

Slroeocopronno
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construction and some complicated but straigﬁtforward manipulation one
can show that yaw does not affect the length of the path_traversed

by the incident beam. Finally the presence of yaw does noﬁ chénge

the polarizaﬁion—argument presented above in any way. The only effect
thaf yaﬁ has‘on'PMI performance is a minor geometric loss. If the
dihedral‘mirtor, which we assume to be circular.with'radius R is filled
by the beam incident upon it,.then yaw will leadﬂto a reduction of the
effective area of the mirror. The fraction lost is just cos¢y, The
efficieqcyvof the PMI is then cos¢y.‘ No offset tefm.is introduced by
the beam imbalance. This weak perturbation of ideal PMI response can,
of course; be eliminated by use of oversized mirrors.

The next perturbation we willvtreat is roli. It’is clear that
since the geometric properties of the béém striking the mirror are
axially symmetric about thé roll axis, %011 cannot affect the,geometricA
properties of the beam. Hence the only effect of -roll ié upon the
polarization state of the reflected radiation. If.the roll angle is
¢r, then relative to the mirror axis the incident radiation is
' polafized at an angle of 45° - ¢r. Resolving the radiation into TE
and‘TM éomponents as before, we find that the TE component.has
amplitude

E ' A
2 (cos¢r - sin¢r), where E0 is the amplitude of the incident wave.

V2

Upon reflection, the TM wave has been phase-shifted by 7 and is

E
0

vz

we find that the plane of polarization has been rotated by 90°—2®r.

(cos¢£ + sin¢r) and the T™ component has amplitude °

Stlo™

therefore (sind)r - cos¢r). Recombining the'reflected.components,

Using this result to solve for the output of an otherwise perfect PMI
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“with roll, we find that the signal at 2w is

T .

- o 1 | o
I=- (c032¢r cosh + 7 s1n4¢r) . . (45)

An efficiency of .99 can be achieved if ¢r < 4°, Thé offset at that
roll angle will be about 14% of the modulation term. It is cléar that
the propér édjustment of roll is more important for reducing the offset
signal tﬁan for iﬁprovinglthe PMI efficiency. |

The treatment of a pitch misaligﬁment is more difficulf. If the
pitch angle is ¢p; then the reflected beam is inélined at 2@# with
respect to the incident beam. This gives rise to two effects. First
tﬁe reflecteé beam is no longgr in the plane of the inﬁerferometer and
there will be vignetting 1osses.'-A much more iﬁportant efféct, however,
is a3difference in path length aéross.the mirror. There is also a
ﬁinor polarization effect due to consideration Qf.the component of .
the polarization of the refleqted beam in the direction of the incident
beam. We will éalculate a conservative estimate of the effect qf
miéalignment by considering only_the variation of path length in the
limit of small ¢p. .We shall follow the calculation of Wiiliams11 and
cbnsider a‘circular mirfor of radius R., We note that if we neglect
poiarization effects (in the.spirit of this calculation), a pitched
aihedrai,mirror and a tilted flat mirror are equivalent."If the
mirror were perfectly aligned, then the contributién to the output
signal froﬁ an area dA Vould be gk cosAdA, wgige as usual, A=2mV6.
Wevconsider an element of area dA = 2(R2—x2) - dx. The path iength

for this element of area is 6+2¢px. The total signal is, then,

9t o0ogo0gsEDT0O
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R . - N
1(8) = —EE- ‘/ﬂ (RZ_XZ)I/Z cos[2mv(8+2¢_x)]dx . - (46)
_ TR -R ' P '

Integratin'g;2 we get

23, (@) | - - |

I(8) = 7 cosh , 47)
where‘Jl is the usual Bessel function and

‘a = Aﬂv¢p R . ' (48)

. 2J1(a) : :
Writing ep = E— and expanding the Bessel function for small a,
a2 ' : : '
Ep ~1 - —8- . . . » (49)
1

For two-=inch optics,‘the efficiency epiwill be .99 at 100 cm__ for
¢ ~>;13 milliradians. This folerance‘is excéedingly stringént and
great caré must be taken if the élignment is to be maintained to this
precision. The tilt of the mirrors of a MI must aiso be.adjusted'to
" this precision. |

The final and most complicated aberation is éngle aberation.
When the dihedral angle is not 90°, incident.rays are reflected atvan fv
angle with respect to ﬁhe input direction. Thérefore we éxpect ‘
vignettigg and path-length changés, as in thé above case. There is
an additional complicatiqn, however. Suppose that we éonéider the
inéident beam (assumed of uniform radiation density:and circular cross-
section) to be divided into two half-beams of semicircuiar cross—-section,

each of which is incident on one surface of the dihedral mirror.
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Because of angle aberation,.not only are the two reflected half—beams
skew to the plane of the ihterferometer, but they are noﬁ parallel to
each other. The two half-beams travel different length paths. Wevhave
caiculated the path lengths for thé two half-beams exactly. Qualitatively,
the rays which étrike the mirror at the edge travel different distances
than.the'fayé which strike near the axis. To order 0 the change of
path length is 20x for both half-béams. The paths traveled by the -
two halfrbeaﬁs differ only to order»ez. We can calculate the effecﬁ

of these éhanges in path length by the same technique that was used
above. We calculate the effect for tﬁe two half-beams separately and
add. This accounts for thekfact that the output angles of the two

half-beams are different. The integral is

\ R2_,2

. R - ' -

I(8) = % f dx / 'dy cos(AH4TVOY) . (50)

TR o ) _ o S
- R _y . :

Integrating, we find that

27 (b) — k . 2k+l |
I 1 4 -1)" b . :
=3 {T cosd - o SI“AE : (2k-l(-1)3!(2k+3)!! } g ASRY
k=0 | ,

where b = 4TVBR. The second term, which did not arise in Eq. (47),
is due to a lack of cancellation across the mirror in this case. The

small b approximation is

‘ 2 '
I(6) = % {(l - %) cosA - %% sinA} ‘ (52)
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The second term introduces a phase error. To order b2, we -may rewrite

(52) as
(5 —1(1-1—’3) AD) (53
()—2 ’ 3 cos(AHp) , | )
where . l B
b= ver . \ | (54)

Since Y is frequency depéndent,.the phase error introduced is linear

and therefore represents a shift in the zero-path point by g% OR.

From Eq. (53) we see that the alignment criterion for angle aberation
isvas strict as for pitch aberation. If § has been adjusted to .2
milliradians, the zero-path shift is 4 microns. ﬁe also note that

both dihedral mirrors must be independently adjﬁsted'for angle
misalignment. Unlike the other adjustments, an error in the angle of the

movable mirror cannot be cancelled by an error in the angle of the

fixed mirror.

F. Construction Details

The PMI which I constructed was based on a modified "cube"v
interferometer obtained from H,A.vGebbie. it'consists of a cast
aluminum cube in which the beamsplitter is mounted, with four arms
attached to thg cube faces. The four arms house the input optics,
the fixed and ﬁovable mirrors, and the output optics. The‘cube and
arms are sealed to form a,singlé vacuum chamber. The interferometer

~is evacuated duriﬁg use to eliminate the effects of atmospheric water

" vapor absorption. The interferometer is schematically indicated in

Fig. 9.
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The light source for the interferometer is the quartz discharge
tube from a 100 Watt G.E. H-100 mercury arc lamp. The output of fhe
lamp is collimated by an f/1.5 paraboloidél mirror. In order to
eliminate uitraviolet radiation from the lamp, which is harmful to the
Mylar suBstrate of the input polarizér, a stainless steel baffle was
placed;h1front of the lamp to block direct radiation.  In addition, the
surface of the collimating mirror was‘lightly coated with flat.bléck
paint. The céating effectively eliminated reflection of ultraviolet
radiation without appreciably affecting the far infrared output of
the source optics. Excéss heat was removed by ;sing double-wall
construction for the hdusing of the input-optics arm. A continuous
flow of water was maintained betﬁeen the walls. Heat transfer to the
housing was provided by heavily coating the inside of the housing with
black paint. | |

"~ The iﬁput polarizer was also mounted in the input-optics arm.
It‘copsisted of a large light-weight phosphor—brénze wheel to which a
'polafizer was attached with epoxy. The polarizer, consisting of
1000 gold 1inés per inéh deposited on a Mylar substrate, was méde by
thg Buckbee-Meers Corp. For this instrument it was decided to fotate
the input polarizer. A Globe Z—phase synchronous motor was mounted
behind‘the ébllimating mirror. A flexible shafﬁ made from stainless
steel hypodermic syringe tubing came throﬁgh a smalllhole in the
mirror aﬁd connected the polarizer wheel to the motor. The bearing
~at the polarizer end of the shaft was made from Teflon and was designed

to incline the polarizer by about 15°. This design was convenient

‘o
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and'compact"ih-teims of constrﬁction, but in practice turned out to be
a major weakness of the design. The shaft wobbled as it'rofatéd
causing poiérizer vibrations. Also the flexing_of the shaft caused the
Teflon‘béaring to be loaded unevenly, leadiﬁg’tp a very appreciable
problem of‘wear. |

The beamsplitter was mounted in the intérferometer "cube". It
coﬁsiSted df‘a wire grid of .001 inch tungsten wirés with a ﬁire—to—wire
spacing of .003 inches. As suggested by Vickers; et al.,13 the grid
hés fabfiégted on a conventional lathe. A winding form with flat sides
was .chucked in'the lathe, which was geared to rbtéte as slowly:as
possible. Wire was fed to the form from a tension-maintaining apparatus
attached to the compound rest. Wire spacing was controlled by the
longitudinal feed of the lathe. Wire was held in piace during the
windingvpfocedure by G. E. varniSﬁ. This winding fechnique‘workéd
fairly wéll; but may not be suitable for Qinding thinner wire af'finer
spacing. The problem occurs at the edges’of the windiﬁg form, whefe
;he tensions on the wire are largest. | |

Since,wﬁgn winding a Beamsplitter, wires bfeak most often at the
" edges of the coil form, an improved coii winder fgr high fréquency
.beamsplitters shéuld,have_more gentle bends at the edges. Suppose'we'
wish to wind a beamsplitter for an interferometer with 3-inch opfics.
Thé beamsplitter would be about 5 inches in diametef. An impro§ed coil
form would‘cénsist of a cylindgr 12 inches in diameter. One:side of
the cylinder would bé milled flat over an area at least 5%X5 inches.

In cross-section the form would look like a circle with a 5 inch chord

1 0o ne 0000
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removed. Since the bend at the transition from circle to chord is
fairly'gentle, it should be possible to wind high frequency beamsplitters
using this form. |

The beamsplitter was epoxied to a mounting ring which was then
.attached to the beamsplitter mount aé shown in Fig. 10. Thié mounting
procedure stretches the wires over the rbunded_edge of the mount.

.This edge was ground flat, to ensure the flatness of the stretched
beamsplitter. Since the tensions involved in ﬁhé beamsplitter are very
large (roughly 1000 w%res with a few ounces of tension on each wire),
thé mount and mounting ring wére made of the thickest stainless steel
that space considerations allowed. This Qas necessary to prevent
beamsplitter warpage due to wire tension. The beamsplitter was mounted
in the "cube" with a kinematic suspension so that no warpage could
occur due to mounting of the beamsplitter.

The problem of component flatﬁess, particularlyvbeamsﬁlittef
flatness, is . common to all intefferometers. It is ciear that if a
component is not flat, the path lengths for beamé which strike the
component in different places will be different. The effect of
component warpage will be qualitatively similar to the effecf of
dihedral mirror pitch described ébove. If the warpage is to have
negligible effect on the efficiency of the instrument, then for é«inch
optiés at 100 cm_l, all componenté must be flat Qithin .1 milliradians.

_Defining the warpage in terms of a radius of curvature, then we find

. : 4
that the radius of curvature must be greater than 10 inches.
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Fig. 10. Beamsplittér Mounting.
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The moving corner mirror was mounted on the end of a push
rod. The rod passed through two well-separated Thomson bushings
which provided suspension for the movable mirror assembly. A micrometer
pushed on thé rod to provide the mirror motion. It was driven by a
Slo-Syn stepping motor. The rod was held against the micrometer.by a
spring. The spring also provided a rotational torque which.held the
mirror against a guide rod so that.thevmirror would not roll as'it
moved.

Thé fixed mirror was mounted using a modification of the standard
three-point mirror mount. The mount was designed so that the angle
and pitch aberations of the mirror could be controlled by small
micrometefé which gxtended through the vacuum housing. Theféfore
these adjustments couid be made while the interferometer was evacuated.
Roll aberation was corrected by an overall rotatién of ‘the fixed
mirrof housing. Since the positive drive direction of the movable
mirror is toward the "cube', and since it is desirable to acquire data
in the direction of increasing path length, the fixed mirror housing
set the fixed mirror back sufficiently far that zero path difference
occurred near the fully—retfacted end of the movable-mirror travel.

The output optics arm contains’thé output polarizef énd the optics
required to focus the 2-inch parallel beam from.the interferometér'
into standard %—— inch light pipe. The foéusing was accomplished
using an f/1.5 off-axis paraboloidal mirror. This mirror focuses
parallel light incident along the mirror axis to a spof along a

perpendicular to the mirror axis, thus changing the direction of
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propagation:of the radiation’by 90°;- This type of ‘mirror waé used to

simplify the requirement that the output of the fMI be phfsically

consistent with the output of the MI normally in use. The mirror was

made by mountingva cylinder on the facepiate of.a lathe a focal length

off-axis. The surface of this cyiinder was then machined to gomputef—

generated sﬁrfaée coordinates. After bolishiné,vthe mifror'was found -

to focus visible'light‘to a 2mm diameter focal spot. |
The PMI was aligned using procedures developed by JohnvMatherla

and tested. The instrument displayed a cutoff frequency of about

80 cm-l; consistent with the grid spacing limit. Vignetfing_was Showﬁ

not to be sgripus by measuring the spectrum of water vapor. Since

water vapor lines are much na?fdwer than the .1 cm_1 resolutioh

limit imposed on the PMI by the length of the micrometer screw, one

expeéts significant modulation'of the intefferogram of water vapor to

extend to maximum path length. This was shown‘to be the case. The

PMI was uéed‘extensively in the measurements described in Cﬁapter Iv;
Although it has never been tested, a double-beam moaification of

tﬁe PMI has been constructed. The output polarizer is replaced by

the apparatus shown in Fig. 12. The output polarizer is inclined at

45° so that tﬁe transmitted and reflected beams are perpendiéular.

Both beams are reflectedvoﬁce and converge on the beém—recombiner.

The sum éf ﬁhe two beams emerges froﬁ the bqttom of the device. Sample

ﬁolders may be mouqted in both beams so that the difference in the

trénsmission of the samples can be measured. Aiternately two réflégting

samples may replace the mirrors and the difference in reflectivity

may be measured.

]
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III. INSTRUMENTATIONVFOR FOURIER SPECTROSCOPY

In an‘experimental study of some sample property (for example,
sample transmission), the interferometer (such as the PMI described
in the previous chapter) is only the first step.in the measurement
process. The output of the interferometer is applied to the sample,
amd the transmitted radiation.is synchrenously detected. The output
of the lock-in amplifier is a high level (typically 10 Volts full
scale) signal proportional to the power falling on the detector.
Before the.edvent of minicomputers, the data were typically digitized
and recorded on punched cards, magnetic tape, or some similar medium.
Fourier transformation and data analysie were performed off-line at a
centralizedkcomputer facility.

Small, low-priced, but powerful minicomputers have changed the
way that Fourier Transform Spectroscopy (FTS) is done. Data from the
lock-in amplifier are digitized and fed,vdirectly to the minicomputer.
The data are stored in computer memory and are instantly available fdr_
real-time data analysis.~ The competer also controls varidus espects
"of the experiment such as mirror motion. In this chapter I will describe
the development of a“computerized'insﬁrumentatibn system primarily
intended for FTS, but with much more general capabilities. The first
secrioh will discuss what I call the data acquisition system (DAS).
This is the part of the instrumentation system which connects directly
with the experiment. Next I will discuss the general problem of
' computer'interfacing and describe how the DAS and other system

peripherals are connected to the computer. The third section will
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deal with the software operating system written for FTS.

A. Data Acquisition System

The data acquisitidn system (DAS) consists of five'nearly
independént units, each of which perfdfms one aspect of the data
acquisitiqn proéess. These'units are the analog section, the exﬁernal
iﬁterrupt section, the clock, the stepping motor control, and.the
' display unit. The five units are housed in a single enclosﬁre which
- requires 8 %—inches of standard lQIinch relay rack space. The
enclosure also contains a power supply which provides +5 VDC at 6 amps
and t15 VDC at 1 amp eacﬁ. Surplus power (5v ét 2.5 amps and *15 V
.at‘.S amps) is available on the rear paﬁel. Air flow for cooling the
electronics is also provided. Air enters the unit and passes around
and'through the analog section, which is the unit most sensitive to
. temperature variatipns, moves through the bdx and is pulléd out éf the
box by a fan. As the air leaves the box, it passes last over the |
power supply, which is the majorbsource of heatvin thg system.  This
patfern of air flow helps isolate power supﬁly heat from the rest of
the éystem. "In addition to thg surplus power connector, the cables
which connect the DAS to its computer interface (thfee 40-wire flat
cébles) and thé cablé which connects- the stebping motor control to
the Slo—Syn Preset Indexer (Sﬁberior Electric Co.) which runs the
Steppihg‘mbtor alsq attach to the rear panel. All other connections

are made to the front panel.



-54-

The DAS was designed with flexibility of operation iﬁ mind.
Although the system is primarily intended for use in FTS, other
experiments may be of interest from time to time. This flexibiiity
to perform various kinds of measurements is provided by allowing the
‘computer to control the most important features of the data acquisition
process. By the use_pf suitable software, for example, the DAS might
easily be made to.oberate as a multi—chanﬁel anaiyzer, a béxcar
integrator, a transieht digitizer, or some similar instruﬁent. It will
not be capable of the high speed of operation achievable Qith speéial
purpose instruménts because of the ﬁecesSary computer intervention
ih'the acquisition procéss, but for measurements requirihg acquisition
rates up to 60 kHz or so, it will be able to replace any of these
special purpose instruments.

A block diagram of the analog section is shown in Fig. 12(a).. The
ahalqg signal to be measured is selected by the analog mulﬁiplexer, |
amplified, and sampled by the saﬁple—and—hold amplifier. The samplgd
sigﬁal'is digitized by the analog-to-digital convérter (ADC) andbthev
digital output is transmitted to the computer.

The input signals enter the box via insulated BNC connectors.

The shells are connected to ground thrdugh 10 resistors to help
reduce poésible ground iodps.v The analog section is protected against
overvoltagés by the diode clamp ciréuit shown in Fig. 12(b); _The
effective leakage resistance of these diodes is'about i012 Q, and
éimple equivalent circuit calculations show that for éignéls of

magnitude less than 10V there is no measureable non-linearity introduced.
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The 1 k2 1/8 Watt series resistor acts like a fuse to protect the
diodes from drawing too much current. fhe circuit will protect the
analog section continuously against voltages up to 25V. Beyond this
point, the series resistor will fuse, but the inputs will-éontinue
to be protected.' Input voltages over 200V will damage the diodes..

The multiplexer will handle either eight single-ended inputs or
four differential inputs, depending\on the poéition of a panel switch.
In differential mode, channels 0 and 4, 1 and 5; etc. are the input
pairs. Channels 0 and 4 incorporate low pass input filters with switch-
selectable cufoffs. The multiplexer channel is seleéted by'é ten-
position thﬁmbwhéel switch. Positions O through 7 select the respective
input channels. Position 8 allows the computer to seleéf the channel.
_Position 9 selects a direct input channel that bypasses the multiplexer

andvamplifier. In addition to the choice of single-ended or differential

i

operation, there exists mode-control logic, which may be used to invert
the input signal, ground it, or when in differéntial mode ground oﬁe
Qi tﬁe other side of the differential output. Thesebmodésvaré'
controlled at the front panel; | |

The amplifier is a gain-switchable instrumentatioﬁvamplifier
designed for operation to over 100 kHz. Gains of l,-2,>or'10 may -be
selected, which allows full scale digital outputs of the ADC to
correspond to 10V, 5V or 1V respectively. The gain is controlled by

a front panel switch.  An offset adjustment is also provided.
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The samplevand hold amplifier (SHA) is a fast gain 1.0 amplifier
with a storage capacitor on the output. In sample mode,vthe output
voltage foliows the input voltage. .In hold mode the’amplifier output
is disconneétedvfrom the capacitor and the outpué of the SHA remains
at the voltage level reached at the time the control signal chénged
to hold-mode. In use the slow discharge of the.capacitor due to
leakage fesistances is negligible.. The purpose of tﬁis deviée is tov
provide a constant voltage to the ADC during the ADC‘conversion time
even in thé»presence of time-varying inputs. A change in the ADC
input 1eve1hduring a conversion will lead to an erroneous digital
output. |

The ADC performs an analog-to-digital conversion with a resolution
of one part in 215 in 10 uséc. This device (model ADC 1251 manufactufed
by Phoenix Data Corp.) achieves this performance by means of a novel
variation pf conventional successive approkimatibn techniques.  The
resulﬁ is.a:l6—bit digital :esult'gﬁaranteed accurate té better than
15 bits.  This conversion technique offers two adVantages at the price
of increased_complekity. This ADC is able to detect the presence of‘a
voltage gréatéf than thé full scale value. This indicator, which is
not normally provided by ADC's, is usefﬁl as an error indicétor. Also
‘ the.nature of thé convefsidn process requires that the digital 6utput
be latched in an internal register. This means that the oufput of one
conversion is available for use until the end of the next con&ersion.
In most ADC's, the output is only available until'tﬁe start of the
nexf conversioﬁ, A simblificétion.of the external ciréuitry réquired

to use the device isyéchgeved.
' b
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A conversion may be initiated in one of,thrée ways. First the
computer may issue a command-to-convert (CTC) signal. Second, a
front panel push button may be the source ovaTC. Finally the leading
edge of a TTL-compatable external signal, input at the froﬁt panel,
may cause a CTC ;o bé issued. If desired, the CTC may be delayed by
é variable time delay. This delay migﬁt be useful, for example, if
the DAS were being used as a box-car integrator. In thi§ mode of
operation; the trigger pulse is applied td the external convert input
and the delay set to select the point on the analog waveform to'beb
measured. The integration of the signal would be done digitally in -
the computer.

In many-types of experiment it is }mpo;tant to notify the computer
~that séme event has'téken place. The external ihterrﬁpt section of-
the DAS pfovides this capability. Basically this éection is a voltagev.
discriminator triggerable on either the-leading orbthe trailing gdge
of the signal. Suppose the edge-select has béen set for leading edge
triggering. Then Whenever the input Qoltage changes from lessvthan.thé
triggér level to greéter than the trigger level, a pulse is issued
which causes a computer interrupt. Interrupts will be diécuésed below.
The trigger level is adjuétable from —15V1t6-+15V. In order to‘help
set the trigger level, the leading decimal point of the dispiay
(discussed below) is flashed whenever an interrupt is generated by the

section. A front panel switch inhibits interrupt generation.

*



-59-

For éome experiments, synchronization of the computer with some
part of the experiment is usefdl, .The clock section provides this
capability. Frequency division of a 2 MHz crysfal oscillatof provides
square wave outputs of 10 kHz, 3.333 kHz, 1 kHz, 333 Hz, 100 Hz, 33 Hz,
and 10 Hz. _In addition an extérnal input is provided. The frequency
desired is.chosen by a thumbwheel switch. Thevselécted frequency is |
applied to the external input of the KW11l-P real-time clock. - This
device, described in Appendix A provides timing information and
control to the computer. The selécted‘frequéncy is also available
as a front-panel output for use in synchronizing an experiment.

The'stepping motor used to move the mirror of an interferometer
is controlled by a Slo-Syn Preset Indexer. It has two important modes
of operation. If commanded to perform a Jog,'the Indexer advances the
motor one step. If comﬂanded to perform an Index, the Indexer
advances tﬁe>motor thé number of steps set on dials on the Indexer.
Motion either clockwise or counterclockwise is possible. Computgr
control of the Indexer is achieved by the stepping motor control
section of the DAS, coupled with internal ﬁodification>of the Indéxer.
Index or Jog pulses from the computer or from pushbuttons on the front
panel-cause appropriate pulses to be issued to the Iﬁdexer, initiating
the operatiops. ‘Direction is also controllable from either thg computer
or ﬁhe front panel. A switch also alloﬁs these control pulses to be
inhibitea. This ciréuitry'need not be restricted to stepping motor
control, however. The rear panel output qonnector provides é ground

and four signal lines. Two of these lines carry TTL-compatable Index
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and Jog pulses. One carries the direction logic—ievel. The last
carries the device response pulse. When either Index or Jog is done and
the device.is ready to accept another Command puise, it issues a
Ready pulse. Any device which can accept Command pulses and issue
Ready pulses can be attached in place of the Indexer.

In order to facilitate operator use of the bAS, a numerical display
is provided.. It is capable of accepting 16-bit binary information
(in 2's coﬁplement arithmetic) and displaying this information in the
form of a signed decimal integer in the range from -32768 to +32767.
The binary input information may either éome from the ADC output or
from the computer. The display is updated ten times per sécond so
»that time variations of the‘input data are readily apparent. In
addition a numeral one locatéd immediately to the right of the sign '
character is used to indicate ADC overrange and a decimal point is
used to indicate that an external interrupt has occurred. The
conversion from binary- to decimally-coded information is done in a
simple and straightforward manner. Suppose therbinary numBer is
positive; It is loaded into a binary counter while a decimal counter
is set to zero. The binary counter is clocked downvto zero while the
decimal counter is clocked up. Reaching zero halﬁs the clockf The -
number residing in the decimal counter is easily displayed. Negative
.numbers are handled similarly except the binary counter.is now'clocked

up until it overflows.
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B. Peripherals and Interfacing

A coﬁpﬁtér,,by itself, has no way of inputting or outputting

- information. The devices t§.which it is connected which allbﬁ it to
communicate ﬁith the pugsidé would are known as periphérals. In this
section Qe will discués the peripherals which are.connected to our
PDP 11/20 computer and the_way in which that connection orAinterfape
occurs. ' In order to do this, we must first discuss a little about the
architecture of the PDP 11 series of computers. For more detailed
information the reader is referred to the numerous haﬁdbooks and
manuals published by Digital Equipment Corp. (DEC).

In the PDP 11, all communication bet&een the central pfocessor
and peripherals and between peripherals occurs over a single multi;
conductor cable known as the Unibus.1 The Unibus consists of three
‘types of signal lines.: First is the addresé lines. Since every word
vof memory and every aspect of péripheral operation.is treated
éimilarly by the Unibus, some way is required to diStinguish between
all>of the different pieces of information available. This is
done by giving everything.(except for central processor internal
states) addresses. Every worddof.memory has.a unique address.- In
order to communicate with a peripheral, each periphéral is also given
‘one or more unique addreSses. .These addresses aré called-pe;ifheral
registers. The address lines are used to select what information is
to be carried on the Unibus. The data lines carry that'informatidn}
Thebcontrol lines handle timing and control the type of information.

transfer. Three kinds of information transfer will be important for
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this discussion. The process by which the pfocessor obtains information
from a peripheral is a read operation.. The process by which the processor
outputs information to a peripheral is called a write operation. If
the processor requires a word of data stored in.memory in order to
perform a calculation, it reads that word of memory. After completing
the calculation, if the result needs to be stored for later use, the
processor writes it in an appropriate memoryvlocation. The ADC oufput
of the DAS, as another example, is assigned a particular peripheral
register.  In order to obtaiﬁ the result of a ﬁeasurementvthe processor
reads that register. If the information is to be stored for later use,
it is then written into some word of memory.

The final kind of bus operation we will bé conéerned with is the
interrupt. Since most input/dutput operatiéns ére~slo& compared to
the speed of instruction éxecution in tﬁe précessor, it is highly
ihefficient for the processor to continually read peripheral registers
to see if some operation such as typing a character on‘thé teletype
has been completed. At the same time, however, the processor must Be
: notified upon gompletidn of such a task so that it may issue the command‘
to perform the next task. This problem is resolved by allowiné the
proceésor tobcontinue executing whatever calculations are calied for and
then requiring that the peripheral notify the computer when it is done.
wifh its task. The calculation is then interrupted and a special set
of instructions are executed to service.the peripheral. This sequence.
is known as an interrupt. When the peripheral finishes its task,'it

issues an interrupt request on the appropriate control line. The
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.computef afchitectqre includes a priorify structure so that some
requests méy take priority'over others, depending on the importance and
immediacy of the information. For example, ;he request associated
with completing an ADC coﬁversion has a higher priority than the
request associated with typing a teletype character since the former
is more important. When the processor grants the interrupt request?
the periphéral places an address on the Unibus knéWn as the vectof
b-addréss. This is an address in memory which contains the address
“of the first instruction of the code which services the interupt.
The processof suspends normal operation, stores the information it
"needs to return to the calculation in progress at the‘time'of the
in;errupt; and begins exeCuting the first instruction of the service
routine. Wﬁen finished with the service routine, the processor
resumes execution where it left off. Each different interrupt request
must have a unique vector addréss.

From the above description of the system architecture, it is
"élear'what must be done to interface a peripheral to the Unibus.
The Unibus éhd the peripheral each have their own set of signals and
protocols for information transmission. The interface must ﬁake them
compatable. It must recognize the addresses assignéd fo the peripheral
-and connect the appropriate signals to the data 11“65 at times governed
by the Unibus control lines. It must also recognize ready signals
" from the peripheral and be able to uée them to generafe interrupt

requests and the associated vector addresses.
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Table 2 is a list of the peripherals presently interfaced tb the
PDP 11. From the viewpoint of software implementation,'the interfacing
of thesé peripherals requires knowing the addresses of the peripheral
registérs, what informatibn is assigned to each bit of each register,
what bperations lead to interrupts, and what fhé priority and vector
address of‘each interrupt is. All 6f this information is listed in
Appendix A. Fortunately;_all>staﬁdard peripheral devices sold by
DEC cOme‘equipped\vith interfacing circuitry. Only custom—designed
peripherals require custom~-designed interfaceé, and DEC sells circuit
boards whiéﬁ make interfacing many‘custom peripheralé easy.

Four peripherals which I interfaced to the compﬁter are the
oscilloscope, the DAS, the card-punch, and the X-Y plotter. Of ﬁhese,-
the scépe was interfaced solely using standard circuits'and will not'bé
discuSSed‘here.v A suggéstion for an improved.scope interface is the
subject of Appendix B. The other three pefipherals required.chstom
.design and will be discussed briefly.

The.DAS interféce was implemented using several standard. DEC
circuit cards and one custom-designed card. it provi&es three interrupts
- and contains four registers. The interrupt requesté occur when an ADC
' conversiph ﬁaé béen completed, when a stepPing:ﬂotor motion has been
completed, and when an external interrupt occurs. Twé of the registers
are used»for controlling the analog and stepper-motof.sectiohs of the
DAS and for monitoring the status of various operations.. Control
features include Index and Jog command bits, a stepping4motor.direction

bit, a CIC bit, and bits to enable the multiplexer channel to be
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Table 2. Peripheral Devices

’

Description

Peripherai

Mgmory 12288 words .of. core memory

Memory 12288 words of semiconductor memory

KEil—A Hardward Multipliqatién and Division
(known also as EAE or Extended Arithmetic
Element)

KWll-L tine Frequency Ciogk

KWil-P Programmabié Reél—Time Clock

KL11 Telgtipe

PCl11 "High Sﬁeevaaber Tape Reader and
Punch

Oscilloscope Displays data

DAS Data Acquisition System

Card.Punch *

X-Y Plotter

Punches alphanumeric information
on computer cards

Plots graphical information

& 208

SR o 1 o]
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selected by the processor.‘ Statﬁs bits include flags“which monitor
stepping motor motion,'ADC’operationa and the overrange condition of
the ADC. 1In addition there is a register for ehe ADC oetput and a
register for display input.

The card punch interface consists of avstatus fegister, a date
fegister; and one interrupt. The etafus register is used to monitor
ca:d punch operation aﬁd an interrupt is provided when the punchihg of
a cheracter is complete or when the eard punch runs out of cards.

The latter is an error condition. A character ie punched by writing
ehe standafd ASCII code fof the character into the data register. A
specially programmed read-ohlyvmemory is used to generate the |

. Hollerith (eard punch) code cerrespondiﬁg’te that character. This
code is used to drive the punch. |

The x-y plotter interface allows the plotter to be run both
directly and incrementally. In direct mode; the new coordinatesbof
the pen are written into the X aﬁd y coordinatevregisters.“This loads
two 12—bitvDACs with these numbers. The DACs produce voltege odtputé
proportional to these numbers, which are appiied to the x and y inputs
of the piotter,'causing the pen to move. In the incremental mode, special
| bits in'the'control.register may be set which will cause the nuﬁbé;s‘
stored in the coordinate fegisters to be incremented or decremented
by one. This will cause the pen to move by one smali step up,'dowﬁ,
left, right? or along the principal diagonals. Proper sequences of
these incremental metions cause the pen to move in any chosen manner,

\

An interrupt is available to indicate the completion of an incremental
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motion. There is also a control bit to raise and lower the pen.

C. Computer Software - FTS-11

Having designed a daté acquisition'system and having iﬁtéffaced it
and other peripherals to a computer, all for the purpose of developing
a computer-controlled FTS system, the next step is to write software
to implement such a system; I.will describe a special purpose
baséembly language program desigﬁed for Fourier transform spectroscopy
calléd FTS-11. This program collects data, takes Fourier' transforms,
displays the data in various ways, outputs data.for permanent off-
-line storage, and performs useful data analysis computations}
Althqugh the program is long and complicated it may be divided into
six main sections for the purﬁose of discussioé: the monitor; data
acduisition, 1/0, data analysis, buffer managémen£, and utilities.

The heart of the system is the monitor. This seétion of the
brogram_ié the overall scheduler and controller for everything the
program does. It accepts operator commands input from the teletype,
decodes them to determine what system respoﬁse'is called for, and
transfers control to thé piece of code required to execﬁte the desired
command. . Whenever the mphitor;is in control of the system and is

'réady to accept a command, the'brogram is said.tb'bevih command mode-.
The monitor indicates that command mode has been enteréd by_typing an
asterisk on the teletype; At this point the program will_wait for the

operator to enter the next command to be performed.
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All commands are entered on the teletype. A éommand consists of.
one or fwo letters followed by up to four integers. The letters tell
the érogram what to do. The numbers are parametérs used to provide
additiopal information. Some commands,vwhich require more than four
parameﬁers, alsb ask for additional information interactively,
Parameters if spec1f1ed are separated from the letters and from each
o;her by commas. A command is terminated by typing the RETURN key
This informs the monitor that the command is complete and may be
executed. The moniﬁor dgcodes the typed character string and transfers
contrél to one of twenty—six pieces of codé baéed'onvthe firét 1e§ter'
of the command. In general, the first letter determines the category
of response called for,vwhile the second letter specifiesvwhich of
several pdssible responses in that categéry will actually be performed.
Appendix C coqtains.an abbreviated summary of the commands available-
to the operator.

.Iﬁ'order to appfeciéte tﬁe way in which véripus operations are
executed iq this systém,ﬂit is useful to define thé concept of fore-
grqund and background tasks in a real-time environment. Data acquisition
is an oﬁ—goiﬁg real-time process. Thirty'minutes or more may be required
to acquire a single interferogram. Certain I/0 operations may also take
a substantial lengths of time. Yet these procesées'are characterized
. by the fact that relétively little acfual computer timé is required
- for their execution. Most of the time is speht waiting for things to
:happeﬁ. “As was néted.ab§Ve, efficient use of the computer requires

that these operations take place through the use of interrupts. We say
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that when the computer is executing a peripheral sefvice roﬁtine in
response to an interrupt, it is executing a foreground taék. All

other tasks are called background tasks. Using this language we

may describe, for example, ﬁhe computer resbonse to the command to
acquire éﬁ_interférogram. The monitor, in background, decodes the
command and branches to the data acquisifion réufine;v This routiﬁe
sets up the ﬁecessary conditions for data acquisitibn,,initiates the
firét ADC éanersion, and retdrns_to the monitor. The program, still
in backgroﬁnd, énters commana mode and is available for thevexecution
of other background tasks, such as analysis of déta previouély acquired
and stored in the computer. In the meantime, the DAS Qill from time
to time require servicing for the accumulation of data. When servicing
is required,‘intefrupts put the program in foreground. In between
requests forvservicihg, the program refurns to background for the
performance of tasks in pfogfess. Real-time prbgramming is considerably
more complicated than programming when only background tasks are being
- executed because at any one time one background and any number éf
foregroghd tasks may be in progress. Extreme care is reqﬁired if the
foreground tasks are not to interfefe with each other or the background
task.

'The data aQQuisition section pf the progrém contains the code
“which seté up various databacquisition sequences, §ervicés foreground
data acquisition tasks, aﬁd handles the special sequence of operations
which take blace whén data acquisition is compléted. Since both

fdreground and background tasks are performed, two rather different

tesogoernang
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structures are neéded. Background tasks are performed by data acquisition
routines which are of a rather conventional fofm;' Foreground tasks
are performed by specially structured Subroutinés calied drivers.
These subroutines initiate the required action, service relevant
interrupts while the action is in progress, énd handles termination
of the action. We can see how a typical driVerfworks by coﬁsidering
the sequence of operations involved in the acquisition of a single
interferogram. |

Suppose we wish to meaéure'an interferogrgm that is 150 points
long.: Eéch point is to consist of the averagevof 1000 measurements taken
at one millisecond intervals for a total integfation time of one second
per point.  The mirror is advanced after the meésurement of each point‘
is finished. After the mirror advance is completed, the system waits
210 millisegonds to allow the lock-in to settle'before acquiring thé
_nexf point. = At the end of the run, the mirror is reset tb.ité initial
position with backlash removed, the data are punched_on péper tape for
permanent storage, and the operator is alerted with a teletype‘message.
The command which initiates this sequence of operations is R, 150,
1, 1000, 210. The monitor passes control to the RUN routine which
performs a number of tésks to ﬁrepare-for the pun.. It.then'calls the
driver .POINT to handle the acquisition of the first data point. After
Vsettiﬁg up timing, .POINT refurns control to the monitor, which reenters
command modé. At this time the system is ready to_accept-addifional
commands. Every millisecond.anvinterrﬁpt occurs. In foreground,

.POINT éalls for an ADC conversion, then returns to backgfound.- When
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the eonversien is finished a»seeond interrupt occurs. Ihvfdreground,
the result is added to an accumulator. The program returns .to
background.” The 100lst timing interrupt indicates the end of the
acquisition period. In-foregreund the'cohtents of the aécumulatpr
are divided by 1000 and stored. A mirror advance is called for and
vthe érogram returns to backgroued.’ The interrupt'signalling the
completion of the ﬁirror advance is servieed by‘calling for e 21Q me
wait period.v The interrupt at the eﬁd of the wait period indicates
completiqn ef the measurement of that point. The hext point is’
measured by calling .POINT, starting the whole sequence agein;- After
‘the last point has been acquired, special code is issued to perform
the termination operations described above. The acquisitiohiof each
.:poinr in the above example required 2003 interrupts. Since'the'aVerage
interrupt service routine required about 15 us,lthe system was in
foreground mode for only about 30 ms during that riﬁe. Therefore-
only about 22 of the total measﬁremeﬁt time was used for datav"
acquisition. The rest of the time was available for beckgroend task
execution.

The cbncepté used in writing the'background routines aﬁd drivers
for I/0 operations are_essentialiy the same as the coneepts'used-for
dateiacquisition programming; One interesting coﬁplication is'due to
_the_teletype.i Typing on the teletype keyboard  does not cause'character
to be printed. The characters are oely transferred to the computer.

Usually the keyboard driver transmits these characters to the teletype

™
ey
o3
&
<

ihp
o
o2
(o8

4



-72~-

printer as they_are received, "echoing'" the typed .information; hbwever,
this introduces a possible source gf conflict between.printing a |
message on the teletypé and echoing a typéd character. The teletype

keyboard and pfinter drivers were specially designed with this conflict

in mind.
A s

The bﬁlk of ﬁhe data analysis needed for:FTS'is berformed on-line
by special.data analysis subrountines which are capable of berforming
their.calculations on typical data records (contéining perhaps
1000 data points) in a second or two. Although déféiled discﬁséion
of the algbfithms will be postponed to Appendix D; it is appropriate
to indicate:here some of the'déta analysis options_that are availaBle
in FTS-1L. Thé most important déta,analysis task is the transformation
of data frdm an'interferogram‘in path differeﬁce space to a spectrum
‘in freqﬁency space by means of a Fourier transform. A typicai
interférogram consisté Of'a few points befqré zetq.path and a lafge
number of boints after zero path.. The data iS'Qéually offset_by a
baseiine. The record is‘brepared for transformation by subtractioﬁ
of the béséline énd'determinétion of the zero path point. The |
transformation is then performed, starting atIZero.path, using a‘fast
-Fourier traﬁsform (FFT) aigorithm based on a modification3 of the
‘well-known Cooley-Tukey algorithm.A' Finally, the.feal and imaginary
parts of the result afe separatedrfor ease of displéy,.since only the
real parts afe normally of interest. fhe sof tware will prepare;

transform, and sort a 1024 point interferogram in about one second.



~73~

A typicalqsource of error occﬁrs-ﬁhen the interfefogram is ﬁot
properly sampled. Although the sampling occurs at uniforﬁly spaced
intervals; iﬁ may not happen that one of the sample positions is
preciéely at zero path. fhis type bf'error and certain oﬁher types
which may occur éan be corrected by a procedure known as phase correction.
We have iﬁpiimented a phase correction algorithm due to Eormaﬁ, Vanasée,
and coWorkérs.5 Other operations which are used to help prepare
spectra_fbf interpretation are apodization and averaging of.severalf
interferograms in order to improve the signal-to-noise ratio.

"In FTS, the spectrum obtained from the interferogram is the,prodpct.
of the sample spectrum and an‘incrumental'response function. 1In order
to remove the instrumental‘response, the spectrum must be dividéd‘by-

a backgféund‘speCtrum. The FTS-11 program can calculate the ratio of
two spectra, inéluding~the efféct of amplifier gain differences between
‘numerator and denominatqr. It is also able to calculate the negative
of the natural logarithm of the resultant ratié. This is useful when
the sample property being studied may be éharacterized by an absorption
éoefficient. The negative natural logarithm is proportional to the '
absorption coefficient. |

Although in a minimal system oniy one interferogram or spectrum
need be stored in computer memofy at a time, i; is very conveﬂient
to be able to store several records at once. Thé management and control
of the various_stofage areas or buffers is the job of the buffer
management section of the program. A'difeétoty is kept of all the

buffers implemented in a given version of the program. The directory

e}
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entry fer each buffer contains the address of its firet word, its
1ength, the number of words currently being used, and a flag. This
information is used to locate the buffer and control its use. Since
there is only a finite amount of memory available for buffer storage,
the user must choose between having a large number of short buffers and
a smaller number of longer ones. - This choice will depend on the
requirements of the experiﬁeht being performed. The use of a directory
makes it very simple to develop different versions of the program
which implement different choices of buffer aliocation. In brinciple,.
the buffers‘could be allocated dynamically at the time the program is
loaded into the computer, but this has net'been implemented.

The final section of the progrem consists of the utilities.
These are sysfem subroutines used by the rest of the program to perform
particular fasks} Examples of utilities are routines to save and restore
Qerking registers needed by both foreground and background tasks, |
error handling routines, code conversion routines, and floating point
arithmetic routines. Code conversion is used to convert'bet&een the
binary information .stored in the computer and.the charaeter—string
representations'bf that information used by I/O‘devices such as the
teletype;. Floating point software is required because the computer
is designed to perferm inﬁeger arithmetic. In order to handle non-

integer quantities, a floeting point format (conceptually similar- to

scientific notation) is used. Special subroutines are necessary to

perform arithmetics operations using this format.
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'CHAPTER III REFERENCES

Although in most computers‘on-line (core and sgmicénductor) membryv
is nof considered a peripheral device and uses a special data path
(memory‘bus); in all but the fastest membgrs of the PDP-11 seriés,
there is .no memory bus. Communiqation between memory and the
central processor utilizes the Unibus.

Actually this is an oversimplification. Any device except memory

méy become the controller of the Unibus (Bus Master) and any device

except the processor may be the slave device. Read operations are
from the slave to the master; write operations dre from the master
to the slave. Bus operations exist to transfer mastership from

one device to another.

) W..M; Gentleman and G. Sande, Fall Joint Computer Conference

Proceedings 29, 563 (1966).

J. W. Cooley and J. W. Tukey, Math. of Comput. 19, 297 (1965).

M. L. Forman, W. H. Steel, and G. A. Vanasse,vJ, Opt. Soc. Am.

56, 59 (1966); H. Sakai, G. A. Vanasse, and M. L. Forman, J. Opt.

Soc. Am. 58, 84 (1968).
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IV. FAR INFRARED EPR OF A1203:Mn3+

One of the subjects of continuing interest in the study of dilute
 transition metal ions in crystals has been systems with orbitally
degenerate ground states, .in which the Jahn-Teller (JT) effect plays

an important role. An example is the 5E'ground state of the

) . + 24+ , -
isoelectronic species Mn3 and Cr in A1203., Previous experimental

work on these ions has principally involved measurements of thermal
conductivityl’2 and acoustic parémagnetic resonance.” ~Some preliminary»

infrared measutements have also been reported.7’8 In this chapter I

will discuss results of a detailed study of the far infrared spectrum
3+ . 9

-of Mn in A1203f‘

of y-irradiated ruby, which is expected to contain Cr2+.

In the next chapter I will discuss measurements

In order to describe our data we have deVeiobed a'phenomenological
model.fdr‘the low lying states of Mm3+ in A1203 based on avcrysﬁal
field Hamiltonian in the absence of the JT interaction. The st:engtgs
of the crystal fiéld'terms are adjusted to fit the data._ We find thatb
vérious parameters have.smaller Vaiues than anticipated for a_purély
electronic Haﬁiitoﬁian; We'interpretithis qﬁenching'as due to thg'
effegt of the JT interaction. Anvoverviéw of the bodel,ma§ be obtained
using siméle groUp—theofetic arguments.lo‘ The modei will be described
ih detail later.
| 3+

3 at substitutionél Al

sites which have site symmetry C3. The crystal field at such a site

The Mn3+ jon is believed to enter A120

is predominantly cubic with a trigonal distortion. ' As is shown in
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Fig. 13(a), the free ion (3d4)5D Hund's rule ground state of Mn3+ is

5

split by the cubic field into "E +'5T with 5E lower. The trigonal

2

field splits the 5T2 state, but leaves the 5Evlev'el dégenerate. This
degeneracy is lifted by the spin-orbit interaction in second order,

and by thé.spin—spin interaction in first ofdér;

vx_In Fig.v13(b) we shéw the splitting of thé 5E ground state in more

detail. Early crystal field calculations3 which did nof allow for the
quenching of the trigonal field,predictéd that the lowest lying SE
level was a doublet. Following a suggestion by C. A. Bafes we

consider a strongly quenched t;igonal,field. Applying first the spin;
orbit and spin-spin intéractidns‘to the 5E'level'of Mh3+ in é cubic
fiel&, five equally spaced levéls with separation s.reéult. The lowest
level is a singlet. In order of increasing energy'fhe ofher levels

are a friplet, a doqblet; a triplet, and a singlet. The trigohal field
splits eécﬁ triplet into a doublet and a singlet aﬁd'slightly ch;nges
.the level splittings. If the trigonal field were not queﬁched, the
singlet split off from the lowest triplet would be degenerate with the
ground single;. Our data show that the lowést level of the syétem is
in féct a singlet; For purposes of discpssion it»will be convenieht‘
to.label the'energyllevels as is indicated by the numbers on the right

hand side Qf Fig. 13(b). This is the order of the levels iﬁ the ébsence

of an applied magnetic field.
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A. Experimental Details

Oﬁf‘results were obtaiﬁed by.measuring.the ffansﬁiésioﬂ ofvsamples
using Fourier transfogmispéctroscopy.. Most of the measurements were
_ made using the PMI. Thé.interferometer ou£put'ﬁas coupled, using-
evacuatéd 1,1 cm light pipes, to thé sample cryostat shown in Fig. 14.
It consisted of a 4 1/2 inch diameter main heiium vessél éurrounded
by a vacuum jacket and a liquid nitrogen shield,vnot shown in the
figure. _The insert consisted of a 1 1/8 inch diameter sample chamber,
NbZr superconducting solenoid capable of produciﬁg fields to 55 kG,
and a doped—Ge’Bolometric detector mounted in a separate vacuum chamber.
Sample temperéture could be varied below 4.2 K by pumpingithé main
helium bath. 1In order to elevate the sample'fempefature abdve 4,2 K,
the vent'pofts were sealed and the sample chamber wasvfilled with
exchange gas. A heéter controlled by a standard temperafure regqlétér
maintained:the desired temperature..‘This apparatus, which has been

described in detail eléewhere,ll.’12

has thg desirable feature that
' samples could be changed during a fun»with bnly a minimai‘los§ of
_ helium. Tﬁe'bolometerAwaS'heat sunk to a separate helium bot_which
could be easily maintainéd at 1.1 K. |

The saﬁpies were wrapped in thin Al foil to minimize the radiation
losses out the sides and thus form a low Q'transmissioh cavity.
Radiation was coupled iﬁtp andlout'of the samplé; whiéh was blaced in

the center of the solenoid, using conical light concentrators. The

bolometer detected the radiation transmitted by the sample. The

e e N e NS0 ND
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computefized data acquiéition techniques used in these measurements

were describéd above. The instrumental résponse funcFion was removed

by computing ratios of pairs of spectra as ié shoﬁn in Fig. 15. The
 peak at 9.35 cm.b-1 is‘dué to an absorption line in thé zero field
denomiﬁator. Other featufés are due to absorption lines in the numerator;
measured‘in_an applied field of 30 kG. The dashed lines are the one
sfandard deviation error bars and indicate the sighal—to~noiée ratio
.obtained in these measurements. The poor signal to noise ratio at

eithef end:- of the spectrum is due fo the division of'sﬁall numbers,

since the speétral intenéity approacﬁeé zefo in thesé regions.

Thé four samples ﬁsed in this work were obtained from the sdurces
indicated in Table.3. Spectrochemical analysesbﬁere made in order to
identify the impurit& responsible for the’obServgd absdrption lines.
Since the proper;ies ofvmany ionsfin A1203 have,Been éharacterized,
most of th¢ ions whiéh cogld bé responsibie for the observed absorption
could be eliminatedﬂ The most 1ike1yvcandidates were Mn3+, Cr2+, Cr4+,
and Fe2+. By comparing the observed line strengths in different samples
‘with the respecfive spectrochemical analysgs, it is possible to rule

out all likely sources of the lines, except Mn3+.

B. 'Experimental Data

We have measured the transmission of A1203:Mn3+ in the ffquency
range from 3 to 30 cm-l as a function of applied magnetic fields up to
55 kG, The points in Figs. 16 and 17 are the poéitions of observed

Afar_infrafed absorption lines plotted as a function of applied magnetic

field. The data were separated into ground state transitions (Fig. 16)

Lsbeoeernn0
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Table 3. Sample Data.

Analysis (% by weight)

. . Mean
Sample Source S Length - Diameter < ,
' () (cm) Mn " Cr Fe -
S-4 . A. C. Pastore, Korad Corp. o 1.5 0.8 Il .01 .5 .01
5-5 'W. Brewer, National Bureau 1.9 0.3 I .001  <.001 .001
of Standards

S-14 Hrand Djevahirdjian S.A. » 2.5 1.0 Il .02 <.001 .1
(Switzerland)

S-18 C. Sahagian, 3.9 0.8 1 .02 _ <.001 <.001

Air Force Cambridge Reseérch Lab.
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and excited. state transitions (Fig. 17) by measurement sf the tempera-
ture depenaence of the line strgngths. The datg for which the épplied
field was oriented parallel to-fhe crystallographic ¢ axis were
measured using samples S-4, S-5, and S-14. Tﬁe data for H!l c were
measured using S-18.

Two absorption lines are observed to intersect zero field near
5 cm—l in both the H !l ¢ and H Ll ¢ orientations. 15 the parallel field

case, the lines are degeneratebat H = 0 with a frequency of 5.2 cm—l.
In the perpendicular field case the modes intersect H = 0 at 4.5 cm-;
and 5.2 cm_l. Temperature dependence establishes that all of these

modes are due to transitions from a singlet ground state. Furthermore,
the femperature dependence data show that the state which lies.4.5 cm-l
'above the ground state is the.lowest lying excited state of the system.
The sransition to this state is therefore labeled 1 + 2. The two
degenerate states which lie 5.2 cm_1 above ths ground state in‘zero
field are states 3 and 4. The HIl c¢ transitions Are therefore labeled
ll+,3;and 1 > 4. The H1l ¢ absorption line which‘intersects H =0 at
5.2 cm_.l is either a-1 » 3 or a 1 + 4 transition. Comparison of model
calculations based on these two possible assignments indicate that the
" transition is probabiy 1-> 3. Tﬁe intensities of these transitiohs

are field-dependent, as indicated in Fig. 18. They have zero intensity

at zero applied field, while at 50kG, these lines dominate the observed

spectra.
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"Two absorption lines are observed which intersect H = 0 at 9.35 cm—l.
These lines are also ground state transitions and have been,labéled
1+5 and.l +'6. In éero field the-degenerate 1+ 5,6 line is the
dominant absorption feature in the spectra of all.the samples studied.
The inténsify of these lines decreases with fieid, as is shown in
Fig..18. In all three of the samples used for thelﬂ I ¢ studies the
H = 0 line waé asymmetric with a linewidth (full widthAat half peak
absorption coefficient) of 0.6 to 0.8 cm-l, depen&ing on the saﬁple.
In S-18, used for the H1l ¢ studies, the H = 0 line was symmetric with
a linewidth of 0.3 cm_l. The linewidths are not temperature dependent
below 20K.  We have not identified the mechanism_responsible’for broad
lines in certain saﬁples.

The weak ground state transition labeled 1 - 9 ié observable only
at the highest available fields. 'This'transitibn was observed only
in ;ﬁévtwb‘samples with the greatest Mn concentration.

In the H l.c orientation (sample S-18) the twq’weak excitéd state‘
tranéitions shown inAFig; 17 were ébserved. These linés were pnly
~observed in the sample containing thé largest total nUmber.of Mn ions.
The separation bétween the two’observéd excited state transitions is
equal to fhe'separation between_ghé 1 %vZ and 1 > 3 transitions at all
values of abplied field. Thus, it is reasonable to suppose that thé
excited state‘lineé are due té transitions between the states 2 and 3
and some single higher-lying state.- The best céndidate for this
ﬁigher—lying state is the singlet level 10. The lower excited state

transition in Fig. 17 is, then, 3 - 10, while the higher transition



is 2 + 10. - The temperature dependence of these lines seems to confirm
tﬁis idenﬁification. | |
Radiation normally propagates down the sample chamber in a direction
parallel to H. Al;hough for thin samples mirrofs can be installed which
enable prbbagation through the sample perpendicular to H, our samples
were too large for this to be done. Since in ouf méasuremenﬁs radiation
propagated parallel to H, it was polarized perpendicular to H. Samples
‘8-4, S-5, and $-14 are cylinders with the optic axis parallel to the
-cylinder axis.v'They’could only be studied with?radiation polarized
ELl ¢. Sample S-18, however, had the c axis perpéﬁdicular_td the
cyiinder’axié énd could be oriented so that both El ¢ and E Il ¢
polarizations could be studied. A linear polar;zgr'éOnsis;ing of 103
gold Strips per inch on a Mylar substrate was attachgd to this sample
wifh rubber cement. Typical transmission ratios are-displayed for the
two polarizations in Fig. 19. The spectra in_the'humerators were
measured in an applied fiéld of 23 kG while ﬁhe spectra in the denominators
wefe; as usual, zé%o field meésuremeﬁts. Thése épéc;ra were all
_me;suredrat 4.2 K. The dashed lines again indicate the error bars. The
solid érrows_iﬁ the E lAc fatio, Fig. 19(a) indicate obsérved absorption
lines. Thé dashed arrows in the E ll ¢ ratio, Fig. l9(b); are drawn -
at the same fréquencies as the solid arrows for é{l'g. fhesé daéﬁed
arrows indicate wherevﬁhe‘E 1l ¢ modes would occur Qére the transitions
Aallowéd in this polariéatioh." Some weak features are seén in the E1 ¢
.spectfum,4ﬁowever, these features may be explained by imperfect polarization

arising from multiple reflections in the sample. To.the_accuracy of the

P oeoeronepno
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experiment, these absorption lines are completely polariéed. ' The
three experimentally accessible combinations of oriéntation and
pplarizatién——H e, EL c; HL ¢, EL ¢c; and H1l ¢, E |l c--are
sufficient to unambiguously assign the observed absorption lines to

electric dipole transitions.

C. Theory

The JT effect is expected to play an important role in the states
"which we have studied. Several attemﬁts have been made to calculate
the lowest lying vibronic states of Mn3+ and the isoelectronic species
Cr2+ in'A1203.13—15 Becauée of the extreme complexity offthé problem,
however, these efforts have mef with limited succeés. Rather than
attempt to calculate yibronic energy levels, we have adopted a
phenomenological philosophy. Weré.there no JT effect operating, we
would éxpect the Systém to be well described by a purély eléctrbnic
crystal field Hamiltonian. By allowing the interaction strengths_of
various terms in such a Hamiltoniah to be adjustable parameters, we
can ask how well such a simple Hamiltonianlis capable of fitting our
daté;. We find that the fit is surprisingly good. The values of_the’
inﬁefaction strengfhs which give the best fit to the data can be
compared to the value; of these tefmé one would expect without a JT
intéraétion. We believe that the deviaﬁions of”these parameters.from
| their‘ekpécted (no JT effect) values to be related, although perhaps

" not directly, to the Ham quenching'factors16 of a more complete

vibronic theory.
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Our mbdel Hamiltonian is the sum of crystal fieid, spin—orbit,

spin-spin, and Zeeman terms. Since hjperfine splittings are too small

to be resolved in our experiments, we neglect them.

J('= Veeal ¥ Veo * yss v, _ (55)

The crystal field potential thal consists of a cubic term, a trigonal

distortion, and an inversion-breaking term. The cubic and trigonal

fields are written using the usual spin operators,17

chbic = - §-B4(OZ +20/2 OZ)A’.
| (56)
Versg %3305+ 5555 -
where the B coefficientS'afe related to McClure's p_afamet_e’rsl8
Dq = 12 B, - (%)BZ
R B, + 80B | | o o (57)'
v' = V2 (38 + gOBZ)_.

- A Hamiltonian consisting only of cubic and trigonal fields has D

3d
symmetry. In order to correctly fepresent the splitting of the 9.35cm"l

line in an applied field; the symmetry of our Hamiltonian must be no

higher than C3. We reduce the symmetry by adding an inversion-breaking

term Vi 0dd order terms can occur in the Hamiltonian in the absernce

b
of inversion symmetry. Since these terms vanish within the 5D manifold

(L=2,8 =2), they admix excited configurations into the 5D state,
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It is important to considef such admistures when computing transition
probabilities, but they may.be neglected when calculating the.energieé _
of the low 1ying levels of the system. The only symmetry-allowed even-

' order term not already included in thelcrystal_field is .

-3
4

3 1 .3
A, <5 (Y, + Y

The dominant inversion-breaking term is, then,

_i3 .
Vip T Bily - - SR (59)
' Within’thelSD manifold, the spin-orbit interaction may be written

V =M *S. TheV term,
sO ~ ~ SS

o 2 » |
Vss =k, e (60)

contains contributions from two sources. The first is the usual spin-

‘spin interaction whidh-may be written in an L-S coupling scheme'as17

-l - §)2'+ %1(£ ©8) - %—L(L + 1)S(S + 1)} ..

The ‘second source is the admixture of excited terms (in particular, the
3H term) of the 3&4 configuration through spin—orbit coupling. A

typical contribution might be schematically written'in the form

DD DR
o m

3, 3 3 5
CHlv__ o Pe> CHIL - s]7D)
- E )2 '

tat
states . SD 3H

Erocooern oD
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Since these contributions are small, the abproximation of including
them in Eq. (60) seems justified. The Zéeman interaction is written
- (kL + 28) : uﬁH where k is inéluded to allow for covalency effegts.

A typical.value of k‘is 0.8 for transition metal ions.in A1203.

-The Hamiltonian defined'abové ﬁust be evaluated uéing four-
electronlﬁavefunctiohé,appropriate'to the SD.free ioﬁ_ground»state.
These wavefﬁnctidns are linear combinations of pfo&ucté of one-electron
d—statevwavefunctions. We first form Sléfer determinant wavefuﬁctions

: s/ s s. . s .
which will be denoted by (21_1 ﬁz 2 23'3 24 4). This wavefunction

is ‘a determinant of four one-electron wavefunctions, the first with

.sz-= Sy> the second y;th.kz 22, s, = 8, etc.

quantum numbers 22 =9 ,

1’
Interchange of any two electrons changes the sign of the wavefunction.
s, s, s, s, s, s, S, §

ol T2 T4 3y 1,72,°3
T A T i T PR WA

Permutations. are performed_until the one-electron wavefunctions are
listed in order of decreasing 22 and decreasing s, (consistent with

the order of the £'s). Next we form the wavefunctions ILZ, Sz)

appropriéte to describe the 5D free ion state by forming linear

combinations of Slater determinants. The 5D state wavefunction ]0,0?

3

may be written19
- o 1 |
10,00 = ~(6) 2 {(@1T17-27) + @ 17172y + @172

+ @ 1M172h + ety + etiraT2hy L e
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The other twenty-four wavefunctions are forméd:by apﬁlying the:
appropriate ladder operators to this state.

In order to evaluate the matrix elements of ﬁhe Hamiltohian'in the
5D basis, we firsf mﬁst_calculate the one-electron matrix elements. |
The one-electron matfix elements for the spin—orbit, spin—spin,

- and Zeeman interactions can be calculated directly. The cr&stal
fieldvmatrix(elements are more difficult. Since the spin operators
Oi transform according to representations'of the rotation group, the
Wigner-Eckhart'theorem may be used to help calculate their matrix
elements.  For exgmple, 02 transforms according to (Y43—f4_3) where

the Y'sAare spherical harmonics. The matrix elements of YLM between

angular momentum eigenstates is given by

['(22'+1) (2L+1) (29+1) ] 1/2
- 4 ;

2L % gL g | |
X : . . (62)
-m' M m 0 0 O . '

using the conventional notation for Wigner 3-j-symbols.20 By the

(et fe ) = (™
. LM m

WignerfEckhart theorem, the matrix element (2'm'|02]2m ) must be-
proportionai to. the matrix element (Z'm'l(Y43—Y4_3)[2m ). 'Using _
éompiled tables of 3-j symbdls,zo' these matrix elementé afe easily
calculated. Radial integrals are incorporated in the adjusfable
pafameters."Matrix elements of the Slater determinant wavefunetions

.are related to these one-electron wavefunctions by well-known rules.

P OO 00N
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Matrix elements between SD states are calculated from the Slater
determinant matrix elements.
The 25-dimensional Hamiltonian matrix was calculated and a

subroutine written to.evaluate the matrix for arbitrary values of

BA’ Bg, BZ, BZ, A, p; and k. The matrix was diagonalized using

standard FORTRAN-procedures and the schematic level diagram of Fig. 13
was verified by studying the general properties of the Hamiltonian as
a function of the parameters. The splittings § shown in Fig. 13(b)

are given by17
. v Az | . -
S = 6(p+m .- o o (63)

. L s . i
The inversion breaking parameter B

4

énergy levels. With a finitevmagnetic field, it split 5 and 6, as

has little effect on .the zero fieldf

expécted.' It alsq has large'effects‘on the field dependence of the
other eﬁergy levels._ The:drbital Zeeman effect is completeiy quenched
within 5E, fhe parameter k having no‘effect on the field dependence of
the~energy levelé.

The adjustable parameters were determined by fitting the field-
frequéncy data of Figs. 16 and 17 using a convenﬁionai least-squares
procedure. It was found that good fits could not ﬁe achieved |
simultaneously for the ground and excited state data. A fit was
attempted hsing the gfound state transitions alone, but there were moré
adjuétable parametérs than could be determined from the aata. "In order

to obtain a fit, B, was fixed. This parameter, which measures the

4

cubic field, is not expected to be‘quenched by a JT interaction and

can be détermined from optical data. Unfoftunately, the value of'B4
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is uncertain. Measurements by McClure18 and Formanzz_suggest values
of’16(').4<:m_-l and 142}1 cm_l respectively. Fits were obtained using
a number of values of B4 between 140 and 165 mel. Although the

. parameters obtained differed for each value of B4, the resultant energy
level diagrems were very similar. A typical energy level diagram is
shown in Fig. 20. The parameters obtained using McClure's and Forman's

-values of B4 are listed in Table 4. Considering the uncertainey in

: BA, our parameters are determined only to within 157%. Some results,
however, are clear. The trigonal field aﬁd spin—orbit_interactidns are
strongly quenched. The inversionfbreaking term'ie small, typicaily
severel cm—l. The parameter p is about .8 cm_l.
| ' The three mqst-important results of the model are the.yalues dfi
v, A, and p. Because of JT quenching; the'trigona1‘field parameter v
has only 60-70% of its expected value. The spin-orbit coupling is‘
very strongly quenched, having only about 10% of its free ion value.
Finally, the.parameter p has an unexpectedly importent role in the
Structure.of the 5E state. Since A is so strongly quenched, § = 6p.
The»éplittings 8, however, are the most obvious feature of the 5E energy

"level diagram. The ﬁerameter p is much l;rger than expected from a
spin-spin interaction alone, suggesting thatvthefe is.a considerable
contribution to p from second-order spin-orbit coupling. This admixture

'of higher lying termsvhaé a particularly important'role in determining

the structure of the E state.
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Table'A. Ihteraction parameters for A1203:Mn
Dq v v' B B° - B® pt A 0
- 4 2 4 4 '
o 10472 » 160.4 ,
W thout . 1950 600 173.7  -4.837 - 87° .18¢
‘ 1727 ‘ : 142.1
" (e) 1946.4  1359.8 335.2 160.4 109.9 -4.634 ~-3.138 6.101 .8074
Theory o ’ .
«(f) 1725.2 1234.8 298.6 . 142.1 99.0 -4,296 -2.805 6.059 .8069
Quenching (e) .70 .56 .63 .96 .07
Factor (£) ' .63 .50 .57 .89 .07
_McClure.(Ref. 18).
b Forman (Ref. 22).
c.Free ion value.
d

Spin—spin interaction only.

€ Calculation based on a value of 160.4 cm_l'for Ba.

£ Calculation based on a value of 142.1 ent for B4.'_

_66_
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D. Comparison with Experiment

The predicted ground state transitions are shown as solid lines bn
Fig. 16. The fits to the 1 » 2, 1 + 3, and 1 - 4 transitions are
excelleﬁt. We fegard the fits to the 1 - 5 and 1 > 6 trénsitions to
be satisfactory considering the many approximations and simplifications
made in ;he model. Predictions of the temperature dependéﬁce of the
peak-absorption cqefficiehts of the ground state transitions were made
using the theoretical level diagram and simple populatiqn arguments.
The predicted temperature dependence agreed Qithin experimental error
limits with measurements made at'seven'temperatupés between 1.3 and 20K.

In order to compare theoretical aﬁd experimental 1iﬁe sfrehgths, an
extensioh_of our model is required. Siﬁce electric dipole matrix elements
vanish within'the SD manifol&,-we‘muét includevconfigurational mixing in
order to account fo: our»experiméntal feéults. Tﬁé lowest lying configu-
_ration which can mix with the 3d4'configuration to give the required mix—
ing is 3d34p. The'3d34s configuration lies below 3d34p but cannot contri-
bute to the electric dipole transition probability_bécause a one-electron
3d +4s transition is electric dipole forbidden. In order to admix 3d34p
wavefunctions with our 3d4(5D) states Qe igﬁore term separations within
3d34p and assume that all of the 3d34p states lie aﬁ'éngrgy A abové the
SD stétes. . If the interaction whicﬁ mixes the confighrations is Vﬁ, then
td first order in perturbation theory tﬁe unnormalized admixed &ave—
functions are of the form , 3 | 4

PR - (3d74p|V_[3d7) 3 |
[3d7 ), = [3d ) + Z : —— |3d74p ) . (64)

A
3d34p
states
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The mixing potential'Vm is a sum over symmetry-allowed odd—ordef"

crystal field potentials. Since point charge model calculations

o
1

‘interaction for the atomic configuration of A1203, we assume that

indicate that the O, interaction is the largest allowed odd-order

v «0° , and calculate the admixed 3d4 wavefunctions. These

m 1
wavefunctions are used to calculate the electric‘dipole matrix elements

5 : . . ' . . .
for the "D states, which in turn are used with the eigenfunctions

_ admixed
of Eq. (55) and appropriate population factors to predict ground-state
_transition probabilities ét 4.2K.

In ordér to compare calculated transition prObabiii;ieé with JE—
: ébsefyed peak absorption coefficients, a normalizatioﬁ-factor is
'required becausé the concentration of Mn3+ in our sampleé is not known.
Spectrochemicél analysis yields an estimate of the totél Mn cOngentration

in the sample, but provides no information on the distribution of Mn

valence states. MoreovefIWe_have not attempted to calculate either

: o . . - s .
the strength of the 01-1nteract10n or A, so that an overall multiplicative
factor for the theoretical line strengths is also unknown. We chose

to-norﬁalize the data in Fig. 18 to the.strength of the 9.35 cm—1

Iine iﬁ zero field. The ‘equivalent nbrmalizatioh_factor‘fof the

- theoretical transition probabilities is the 8um.of the.pfobabilities
vof-thé 1>5and 1> 6 transitions_in éerp field. The normalized
transition probabilities forvthe lowest five ground state transitiéns
afevshowﬁ.as the solid-lines in Fig. 18. For H Il ¢ the model is seen to
~be in excelleﬁt agréément with experiment. For H 1L c;-however,'the

. model fails to account for the observed intensities.. There could be

%4

A I O N A
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several'reasons for the discrepéncy. We have inciuded only oné.of the
odd-order operators that couid cause configurétional mixing and have
neglected mixing witﬁ the‘excited terms of the 3d4 configuration which
could also be.important. One might aiso expect that the JT interaétidh,
wﬁich has not been explicitly includéd in our mode1, woﬁ1d affect the
transition probabilitieé_in a.Significan;.way.

A fﬁrthér confirmafion of the'abiiity of our model to describe
the low41ying‘states of.Mn3+ may be obtained by considering the APR
data of Anderson, Bates,-ana Jauséguds (ABJ). ‘In that paper, ABJ
feported the observation éf.five APR lines in A1203:Mn3+ at frequencieé :
near 0.3 cm_1 which they labeled B, D, E, F, and G. These lines are
.due to transitions betweén states 2, 3 and 4. VIn.Fig. 21, the solid
lines are the theoretical transitidn frequenciés for the transitidns
bétweeﬁ these_three states as ‘a function of' applied field. ‘Since level
2 crosses levels 3 and 4 in this ofientation,'transitioné 3+2 and 4 > 2
vare plotfed as well as 2 » 3;.2 - 4,‘and 3+ 4. ‘The poiﬁts are the data
of ABJ. We identify the APR line B as being dué_to 3> 4.‘ D, E, F,
-énd G are due to transitions 2 + 3, 2 > 4, 3 »> 2, and 4 > 2 respectively.
In thié field orientétion the observable far infrared transitions are
1-3 and 1~ 4. Transition'l f 2 is forbidden. - Hencé,'no information
abéutvthe fiéld dependence of level 2 in. this field orientation was

used to fit the model. The data of ABJ indicate, however, that the

. : L _ ' o -1
model correctly predicts the position of this level to within 0.1 cm .
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rAlthough our model provides an excellent description of the ground
stéte transitions, it ié not as successful with the excited state
transitions, 3 > lOIand 2+ 10. The thgoretical excited state
transitions arising from.states 2, 3, and 4 afe,indicated as solid.
lines in‘Fig. 17. Clearly there are sericus discrepancies between
thedry and expériment. Level 10 is located about 2 cm"l lower than
. our model'pfedicts, and its energy depends lesé.strongly on applied
field than the model indicates. 1In addition, at ﬁemperatures above
10K, the observed lines are much weaker than the predicted température
dependence'would indicate. It seems likely that a proper treatmént
of the JT interaction would reducé these discrepancies.

.The.simplest model of the JT interaction in Mn3+-is a cluster_
.model in.which the SE_sfate interacts with an E symﬁetfy vibrational

state of the cluster. From group theoretic considerations

5 5 + SA 5

Eelectronic X Ephonon‘= Evib vib-+ 'Avib o .(65)

_ whgre the subséript 'vib' stands for vibronic states. The JT interaction
rempvés thé}degénéracy of these vibronic states. - Our data clearly -
indipate.ﬁhét the SEVib~State is lowest. |

This simple JT model cbuld account for some of the discreﬁancies
between our theory and the experiment. Levei fepulsion frém the 5Avib
>states couid lower the energy of level 10 and affect its field;

dependence, thus improving the poor fit for the observed excited state

e . . . 5 -
~transitions. In addition, including ten energy levels (two Avib_states)
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at 25 cm-l above the ground state greatly improves the fit to the

measured temperature dependence of the excited state transitions.

s & F 0 & n
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V. Y-TRRADIATED RUBY

When ruby (A1203:Cr3+) is irradiated with Y rayslfrom a 60C§ Source,
color centers are formed which change iﬁs COlorvfrom red to orangé. >In
additioq'to the increased optical absorbtion,l.thé microwave EPR signai
from the Cr3+_ions.is reduced, often neérly in half.2 If the crystal is
used as a laser rod, anrincreased threshold‘ié obéervéd, with the rod
finélly‘ceésing to lase if the dosage is sﬁfficiently high.? Because
of the oniOus technological ‘importance of this material, many authérs
have attempted to study the radiafion daﬁage mechénism. it has been
suggesfed4 that an important radiation damage'mecﬁanism in rﬁby could
be associated with the formation of Cr2+ and ce** ions. Oﬁe of the
simpiéstiqf the propoéed mechanisms,vin that it dqes not.reqﬁire

additional types of damage centers, is a charge-transfer reaction,

Z_Cr3+ + hy > cr?t +-Cr4+ . _ | - (66)

In this chapter I will discuss measurements made on two samples of
Y—irradiafed ruby. The far infrared is expected to be a useful tool"

to ptobé the properties of the damage because both Crzf and Cf4+ are

’

expected to have level splittingé'at far infraredffrequencies, Since
2+ . 3+, . i )
Cr~ is isoelectronic to Mn™ , it is believed to have a similar level
e . bt . e 5.
structure. Microwave studies of Cr by Hoskins and Soffer” indicate
.that this ion can be described by a spin Hamiltonian with effective

spin S=1.

= ls,? - 5 S(H)] 4B g s | -6
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where B is the Bohr magneton. From the temperaturé dependeﬁce of the
strength of the AM=2 transition they observed, Hoskins and Soffer were

able to estimate that the zero field splitting D is about .7 ch_l.

A. Short Ruby

"The fifst sample T will discusé is a 2 cm long cylinder of ruby.
The Cr conceﬁtrdtioﬁ is>about .5% by weight and'fhe only trace impurities
observed are Ba and Fe. In this sample, no low frequency (below 25 cm-l)
absorption lines were observed. At higher frequencies, as is shown
by the spectrum labeled "O hours bleaching" in Fig. 22 a véry strong
absorption line is observed at 146 cm_1 with weaker lines present ét
236 cm_l,'252 cm_l, and 275 cm—l. These lines ére ascribed to an-
unknown impurity. They are associatéd in some way with radiation
damagé, however, because after high temperature annealing of the sample
these lines are no_ionger seen. Since Ba is the largest trace
impﬁrity it ié teﬁpting to consider a mechanism involving this ion.
The Ba2+ ion is, of course, diamagnetic. Howevef one might éonsi&er
some_mechanism involving a radiation-induced loéal phonon mode near
a Ba éite or perhaps formation of Ba+ and surrounding colof centers.
These ideas are purely cOnjecturalat‘this time, however, since the
experimental evidence is too sparce for any definite éonqlusions;

It is known that under exposure to room lighting, irradiated
ruby will optically bleach. That is, its color will gradually return-
to its original color. Although some of its other'propérties return

to their original values, some, including the laser threshold do not.

£ 0000
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A high temﬁerature annealing 6pération, which apparently_empties
.deep traps, is necessary to restore the originai laser thfeshold.

We have studiéd the effect of optical bleaching on ﬁhe infrared
transmission of this sample. As is seen in Fig. 22, as the length of
the pric31 b1eaching period is increased from zero to 159 hours,
.the high freduéncy transmission falls. It abpears'that the étrength
of tﬁevunknOWn impurity lines ié not strongly effected, but rather

that additional absorption develops which masks the»impurity lines.

‘This effect is also unexplained.

B. Long Ruby

The other Y—irradiated-ruBylsample was a 15 cm long crystal whose
c—axis made an angle of 60° to thé cylinder axis. This sample was
QUite pure, the only spectfochemically detected impurity being Cu.
‘The far infrared spectrum, Fig. 23(a), showed»tﬁe presence offTi3+,
prbbably at levels too small to be detected spectrocheﬁically. In
'addition'an absorption line was bbserved at 59_cm_l; which disappeared
upon optical bleaching. Studies of the low frequency'transmission of
the gample revealed weak absorption lines at 6.4 and 7.5 cﬁ-l in zero
field at 4.2K. In a field of 51 kG applied along theicylinder axis,
oﬁly a singie line a£‘4.5‘¢m_1 was observed. A field'on—field off
ratio is shown in Fig. 23(b). VThe zero field lines weré obServe& with
a signalfto;noise.ratio neér'two, so that apﬁlied field splittinéé

would not have been observed. After several days of optical b1eaching,

these absorption lines were no longer observed. Since the available
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infrared.data are poor, it is not possible to determine the ions
responsible for the zero field lines. The 4.5 cm—1 liﬁe in non-zero
field woﬁld seem to have a field—dependent intensity and might tﬁefefqre
be assigned to Cr2+.

. It is known that thevcubic field; spin—orbit, and spin—spin
interactiohs of Cr2+ in‘typicai environments are roughly'two—thirds
as strong as for Mn3+; If we assume ﬁhat all parameters of Cr2+ are
" two-thirds their value in Mn3+vand further assume that the quenching
' factors'for the two ions are the same, then the resultant level diagram

: +
is qualitatively similar to Mn3 .

The energy of thé zero field 1>+ 5,
6 transition is 6.5 cm—l. The 1 » 2 transition has aﬁ energy of lv(:m-l
for a field of 50 kG oriented at 60° with respect to c. These_results
are undoubtedly fortuitous, but they suggest one possible interpretation
'of.the data for y-irradiated rub&. Comparison ofvthis model with APR
data6 for Cr2+'yields rather poor agreement, as one would expect from
such a crude:estimate of modei-parameters.

If we assume that eithervthe 6.5 cm_l line or the 7.5 cm_1 line
is due té Cr2+, we may make a rough estimate of its éoncentration, If
we assume that the transition probability per ion is the same for Cr
“and Mn3+, then by assuming that all of the Mn in sample S-18 is in the
3+ valencebstate and by comparing peak absorption coefficientsvand
sample volumes we may obtain an uﬁper limit.of_thé C:2+ concentration v
in our saﬁple of.Y;irradiated ruby. We find an upper limit ofv5><1016 cm—3“

This represents only one part in_104 of the Cr in the crystal. The

assumption that the transition probability per ion is the same for

BEST= ¢ S  R s A - 6 T S ¢ B ¢
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Cr2+ and Mn3+ may not be correct. It has been fouhd in APR measurements
that Mh3+ lines are typically ten to fourteen times as intense as Cr
lines in typical'sémples. If the concentrations of the two ions in
typical crystals ié the same, then our upper limiﬁ is at least an
Qrder of magnitude too small. The APR resﬁit could, however be
interpieted as showing that the concentration of Mn3+ is typicélly
higher than Cf2+ in'A1203; |

This estimate is muqh lower than usually quoted. Most estimates
lof Cr2+ concentration are m#dé by assuming that the change iﬁ.the Cr3+
EPR signal upon irradiation is directly.proportional to the amount'bf
Cr2+ formed.s The above estimate, howeyer, suggests that the decrease
in the EPR signél méy be due to somé other aspeét of the damégé mechanism
and that Cr2+ formation is unlikely to be associated with the most
important &amage mechanisms in rﬁbyw

We have étﬁdied several samples ofAMg—doped ruﬁy in the hope tﬁat

+ ] . : . S
Cr4 formation would be favored through a change compensation mechanism,

but have been unable to observe any absorption lines.,
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VI. ELECTRON-HOLE DROPS IN Ge

th the eight years since the initial observation by Rogaehev
and coworkersl of anomalous photoconductivity in’Ge due to the
formetionvof electron-hole drops (EHD) many workers have studied
various theoretical and experimental aspects of drop phenomena.
Pokrovskii.has written ah excellent review of early work.in this field.?
In addition ﬁo the free-exciton luminescence line at 714 meV, Pokrovskii
and Svistunova3 observed a new luﬁineseence line at 709 meV atvlow |
temperatures and high levels of oﬁtical pumping. This line.is due
to the formation of electron-hole drops. Other studies.of the

L 4-10
luminescence

have inciuded the existence of Ehresholds'for droplet
formation, detailed investigation of the luminescence 1ineshape in
order to determine the condensation energy and density of carriers

in droplefs; a determinstion‘of the liquid-gas phase diagram, and
carefﬁl studies'of'the optical hysteresis near threshold, which have
resulted in theqries for the nucleation ef drops from a supersatsrated

11,12

exciton gas. Studies of the decay kinetics of the drdps determine

a droplet lifetime of 40 us and reveal evidehce for boiling of excitons

13,14

at the drop surface. Rayleigh-Gans scattering has been used to

measure drop radii of from 2 to 10 y depending on experimental
iy S 15,16,17 y ,
conditions. Vavilov and coworkers . observed far infrared
Lo o ‘
emission'and absorption from the EHD plasma. This work has recently

been confirmed and extended to include effects due to impurities in

doped Ge by Timusk end Silin.18 A number of workers have also studied
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then in the small abSorption limit, this ratio is just a(v)d, where

d is some appropriate thickness. 1In Fig. 24 we have plotted a typical
result. The so0lid line is our measurement. The other lines are the

. .. 18 . - . 20
results of measurements by Timusk and Silin, Murzin et al., and
17

Kononenko, et al., normalized so that the peak heights are all the
same. The vertical bars indicate the signal-to-noise ratio in various
spectral regions. As can be seen the results are in agreement with

earlier work. In order to interpret our result, we must digress to

briefly discuss some important results of Mie theory.

B. Mie Theory

In order to understand the results of the o~drop measurements

- described above and the y-drop expefiments to be described Below,

we must first ask how an electromagnetic wave interacts with a sﬁhérical
particle. In general, a particle will-reﬁove part of the incident
radiation fromvthe beam; partly through scattering and partly through
absorption. We'must study, therefore, the scattering énd absorption

due to a particle of given size and dielectric constant as a function

of the frequency of the éppliéd radiation. Then we must try to detérmine
wha; is observed by the measurement. That is, we know that the absorbed
fa&iation will not'bé detected. However, some fraction of tﬁe

scattered radiation will‘be detected and some fraction of it will nbt,
'depending ppvthe geometr? of the experiment. We'will first consider

the derivation of scattering and absorption cross-sections.
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The theory of the interaction of a plane wave with a sphere of
arbitrary size and dieleétric constant was first discussed'by'Mie.34
' - . ' . 35 36
Modern treatments are given by Born and Wolf, Jackson, and

37,38 We shall follow the notation of van dé-HulSt.

van de Hulst.
.Bésically, the sdlution involves expanding the incident wave, scaftered
wave, and the Qave inside the sphere in terms of a multipole expansion
about the'center of the sphere. The expansion coefficients are
determined by éolution of the resulting boundary value problem on thé
surface of the sphere; Since the full details of the theory are quite:
complex we wiil not present derivations here. Instead we will summarize’
‘some of the moré important results. In these results, we Will assume that
 the sphere.is nonmagnetic (u=1), define the scattering angle 6 as the
angle from the procééding beam ratber than fromvthg incidenﬁ beam,.and
ﬁse diménsionlessAunits>throqghout. This means thatbdistances will be
measured in units of X/ZW,’Whefe A is the waveleﬁgth outsidé the sphere,
and that fluxes will be measured in units of  the fluk geometrically
incident on the sphere. |

If we consider unpélarized radiation incidenf on the sphere, then
complete information on thevinteraction-is_contained.in the duantities_
E and 1(6).. E ié the extinction cross-section--that is, the fractiﬁn of
flug 1oét by the incident wavéq I(G) = Il(e) + Ié(e) is the fiux
'scattered inté a uniﬁlsolid angle in the direction 6 for radiation
polarized perpendicular (Il) and parallel (12) to the plane containing

the incident and scattered waves. The total scattered flux is given by
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m ' "
S = f 2nI(6) sin6db ' (68)
o

and the total absorbed flux is.simpl&
A =E-S . : ' : o (69)

If the sﬁhere has radius r, then we may define ;he'dimensionless-
ﬁarameter x by

x = 2mr/A . | v - _ (70)
The sphere'is chéracterizedvby a dielectric constant € relative to the
extefnal medium (assumed to be vacupm). Since iﬁ our casé, the sphere
is imbedded in Ge, with static €, T 16, € will bé'measured relative to
eé. Also since .the wavelength of the incident radiation in Ge‘is

reduced relative to free space, we write

x = 21TV€O r ,~ ] o ’ ) (71)
ﬁhere V is the wavenumber. We define the complex index of refraction
in the sphere as m = Ve and_introduce an auxiliary parameter y=mx.

Solving the'multipole boundary value problem, we find that the

' e : Ll ; . o0 .
coefficient of ‘the scattered electric 2 -pole component is

AN IR NN

‘ an = ey - v ey . (72)
1 13 . .
an(y)Cn(X) < YCn(X)wn(y)
while the coefficient of the scattered magnetic 2nzpole component is
y! (%) - x¥’ (x)y_(y¥)
p = D n n n . , | (73)

WLE_(x) = XL YY)
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19-22

magnetoplasma effects. Theoretical calculations have been made

of the binding energy and carrier density in dropsv.23-"26 Very recently

a calculafion of the phase diagram has been reported.47

It has. been obser&ed 27-30,48 that a lafge long-lived electron-hole
drop can be formed in é sample with a large inhomogeneous stress.in
the (110 ) or (111) directions. These drops, which have diameters-
of fromleO to 1000 p and luminescence decay times of 400 to 500 usec,
form at the point of maximum stress in the 'sample. Microwave dimensional
resonances have been observed which agree well with theoretical
: calculationé.31 Decay kinetics and time-resoivea luminescence
profile studies have beeﬁ performed. 1In addition, photoéraphévof the
"drops have been takeﬁ by imaging the drop lumihescencé onto the
surface of an infrared-sensitive vidicon tube. In order to distinguish
between small drops in unstrained Ge and these large dréps,»the small
drops are éalled d—drops, while tﬁe large oﬁes are called y-drops.

In this cﬁapter-we shall discuss results of.far infrared

spectroscopy of both o and Yy drops.

A. Alpha-Drop MeasurementS'

Measurements ofba—drop samples in the region from 30 to 200 cm—1

Qére made uéing an optical cold-finger crydstat which made possible
simultaneous measureﬁehts of far infrared transmissién énd near
._'infréred lumiﬁescence. The cold—finger dewar was designed with a
punp-light port in the bottbm of the dewar, a near infrared luminescence

port on one side of the dewar, and two far infrared ports on two

/0808 p 000
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opposite sides. The pump-light and luminescence ports were sealed
with‘gléss and quartz windows respectively. The far infrared ports
were sealed ﬁith polyethylene windows. Pump light from a Hg arc

lamp was focussed on the bottom face 6f the samﬁle. Luminescence

frém a side face of the cubic samplevwas coilected, chopﬁed,,and'imaged
on the entrancé.slit of a 1/4 m grating spectrometer. 'The output

was detected usiﬁg a Ge photodetector opefated at 77K. Two sources

of background radiation had to be removed in order to insure that

I3

only the luminescence signal reached the near infrared detector The
first of these was visible light whiéh'could pass through thé spectrometer
‘in second Qfder. This was removed with a Corning 7-56 filter. The

second was near -infrared radiation from the pump lamp. A water filter
was used to remove this radiation from the pump lamp input. Far

infrared radiation was coupled into and 6ut of the sample using

Winston 1ighf concentrators.32 Cold wedged crystal-quartz filters
femoVed excess background radiétidn. Far infrared radiation was
detected using a doped-Ge bolometer in an éxternal éryostat.

The sample was a poliéhed and etched cube of high purity Ge33
approximately 5 mm on a side.' In order to insure good thermal contact
between the sample, which was mouﬂted invthe main vacuum space of
the dewar, and the liqﬁid helium vessel, the sample was soldered with
In to a thick Cu heat sink ﬁhich was bolted to the bottom of the

helium chamber. Leads were attached to the sample so that photo-

conductivity could also be measured. Cooling the sample was one of
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the moét difficﬁlt problems which had to be overcome in the ekpéfi—
mental design. 1In early stages of the gxperiﬁent; photothermal
conductivity was observed from Al impurities. _The'pfesenée of this
absorption shoﬁed that the sample temperature was’about 8K. This
‘was well aﬁove the EHD critical temperature Té~6.5K.- By minimiZing‘fhe
" background radiati;n-power incident on the sample And by increasing
the thermal conductance between the sample and the liquid helium pot,
we were able to reduce the equilibrium sample temperature to a fewv
tenths of a degree above the 4.2K bath temperature.

With the experimental arrangement described aBove several types
of far infrared measuremeﬁts‘could be made, depending on which signal
was chopped. The output of the far infrared Michelson interferometer
c0uld be chopped or used dc. . The pump light couid also be run either
ac or dc, depending on the location of a light chopper. Although
feasiblé,,double demodulation schemes were not used. vRather,
selections were made of the apprdpriate signals to be chopped...

The presence of pump light at energies aone the gapﬂéﬁéngeé.
the sample resistancé from fhe megohm range when dark to the kilohm
range. Therefore chopping the pgmp light would result in a very large
>Background signél‘in a photoconductivity measurement, and theée |
exper;ments were done using dc pump light. For far infrafea transmission
measurements there are two coﬁsideratiohs. Since Vavilov15 observed
plasmé’emission, we expect plasma emission to be present_in‘our
experiment. This‘radiation’does not pass through the spectrometer

and will, therefore, appear as a background signal. If we:use_dc

f
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‘pump-light, the emissioﬂvsignal will be present at dc and will be
rejgcted by ﬁhe lock-in amplifier. If we use ac pump light, the
emission will be a background signal at the chopping frequency. If

thé plasﬁa”emission is a significant contribution, it would be
advantagebus to usevdéupump Iight. On the othér hand, if we chop the
_Michelson output and if dropiet absqution is-sméll, we will be looking
for a small absprption on a 1arge.backgr§und trénsmission, which.'
requires a good signal-to-noise ratio. From this point of view we
would prefer to chop the pump light beéause this would "chob tﬁe effect"
and give a signal.which is more directly related tb_drdp properties.
The choice between these tﬁo conflicting considerations must therefore
" be based on the magnitudes of the drop absorption and emission signals.

Several experiments were first performed_at 4.2K. Photoconductivity

was measured both with‘and without pump light. The amplitude and
spectral shape df the photoconductiVe;resﬁonsé Wefe found té be
functions bf light ievel and bias.conditions._ Far infrared absorpﬁion
was not observed,-although a background signal was seén when chopping
.the.pump light. Lumiﬁescencevwas not observed, either from drops or :
from free excitons, pfesumably because of improper”alignment. These
'ekperiments were unsatisfactory because it is poésible to.explaih S
the ﬁegati&é far infrared transmissiqn results regardiess of whether

or not drops were formed. If_theyIWere not formed, we sﬁould not,

of course, expect to see'far infraied absorption. The background
signal observed when the pump iight was chopped could be far iﬁfrared

light from the Hg arc lamp. If drops were formed, the lack of
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far infrared absorption is most likely dug ﬁo pdor geometry«in the
experiment. Since fhe pump light penetrates only a few microns ihto
the sample, drops would be formed only in a thin.layer very nea? the
bottom surface of the crystal. Only a small fraction of the incident
far infrared radiation Qould pass through this 1ayer;_ Therefore

the efficiency for the detection of far infrared absorption is low.
The‘photoconductivity results remain unexplainéd.

With thé apparétus configured as above, measurements were made
with the bath pumped to approximately 1.8K; Since the sample was
éoldered with In to the heat sink;‘the sample temperature was probably
limited by the poor tﬁermal conductivity of In below its superconducting
transition temperature., Although we were unable to obtain a reliable
measurement, we estimate thaf the sample temperature was about_3.5K.
Under these gonditions, near infrared drop luminescence was observed,
confirming'the existence of a—drops. Photoconductivity_measurements
were made which weré, as before, iight level.énd‘bias dependent and
‘which have as yet escaped interpretation. No difference was observed

'between far infrared transmission measurements at 4.2K and at this
temperature, probably because oflthe geometry probiem discussed above.

In order to remedy the poor experimental geométry, modificatidns‘
‘were made to_the.apbaratus to enable ﬁhe pump 1igﬁt to illuminéte'the

'sufface of tﬁe cr&stél upon which the’far infrared radiation was
incident. A small hole was_drilled in the elbow of the.incident—beam
1ight pipe so that the pump light could be focuséed thrdugh this

hole onto the sample. A smallvglass cover slip was epoxied over the
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hole to maintain the vacuum seal. “In order to cut down on_losées
in the incident light-pipe optics, the input light pipe and Winston
cone were silver plated and polished.

-Meaéurements of the far infrared transmission were make using this
improved apparatus and abéorptionvwas obéerved. Using dé pump light,
a five percentvpeak absorption was seen. Since this absorption waé
weak, if was more profitable to chop the pump light.. A large baékgroﬁnd
signal was observed with a émall additioﬁal sigﬁal which was dependent
on the intetferometer path-difference. This small signal contributed
only about 10% to the total signal observed. Using the lock-in offset
adjustment, this signal'was measured ét_a4numbér'of differént light
levels. The instrumental response was rem0ved By dividing the
observed spectrum.by a spectrum taken without puﬁp light using tﬁe
'chépped output of the interferometer. |

We'méy interpret this ratio.in the following wa&. Suppoée that
the instrumental resﬁonse of the sYétem.includingbthe.transmiésion
of thé sample in the absence of pumpblight.is B(v). When thé chopper
is open we obserye'B(v) T(v) + E, where i(v) is'thevchange of
transmiséion of thevsample dﬁe to the pump light and E is the back-
ground signalz(a39umed to be drob emission).A:Since the ‘emission does
not pass tﬁréugh fhe spectrométer, its frequency dependenée is not
obsérved. The spectrum measured with‘ac pump iight is, then,
'B(v)[l—T(v)].“ The spectrum measured without pump-light is just B(V).
Therefore the ratio measures 1-T(V). If we may characterize the drop

'transmission_by a Beer's Law absorption coefficient, T(v) = e—a(v)d’



-127-

where | and [ are related to the Bessel functions of half—intégral order

by :
| 1/2
v =) I,
n ( 2 ) n+l .
2.
, : 1/2 ,
X0 = D (F) 3w, (74)
, oL
2
g () =¥ (x) + ix (%)

The primes denote derivatives. The extinction cross-section is calculated

by evaluating the Poynting vector. The result is

[Ms

E - (2041) [Re(a,) + Re(b)] %)

2
2
x

=)
1
o

where ®e stands for real part. Evaluating some integrals, we may also

calculate the scattering cross-section,

M

s = (2o+1) [la_|® + b %1 . (76)

2
2
X

=]
1}
=

The absorption'cross—section A is caléulated using Eq. (69).

Althoggh the expressions for‘an and bn are in general exceedihgly,
'.complicated,.these are two limiting cases which will be of considérable
interest. These are thé limits ﬁhen the drop is small compared to a
wavelength (x <<{ 1) and whén_it is large compared to a wavelength (x >> 1).
In both these cases, asymptotic.expreséions for the Bessel fungtions

are useful.
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For the case x << 1, only the first few terms are important.

4

Van de Hulst37 has calculated E and S in this limit including electric

and magnetic dipole and electric quadrupole terms. He finds that

L2 2
. £-1 4 3 /e-1 € +27¢+38
E = —Im{éx (———) + — x ( ) ' }
_ e+2 15 e+2 2€2+3 5
e {8 (=2 | -
tx “e{3 e+2)_} g | a7
and
s =48 |§:l|2 (78)
3 'et2
The scattering cross-section is small..'The x4 term indicates that it
representé‘Réyleight scattering. The absorption'crdss—sectiqn is
A = —1m fun (s—l) +._4_ 3 <e—l)2 e®+27e438 \ _ 16 4 f  (e-1\\° 79
_ Ne+2).7 15 * \ex2) 9e243 CHR (€+2> .

The leading term is the most interesting. Since the flux A is in units"
of the geometrically incident flux, the total absorbed flux is proportional

to Vv Im (E:T)>’ where V is the volume of the drop. This expression
was used by Vavilov_l5 to characterize the droplet absorption.
In the case of spheres large compared to a wavelength, x >> 1,

we may make use of the well-known asymptotic expressions for the spherical

Bessel functions

v (x) Sin(,x - ) R - (80)

X, (%) .cos(x' - LU
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Using these expressions, we may express an and bh by’

1
& T T a >
1+ i
n (81)
.and '
b = _—];‘—l; s
n 1 - iE
where'.
. ga - (m+1)cos(m—1)x - (m—l)(—l)n.cos(m+l)§
" (m-1)sin(m-1)x - (w+l) (-1)" sin(m+1)x
and (82)
L L (mcos@m-1)x + (u-1) (-1)" cos (mtl)x

=)

(m'—l)sin(m—l)xr+,(m+l)(—15n sin(m+l)x

When m is complex, the trigonometric functions become combinations of

tfigonometfic and hyperbolic functions. Using Egs. (77) and (78) we

Write ‘ . 1-Tm Ea ] 14Im Ebﬁ. ’ .
=_22_Z(2n+1)[ et 5 57 | (83)
x* =l 1-21mE? + [E2]7 1421mE] + [E)]
and . _
_ 2 Zm: - ( a 2) -1 b blz)"l |
S = ;?j 2 (2n+1) | (1- ZImg + g2 | + (1+21m«€n + e | - (84)

b

Using Eq. (69) we calculated the absorption cross-section to be

. . | b |
@ : -Im Ea Im & :
a=2 2 o) —5 + —= b?_] . (85)
=1 1-2Im E + e 17 m2mel + fe) o

Ra
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There are several comments that should be made here. First; by
analogy with quantum mechanical scattering problems, it can be>shown
thét_the a and bn fall rapidly to zero when n +‘%~>'x. &hereforé

. the infinite sums may,be;terminated at n = integer part of x,- Since
the expressions fof the a and bn are éxact within thé approximation of
Eq. (80), it is clear that thg fact that a_ and bn do not fall to zero -
near n=x. is due to the approximation of Eq.‘(80), which fails when" x .
apprqa;hesvnf Debye46 has developed considerably more complicated
expressions for wn aqd Xﬁ which would improve the accuracy of

Eqs. (83) - (85) at the expense of a‘considerable increase in
complexity of the computer‘calculation. We have not yef attempted to
implement hig'expressioné. Hence ﬁe expect that the expressions in
‘Eqs. (83) - (85) are only approximaté. Second, it is clear thatvin

the large‘sphere limit that there is significant sqattering. In the
"small sphere 1limit the abéorptiondeminéted the écattering becéuse

the leading ferm in A was proportional to x while the leading'term
bin‘S was proportional to x4; Here we expect S'and A to be comparable
_ih magnitude. As we shali seé, the role of scattering complicates the

'"ihterpretatioﬁ of results for large electron-hole drops.
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C. Interpretatioh of Alpha-Drop Results

We now wish tb use the results of Mie theory to calculate the
interactioﬁ of far.infrafed radiation with an a-drop. We first
observe that within the framework of Mie theofy, an a-drop is small.
If we consider a drop with é radius of 2u,.then_x ranges from .10 at
20 cm--l to 1.0 at 206 cm—l. The absorption should be given correctly
by Eq; (79) for x values as lérge as 2 due to the incluéion of the
magnetic dipole and elect;ic quadrupole terms. If we consider only
the leading term of Eq. (79), which is the electric dipole contribution,
inaccuracies shoul& enter near x=l.

In order to calculate A, we need to know the dielectric constant
. appropriate to a—drops% Since the drops are electron-hole plasmas,
we use the simple dielectfic function of a damped plasma,

, ) ,

P
eow(w+i/'r) > (86)

e=1-
where we have written the dielectric constant relative to the static

dielectric constant eo of Ge. The plasma frequency,

2 ' ’
2 4 : : o
=T - (87

incorporateé.a reduced mass which takes into account the>e1ectroné,
‘light holes, and heavy holes. We have characterized the plasma.
damping by a relaxation time 7. We can obtain a feeling for the
:efféct of this dieiectric constant by substituting it into tﬁe électrfz

dipole c0mponeﬁt ofbA,

.0t 00

™~
~L)
o
;>
2
7
e
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_ e-1 .
Ay = ~4x Im <e+2>, ’ . (88)
Writing | 9 _
| 2 _ % |
Yo T 3¢ | . (89)
o
we"have ’ : 2 9
W wo /T
'Ael = EE 5 (90a)
W + &
o 7 T
In wavenumber unité,
vz voz/r :
A = ' s (90b)
el (2., 22, ( v ),2 .
. .o 2meT :

- where v, =.2ncwo. Notice that Mie theory has made a mafked change in
thé spectral shape. . Rather than thé usual D;ude edge, wé see a
resonance at' w_ = wp//ggg . This is due to thg €+2 resonant deqominatbr
.in the expréSSioh for A. This denominator is also responsible for the

shift in peak freduency from wp//E;.; where the dielectric function

crosses zero, to wp//3eo . Using a plasma density of 2_.3X1017 cm_3
and the appropriate reduced mass m*¥ = .078 m, we obtain vo =.74.2 cm_l,
1

which is in excellent agreement with the observed value of 74.5 em .
.The full exﬁression for A (Eq. (79)) has been'cal¢ulétéd using a
Irélaxation time of l><10,-13 sec and is shown,as the dotted éurve in
Fig.:25. Thevvéry short value.of T was chosen to increase the half-
width of the resonance so as to give a better fit to the high freqﬁency’
tail of the data. The solid line is our measurement. As can be seen,

the high frequency tail of the absorption is in poor agreement with the

’
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with the caléulation.

The fit is poor because we have neglected a very important
contribution to the dielect;ic function. As was first pointed out
by Riceag and by Rose and Shore,40 in;erbaﬁd transitions play a major
role in_the»far infrared absorption. Formation of electron;hole
drops fesults>avpartial depopulation of the valence band inside .the
drop. Beéause of this depopulation; vertical oﬁtical transitions
are allowed between heavyvand light hole bands. These transitions
give rise to extra contributions to the dielectric constant. Folléwing
a calculafion by Combescot anvaOzieres41 we write the interband

contribution to € as
f(E, ) - £(E, )
€ _ 4me’ (_1. - L_.) Z : ,kl 5 | TS
inter €o \T o (Ek E, )% - w(w+i/T) : :

)
k 1 k2

where f is the fermi function and the heavy and light hole bands are

characterized by enefgies E , Ek and masses mi, mz; Replacing the.
: 1 2 ,

sum by an integral, we write

inter =-(ﬁ)v I : (922)
where 7
'sz. 2
2 1 kF (Ekl - Ekz) - w(uw+i/T)
1

The limits of integration are the fermi wavevectors for the light and

heavy hole bands. 1In Ge the valence bands are warped. This has several
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éffects, Fifst the mésses are no longer scalefs, which complipates
the integration over angle. Secondly, the angular dependence of the
masses makes the energy eigenvalues complicated functioﬁs of angle.
Finaily.the energy band warping means that thebfermi level will
interseét.the valence bands at different values of k in different
direCtions. Therefore the limits of integration of the integrai
‘over wavevector have angular dependencevas well. The full solution
of the problem is complicated and must be performed numericaliy., If
we assume that the bahdg are spherical, poweveg, the solution is
analytic.

In.the spherical ‘band approximation, we perform fhe angular

integration trivially. Defining

1 1 1 '
m om, m | 93
2 1 ' ‘
we write
k_ .
v 2 2 . :
= o [ KK : ‘ (94)
i & |
. X k -a S
1.

where a-4 = 4m2w(w+i/T). The limits of integration are determined by
requiring that the fermi level is the same for the two bands_aﬁd»that
the total number of states removed from-the bands is determined by the

density of the drop. Satisfying these two conditions we get

3ﬂ2n

kp = N

m
1 +-<-Jé>

1/3

(95a)

T
2
o
oy
-
Ety
|
=y
3
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K o= N2 ok . ~ (95b)

The integral is evaluated by decomposing it into a sum of partial

fractions. .

2 R .
_ mm 11 i 4 -
3= a J‘ [k—a_ k+a + k+ia k-ia } dk . : (96)

-

We write a = y+iv and d=u2+v2 and separate the integrals into real and

imaginary parts. Performing the integrals we get

T

- 2 o 2
I =" (u-iv) {l gn (—————k 'Zk‘“d) + 1 9n <———————k '2kv+d>

2 K242kpkd K242kvtd
| | 5 o
+tan D (2K ) g et (A L . (97)
272 2 7 2 2 | |
K -pS-v kK -u+v
. ) _ Iy

This expression and the corfespohding expression for warped'baﬁds have
been evaluated numerically. The dashed line in Fig. 25 is the result

of a warped band calculation using a density of 2.3><1017 cmn3 and a

lifetime of 1x10 13

sec. Although there are still discpeﬁancieé
between theory and experiment, inélusion of the interbéndnferms_
improves the fit. Rice39 has performed an improved calculation which
_is,in excellent'agreement with experimeht. In thatvcalculation:he
 has included.the angular_dependence of the optical transition matrix

elements. The calculation described here assumed that these matrix

elements were spherically symmetric.
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D. Gamma. Drop Experiments

For several reésons our experiments on Y-dreps could not be carried
out using the cold—fingef cryostat. Firstly the application of the
éroper uniaxial stress was qeite difficult in the cold—finger cryostat.
'A;permenent stress sample ho%der hae been devised by J. P. Wolfe which
consists of a small Kel-F ring. The samp1e is held in the ring by a
nylon screw. VStress is applied at room temperature. Cooling the sample,
which reeults in differential-contraction between sample and holder,_
increases the amount of etress. With this type of holder; the sample
may be cycied between room temperature and low temﬁeratdre indefinitely
without adverse effect on the formation of a y-drop. Clearly it is
highly desirable to use a samﬁlevmounted in such a holder.
Unfortﬁnately the cold-finger dewar is not suited to its use. Since
metal contacts inhibit y-drop formetion, presumably because of the
creation of Schottky barriers, the sample cannot be soldered fo a
heat sink. Therefore'coolingvthe sample becomes a major problem.

In addition magnetoplasma experiments cannot be performed in the
cold-finger cryostat. )

For the above reasons, a special insert was constructed fof the
. eryostat described in Chapter'IV. The usual 1.1 cm light pipe which

hormally-carries radiation from the top of‘the dewer to the eample
: coﬁld not be used because of excessive losses 'in the visible pump
beaﬁ‘and pertieularly the near infrared 1@minescence. The isotropic

luminescence radiation is collected by a cone. The radiation leaving
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the cone has an f£/1.5 angular diétribution for 1.lAcm.opfics. Tﬁis
beam wouiﬁ_strike the walls of the light pipe aﬁdut 15 times per meter
of travel. Considering the absorptivity of metals in the near infréreé,
the reéultaht loss is unacceptably high. In order to cut down on this
loss, a % - inch stainless steel light pipe wasvchoéen. Since the
radiation inithis pipe is closer to f/4, there would only be about
6 bounces in the ﬁeter iength of pipe.. Unfortunately stainless steel
has a rather poor infrared reflectivity so a roll of'Sfmil aluminized
Mylar was inserted'in the tube to act as the reflecting surféce for
the radiation. A cone adapter converted the output of the interfefometer
to a beaﬁ of thevrequired diametef. A silver-plated twb piece cone
concentrated radiation onto the sample. It consiéted of a straight
cone which adapted between %—— and %-— inch diameters and.a Winston
cone to concentrate radihtion on the sample. Pump light from a 150W
incahdescent projection lamp was applied to tﬁe sample through a quartz
window in the.side‘of the light pipe. The pump light was reflected )
from a sméll diégonal mirror in the insert down onto the sample.

The samble cﬁosen for these méasurements was strained along the-
(110 ) direction and was shown phdtographically29 to-contaiﬁ é Y¥drqp.
‘'The first measuéementsvwefé madevaf 4.2K with the sample immersed in
.helium. Chopping the‘MI, spgctré were‘meaSured with and without dc
pump light.‘ A fypical'transmission_ratio (light-té—dark) is shown in-
. Fig. 26(a).‘ The transﬁission is seen to‘deéfease with increasing

wavenumber. We believe that this result is due to sample heating.

Estimates of the éample temperature rise due to the absorption of pump
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'light indicate that’the sample temperature was probably 4.5 to S.OK.
Unpublished calculations by Vashista42-sh6w that the aéplication.of
vstress reduces the binding energy and hence the éritical temperature
of EHDs.“HiS calcuiatibns indicate that the critical'tempetature of
thg Y-drop in our'eXpefimeﬁt may'haVe been as lowvaé 4.2K. ‘The sample
might have been above'the‘critical temperétufe.

An alternatevexplanation of our result is thét we may have used toov
 much pump power. In Y-drop imaging experimehts performed at 1.8K,
it bhas been obserVedag”thét excessive pump power will destroy a y-drop.
This effect is not undérétood;'bécause the threshold pump powers are’
too low to heat the sample above the critical teﬁperature; The
temperature dependence of ‘this threshold power has not been stﬁdied.
It is reasonable to. suppose, however; that as the sample temperature
approaches the critical témperature, the threshold power decreases.
If‘this is the éase;‘our power ievels mayvhavevbeen aboye threshold.

ﬁnder thé same pump lighﬁ cbnditions'at tempefatures below the
lambda point an entirely different'transmission spectfum is oﬁsérved,
as is shown in Fig. 26(b). This transmission may be chéracterized by a
frequehcy—dépendent_extinctioh. Unlike ghe a-drop, where the obéérvéd
extinétion.was dominéted‘by absorptioﬁ, tﬁe Y-drop extinctién contéins
a major scattefing contribution. In our exberimeht not éllléf the
.scatfering will contriﬁuté to the observed extinétion because some
fraction of the scattered light wili be_colleqted by‘the output_dbtics
and observed. The éngular—distribution of the far inffared radiatioﬁ

in the disc-shaped sampie (including multiple reflections from the
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sufface of the disc) makes théfcalculation of this fraction complicated.
The following simple argument, however, suggests that most of the
scattered light is collected.

Thé drop is fairly smali compared tb the éampie as a whole. The
drop radius is.estiméted to be about 100y ffom photographs under
. similar pumping conditioqs. The sample is a 4 mm diameter disc,

1.35 mm thick. Hence the drop occupies only-2;5><10"4 of the sample
vvolumé. Furthermore the sample forms a cavity in which scattered

' 1 .
light might be expected to be reflected sevgral times. We intuitively
éxpect, therefbre, that much of the scattéred.light will eventually be
collected by the output.optics. Therefore the‘scattering should not
contribute strongly to the observéd extinction. This should also Be
true for‘a—drops, where the séattering is already small. We expect:
-that the observed ektinction should bé-weil characterized by tﬁe |
absorption; We'contrasf this with the case of a drop which occupies
a substantial fract;on'of the sample. 1In this case the major component
to the sample transmission would be forward scattering. The observed
extingtion would contain contributions from both absorption and large
v%ngle scattering.

If it is reasonable to assume that the observed extinction is
dominatéd by absqrption; tﬁen it is appropriate‘to represent thé data
in terms of an absorption coefficient. We therefore calculaté the'.
negative of the natural logarithm of tﬁe 1ight—dark ratio. This quantity
is proportional to ad in the limit that the data may be characterized

by an absorption coefficient alone. If another model is found for the

L9 n0ener0foo0
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obServed extinction, phen the calculated quantity is nof od. However
it is still a well—definea quantity in terms of which the data may be
discussed. |

A typical result for the Y;drop is shown as the solid line in
Fig. 27. For comparison, the dotted line is the spectrum of an a-drop.
Thé_two spectra are surprisingly similar, the major difference being the
extra Y-drop absorption at 1ow frequency.  In order to understand the
similarities and differenges between the observed o and Yy-drop absorptioﬁ,
we must do two things. First we must sho& that the data can be inter-
ﬁreted in terms of the expected properties of:a Y—drop. Secondly
we mdsf review the physics of y-drops in order to shbw_that alternate

explanations for the observed absorption are .inconsistent with these

and previous experiments,

E. Gamma-Drop Interpretation

We'wili assume that the Y—drop.has a radius ofIIOOu. _Photographs
(Fig. 28) of fhe drbp using similar pump light levels as in tﬁe far
infrared measurements show that this estimate is ;eélistic. Absorption
has been obsérved in the range from 5 to 300 cm_1 so that Mie théory |
parameter x will range from 1.3 to 75. For most:of the region of
interest the 1arge'sphére approximation of Mie theory will be
' appropriatee Unfortunately'the Mie calculations are Quite laboridué.
in thé-large sﬁhere limit. A.quélitative and ‘a féirly good quantitative
understandingvof the absorption of a large‘sphere caﬁ be ‘achieved, ‘

however, using a simple model.
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XBB 758-5810

Fig. 28. Photograph of the Y-Drop Sample.



~145-

If a plane wave of unit intensity is normally incident on a
bulk material characterized by a dielectric constant € relative to

thevsurrounding medium (dielectric constant 80), the fraction absorbed

is just
(1-R) [1 - exp(ad)], | (98)
' 2 2wve
n-1 — o . _ .
where R = [—=| , n=/e , and a = Im n. We write € = €_+ie,_.
n+l 1 2

The total absorption due to the sample is
2 - .
A=d"(1-R)[1 - exp(-ad)] , - (99)

including the finite size ofvthe sample. The absorption calculated using
this simple model agreeé rather well with Mie theory calculations in
the large sphere limit.

If we ignore the.interband férm for the moment wé.may calculate

the absorption due to the plasma dielectric‘function, Ed. (86). We

find that
. »2\/VEi+e§ +e-1' .
1-R = . , ~(100)
2 2 : 2 2
€l+€2+1+‘/€1+62+81
where _
. 2.2 2
: w T : -Qp T
€, =1- —Pe g, = — . L (101).
1 eo(w212+1) 2 eow(w2T2 + 1)

In general these expressions are exceedingly complicated and must be
evaluated numerically. We find, however, that ‘this éxpression has a

' . * —
well-defined maximum near w_ = wp//eo which we may easily understand.

p
& % 0 6 erF 000
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Near.w;'the reflectivity is changing from the usual metallic region
below.w; to the ultraViolet’transparency regioﬁ above w;. " Therefore
1-R is rising near w;. ' The absorption coefficient is.falling in.this
region since it is proportional to l/w2 for Small w. Therefore the
l—exp(—dd) term is decreasiﬁg near w;. Tﬁe product of a rising apd
a falling function gives avpeak which will be near wg. We conclude
that-we'expeét a large drop to havé a peak in thé absorption near w;,
compared to a peak at w;//§ for a small dfop. The large drop should
have its peak shifted to:higher frequency compared to a small drop of
the same density; |

The iﬁterband confribution in the Y-drop case‘is much more
difficult to compute than for o drops. This is due to the effect of
strain on the band strﬁéture of Ge. The light hole band énd the heavy
hole baﬁd‘are split by the strain and at typicai.values of strain
present in the Y drop are both highly asphefic. At the presentvtime,
calculations of the intérband terms héve not beéﬁ compléted. In
order to include some interbénd effects in the liﬁeshapeicalculation,
we have assumed that the interband contfibution will be qualitativeiy
similar to the contributioﬁ in the absénce of strain. We may juétify
this rather naive aésumption by claiming that although the-detéils of .
the interband transitions will be quite‘diffe:ent in the presence of
strain,vthe k—spaée-intégrals will hwas'hvout" most of the differences;

In ofder to calculate an aﬁsorption, we.need to.knéw the plasma

23,24,26,42 ‘
k suggest

that the density in a y-drop is between leO16 ém—3 and 7><1016 cm_3,

density of é‘Y—drop. Theoretical célculations
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depending on theé amount of strain, bfhe near ihfrared luminescence
linewidth is an experimental estimate of the'Fermi energy28 ano hence
the density. Using hole effective masses approoriate:to onstrained
Ge, a density>of 6.5><1016 cm_3 is obtained. HOwerer caretul'considera—
tion of strain effects on the hoie massesag:suggests that this density
 may be high. At this time the’density of'a'Y—drop ((110 ) stress) is
not known but is at least a factor of three lower than the’ dens1ty
of an a-drop. Although w; for a Y—drop is at least /3 1ower that
for‘an a-drop, the peak Y—orop absorption occurs at w; rather than
.w;//g. Hence it iS'not too surprising that the obeerved absorption
maxima occur at the same energy. |

We have calcolated the absorption of a 100u radius EhD oaihg
Eq. (99) including both plasma and interband contributiohs to the
dielectric eonetant. The‘interband terms were thoée aopropriate for
‘vunstrainedvGe. The dashed line in Fig. 27 is the result of the
calculatron for n = 3. 6X10 16 _3 and T = 8X10 13 sec. These
parameters were chosen to prov1de a good fit to the data. ‘Because_
of the erudeness of the model we are unable to conclude that these
‘bvalues of n and T are realistic estimates ofvthe actual drop parameters.
Theoretical inveStigatiohévof the y-drop lineshape are continuing. In
order to determine the experimental Y-drop density from our datavwe
::ﬁost'replacevK.’(99) hith a fullvMie theory calculation and ihclude

a more accurate interband dielectric -function into the calculation.
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In spite of the calculation above, the sinilarity between tne '

. Y-drop and the d—drop lineshépes forces a reappraisal of nur under-
stan&ing_of the pfoperties of Y-drops. In particnlar since‘a large
object is reéponsible for- the absotption, we mnst consider the.
alternate interpretation that the.object is a dense cloud of o~drops
rather than afsinglé Y—dtdp.- The first step in  the chnin of arguments
cdnqerning the éxistencerof a Y—drdp is the fact that electrbn-hole
'vdrops can be.bOund_in the presence of strain. 'Suppose we sttain the
vtrystal.along (111 ).‘—Tnen it is well known43vthatboné of the
conduction band minima shifts to lower energy while the other three
minima snift_to higher energy. Theoretical calculationsz3;26 énd
experimentai observations of near infrared lumineécencé4’44 and the>'
cohesivé energy45 of a-drops under.nniaxial stress show that the
litting of the conduction band degeneracy reduces:the Binding energy

of the drop. This reduction invbinding energy décréases the density.
The two best pieces of exﬁerimental evidence for é feducéd.drop density:
are the denrease in luminescence signal and the‘decrease in tng
luminescence linewidth with increasing stress. The luminescénce
intensity. is proportional to the#density. The linewidth is a,meaéute
of the Fermi energy which is proportinnal to n2/3: The linewidth:is

a more peréuasive argument for a reduced density because the
lnminéscenceAintensity will also depend on the relative contributionS'

of radiative and non-radiative decay, but both pieces of evidence

support the density reduction.
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In axnon—uniform stress, a-drops move along the stfess gradient
toward the ma*imumAStress point and coileét thgre, céaiescing into a
large”Y-drob. The lifetime of the arop is increased because the
radiative and’nbh—fadiativeIlifetimes bdth increasevwith'dééreasing
density; The radiative lifetime is proportional to n_:l while the
non—radiative 1ifétime is»proportional to n“2 or ﬁ;B, depending on the
dominant mécﬁanism. |

Alsd the boil-off of éxcitbns ffom the gurface of thé-drop is
‘inhibifed. An exciton which evaporates from the éurface of the drop
is:subjected to the strain gfadieht which fsrces it to return to the
drop in a time short‘compared to its lifetime. Tﬁis is true even
'thougﬁ the evapofation rate of excitons from the sﬁrface of a-~drops
is-iﬂcréased ﬁnder.uniaxial sfress; The lumineséénce decayJof Y¥drops
 at‘1.8K shows nolsigné of a noh—exponential decay due to boiloff.

‘ This‘érédes in favor of a singlé drop rather fﬁan a cloud. éuppose

we cbnsider an a—drop-cloud atxfhe.stress maximum. Becauée of the
tlargé surface'area,~thé boiloff will be substantiéi even‘at.1.8K.

Tﬁé questidn'of whethér the non—exponeﬁtial decay due to tﬁese excitons
will be observed clearly depends on the probébility that tﬁe éxciton
wiii céllide with an o-drop in a fime shortICOméared to ité lifetime.
.:Tﬁis in ;ufn depends on the filling féctdr'of fhe claud.‘ Cloée—packed
spheres have alfiiling factor of ;74, bﬁt it is unlikely that a cloud
could have such a-iarge filling féctdr becaﬁse‘the éyétem>éou1d'lower
its total energy by coalescing'into a single dréﬁ, thusvlowering the
surfacé energy. Conéidéring the effect of thévsurface énérgy it éeems

likely that a cloud would have a filling factor sufficiently low that

tsooener 0000
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evaporation effects could be observed. 1In unstrained Ge, a clouds
have typical filling factors of .0l or less.
Thére is a much strongér afguﬁent, however, that the object we .

call a Y~drop is a single drop rather than a cloud. The microwave

27,28,31

f

dimensional resonénées’(MDR) observed for y-drops require
macroscqpic circulating currents in the drop. The'drop sizes inferred
by‘MDR agree well with éizes‘measufed bhotographically and by
measureménts.of the Iuminescence profile of the drop. Therefore
currents must girculate all the way oﬁt to the éurface of the drop.

"If we assume that the Y-drop is really a cloud, then this current must
"be due to‘a hopping‘conductivity. Estimgteé indicate that‘eveﬁ neaf
the'surfacé.ofvthe drop filling factors in theiraﬁge from .3 to .4

are fequired to support this gﬁrrent. With such a 1érge filling K
factor, fhe surface energy argument would favor COalescenée into a -
single drOp;’ ﬁoreover'if such a hopping mechanism were responsible for
‘the MDR signal, estimateé indicate that the reiaxétion time would be

of the order of 10_15 égc. The actual MDR lines are much toé narrow
for such‘a relaxation time. They ére well characterized by a relaxation
time of 7x10 1 sec.

‘On the béSis of thg above argumentsvwe have substantial confidence

that the Y—dfop is a single large electrpn-hole drop rather than a
cloud. We finally must ask, however, whether ouf absorptién be . |
explained by a cioud of drops; Since the.a-drops ih the cloud would

be small, the absorption peak would occur near w;//? .- The factor of

three or more decrease in denmsity, however, would shift the peak lower
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in frequéncy. Thus for an a-drop cloud in stressed Ge.we.would expect
the peak of the absorption to occur below 45 cm—l, This is

incompatable wi£h~experiment. We must.qoqclude that our observed plasma
absorption is due to'é single large drof. Unless the experimental and
theore;icai evidence for the féductién of drop plasma density with stress
can be shown to be in error, our results are incompatable with the

obuervat fon of absorptlon from a cloud of drops.

F. . Magneto-Plasma Effects in Gamma Drops

In ouf sample geometry EFaraday geéﬁetry) it was possible to apply
a dc magnetic fieid_of up to 50 kG‘in‘a direction normal to the [100]
face of the crystal. As is shown in Fig: 29(a), the position of the
absorﬁtion ﬁaximum increased proportiénél to the square of the applied

field. No additional structure was obsérved in the absorption of the

drop, aithough the full width at half peak absorption coefficient

changed in‘a complex way. The peak absorption c0efficient increased
wifh field ﬁn£i1 approximately 25 kG and then saturated (Fig. 29(b)).
The variafion of t§£al integréﬁéé‘éssorptiOn with field was measured
using a broad band technique and the results are shown in Fig.;29(c).
These results are similar to the results of Fig.729(b) but thé increase
in ébsdrption with field is not as large. ' This is presumabiy due to a

linewidth effect. 1In Fig. 29(c) the closed circles were measured while

increasing the.field while the open circles were measured while deéreasing the

field. The systematic difference between the measurements in these

two directions is thought to be a systematic error in the ‘measurement

o
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‘rather than a real hysteresis effect, but more wqu‘is needed to
determine -this. At the preéent time we are-only prepared t§ say that
no sharp structure was observedvih thelﬁqpal absorptién. vsmall
variations of1the order of one per cent may be present,vbu;;the
experiment needs to be repeated. before more definite cbncluSions may
‘be drawn. '

These‘results contrast rather sharply with the resul;s of Murzin,
et al.,%g’?QISanada, et al.,21 and Fujii and Otsuka.22 In these
" measurements of a-drops, thé resonance at w;//?, was observed to split
into two components,nlinearly at low field and more-strqngly at higher
field. The intensity of-the_absorption.(measuredleithef by the peak
absorption or by.the integrated-absorption) decreased markedly with
f_inéreasingffield.in the low field limit. A 30% decreése'jn absorption
between zero field and 2 kG was typical. At higher fiélds'the
inﬁensity displayed oscillations. ‘Thé fields atAwhich ;he?e oscillations
occurred.correlated well with the fields at which Landau levels for
_the e1eqtfons cross the eleétrpn Fermi energy.

Our iﬁterpretation of tﬁese data is not comple;e, éo that detailed
. argumeﬁts cannot yet be given. The starting poipt'for congideration
of the magnetopiasﬁa absorptioniis4the dielectric gqnstaqt}.which may
- be written
3 (w*,)zﬂ

e=1 - Z Pl _— ' (102)
j=1 “’(w*'l/#wcj) | | -

4
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where we have separated the bulk plasma frequency used previously into
a sum over electron, light hole, and heavy hole components.. The
" magnetic field dependence enters through the cycldtroﬁ frequency‘for

each component,

' Ho i
W, = —— N o o : (103)

where m} ;s the cyclotron mass Appropriate for.éoﬁponént j‘and éjéie.
. dependingvoﬁ whether the component j ié due to holes dr eléctronéf
The Cyclofrdn and piasma masses for‘the'hqles are equal,‘butvthey are
different fér electrons. 2l This diélgctric.functibn was.uséd byv

| Murzin, et al. fo s;udy the dependence of peak position'qn‘fieid fo;
a-droﬁs; His ca}cuiations agreed weii with:exﬁerimeﬁt-and pfe&ic;ed
a splitting of the beak. At the present time wé do not'know wh& we
have not obséfved a similar splitting. The most likely‘éxplahtion is
that because of size effeéts the splitting ié téo émall to be reéolved.j
CaiCulation are underway to verify this idea. Récent calculationé
by Biittner-° and Chui51 show that in strong magnefic fields, the
binding énergy and hence the density of the drop‘are field dependent.
The magnitude of this efféct has not been calculatedvfbr the fange of
fields"acceséible to bur ﬁéasureﬁénts, bu; it may be an importaht
contribution. No.aftempf hés yet been hade to calculate.the field

dependence of the density of a drop in the low field limit.
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At present we have not developéd a théory for the field dependence
of the total absorption. The most surprisingvaspect of'our'fésults
is that no Landau level crossing effects have ‘been observed. This may

be ‘due to the large strain inhomogeneities -in the'drop.b

G. Future Experiments

‘As should bevcléar from the p;eceeding discussion, our measurements
of'éiectronfholé drops are still in progress and much work remaihs to
bé done. In addition to the obvious experiments to improve the daté
Qé have alfeady.obtgined, a number of other experiments suggest
themsélves. o |

. With regafds to a-drops, four majbr questioné seem to me to remain.

Fifs; we sée in Fig. 24 that the high frequency'tails of .the resonance
as:shown by four differeqt measurements do not agree. Two possibilities
comerto dind;>‘The qaturg of a-drop nucleation centers may effect the -
_loéalfﬁand‘stfucture at the nucleation site, thus effecting the
interband contribution to the absorption.. Therefore the tail of the
Aabéorption may vary from sample to‘sampleJI On the. other hand the
absorption cbuld be due to differences in pumping'conditions. A
focussed spot illumination, for éxample, would favor formation of an
a~cloud. The ffequency of»the pump light determines the penetration
depth. Perhaps there is a difference between the ab;orption from
drops near:the surface and drops deep inside the‘crystal.

Seéond, the emission from o-drops has never been_étud;ed cérefully.
and deserves attention. Vavilov15 shows that the-emisSioﬂ and ‘absorption

are roughly similar, but as pointed out by Polirovskii,2 Vavilov's

org
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 interpretation of the origin of'thevemission is certainly wrong.
Both careful experimental and tﬁeoretical effort is réquife&’
Third,:ﬁhe photoconductivityVexperiments deécribed ear1i§r were
'droﬁped at an early sfage and we have not yet’been.able to return to
them. It is clear_that'theég meaéurements sﬁoﬁld be‘persued;
Finally the absorption of a—dfops has neQer_been measured in the
presence ol uniaxial stress. This éxperiment Should providé important
confirmation of the variatioﬁ of density with streés. The plasma

1/2

frequency should shift proportional to n . 'The shift ih'the

interband_term is harder to eétimate, but the limits of integration of
the interbénd integral I (Eq. (92})‘shift_proportional to nl/3. | .
For the Y—drop experiments, tﬁe ﬁost impofﬁahﬁvexperimenf is to
try different samples. Since only oﬁe éampie was'uéed in the y-drop
'work,bwe have no idea at présent of whethef any.of.our results on
sample dependent. Also we have observed large offset signals from
Y-drops whén'we have choppedAthe pump light rather-than the interferometer -
output. This signal is probably due to Y—drop-emiséion and should

be studied. Finally the magnetoplasma work should be expanded to include

other sample orientations.
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APPENDIX A.

Computer I/0 Register Assignmeﬁts

In this. appendix, the peripheréls which hgye ﬁeen interfaced to the
PDP 11 are described from the viewpoint of the érogrammer who wishes
to use them in a program. For each peripheral, é brief description
is included of-what it does. The peripheral registers assigned to
it are listed, as well as the vector addresses and priorities of any
interrupts generated by the device. Each péripheral register is then
described in detail using a register map and a functional description
Qf each bit. There are four ways that a bit may be implemented in a
peripheral register. It may be a read/write bit (RW) in which case it
may be read or written by the computer. Read/write bits are normally
used to transfer. information to the peripheral. It may be read-only
(RO). This type of bit is used to transfer information from the
peripheral to the computer. Writing it has no effect. A bit may be
write-only (WO). 1In this case the bit will always read as a zero.
Write-only bits are generally used as commands to the device torinitiate
action. Finally the bit may be unimplimented. It will always read
-as a zero. Writing it will not éonvey information to the device.

As well as the custom—designed‘peripherals, information is
included on the standard DEC peripheréls interfaced to the computer.
Information éoncerning these devices waé obtained from handbooks
published by DEC. The reader's attention 1is in particular directed
tow;rd the PDP 11 Peripherals Handbook which contains descriptions of

available standard peripherals and a thorough discussion of the theory

g/ 0808k 000
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and operation of the Unibus and Unibus interfacing.

1.  Teletype, KL11 .

The teleﬁype is a standard ASR33 Model made By Teletype Corporation.
It transmits and receiver data serially at a rate of 10 characters/
second and consists of four parts, a keyboard; printef, paper tape
reader and papertape punch. The reader and punch operate in parallel
with the keyboard and printer respectively and ma& be turned on

and off by means of special control characters.

Regiétersi
Name Description Address
TKS Teletype Keyboard Status 177560
TKB Teietype Keyboard Buffer 177562
VTPS ' Teletype Printer Status _ 177564
TPB Teletype Printer Buffer . - 177566

Interrupts:

Name ' Vector Address ) Priority

Keyboard Done ' 60 4

Printer ‘Ready 64 4



bits 1-5
bit 6 --
bit 7 --

bits 8-10
bit 11

177560

5 1

(WO) Reader Enable. Set to allow the papertape reader (not the keyboard) to read
one character.

Not used.
(RW) Interrupt Enable. Set to allow Done = 1 to cause an interrupt.

(RO) Done. Set when a character is available in the Reader Data Buffer.

It is cleared by any program reference to the Reader Data Buffer, or when
Reader Enable is set.

Not used.

(RO) Busy. Set when receiving information. It is set by the detection of the
beginning of a character and is cleared by the leading edge of Done.

-G9T-



177562

T 1 T | — |

'Reader Data Buffer

bits 0-7 (RO) Reader Data Buffer. These bits hold the coded data for the character read.
Any program reference to TKB will clear Done, bit 7 of TKS.

bits 8-15 Not used.

-99T-~



g

U

bits 0-1
bit 2

bit 3-5

bit 6
bit 7

TPS 177564

(RW) Maintenance. Set to disable the serial line input from the teletype and
enable serial output of the printer to feed into the reader. It is used for
maintenance purposes.

2 1

Not used.

Not used.
(RW)'Interrupt Enable. Set to allow Ready = 1 to cause an interrupt.

(RO) Ready. Set when the printer is available to accept data. It is cleared
when data is loaded into the Printer Data Buffer and is set when another
character can be loaded.

-19T1-
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12
(WO0) Printer Data Buffer. These bits hold the coded data for the character to be
printed. Loading the register initiates the character printing cycle. Any
instruction that could modify TPB clears Ready, bit 7 of TPS.

. TPB
. y / v P/ 07 ’, [ - L I l. j 1 T ] ,
/// / Printer Data Buffer
' 4 / / 4 / 4 4 i L 1 | i i
15 14 13 11 10 9 8 7 6 5 4 3 2 .1 0

bits 0-7

bits 8-15 Not used.

-891-
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2, Papertape Reader/Punch, PCll

The reader reads‘unoiied, fan-folded, 8-hole perforated.paper—
tape at 300 characters per second using photoelectric detection of the
holes in the tape. Synchronization of the read operation.is maintained
by opticall& detecting the sprocket hole. The punch will perforate
tape at the rate of 50 characters per second.

Replatera:

Name - ' Description o Address

PRS Papertape Reader Status 177550

PRB : Papertapé Reader Buffer 177552

PPS ) Papertape Punch Status - 177554

PPB Papertape Punch Buffer 177556

Interrupts:

Name Vector Address Priority
Reader Done or Error 70 ' 4
Punch Ready or Error 74 4



PRS 177550

Error Busy ///Done

15 14 13 12 11 10 9 8 7

bit O (WO) Reader Enable. Set to allow the reader to fetch one character. The setting
of this bit clears Done, sets Busy, and clears PRB. If Error = 1, setting this
bit will cause an interrupt if Intr Enb = 1, and reading will be inhibited.

bits1-5 Not used.
bit 6 (RW) Interrupt Enable. Set to allow Done or Error = 1 to cause an interrupt.
bit 7 (RO) Done. Set when a character is available in PRB. It is cleared by any program

reference to PRB or by setting Reader Enable.
bits 8-10 Not used.

bit 11 (RO) Busy. Set when a character is being read. Set by Reader Enable and cleared
' by Done.

bits 12-14 Not used.

bit 15 (RO) Error. Set when an error occurs; no tape in reader, reader off-line,

or no reader power.

-0L1-
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bits 0-7

bits 8-15"

177552

k] 1 N 4 1 \
Reader Data Bgfferv
| | i 1 1 d

7 6 5 4 3 2 1

(RO) Reader Data Buffer. These bits hold the coded data for»the character
read. These bits are cleared when Reader Enable, bit 0 of PRS is set.
Any program reference to PRB will clear Done, bit 7 of PRS.

Not used.
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15 12 1 7 6 3 2 1 0
bits 0-5 Not used.
bit 6 (RW) Interrupt Enable. Set to allow Error or Ready = 1 to cause an interrupt.
bit 7 (RO) Ready. Set when ready to punch a character. It is cleared when PPB is

loaded, and is set when punching is done.

bits 8-14 Not used.
bit 15 (RO) Error. Set when an error occurs; no tape in punch, or punch has no power.
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bits 0-7

bits 8-15

PPB _ 177556

| IR 1 ] 1 T T i
Punch Data Buffer

1 o | L 1

6 . 5 4 3 2 1 0

(WO) Punch Data Buffer. These bits hold the coded data for the character to be
punched. Any instruction that could modify PPB clears Ready, bit 7 of PPS, and
initiates punching. An immediate interrupt will occur when punching is initiated
if Error = 1 and Interrupt Enable = 1.

Not used.

~-€L1-
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3. Line Frequency Clock, KWil-L

The line clock provides timing information for the computer using
a 60 Hz clock derived from the ac line. In interrupt mode, an
interrupt is generated each cycle of the line frequency. In non-

interrupt mode the program may check the Monitor bit for timing

information.
Register:
‘Name ' Description Address
LKS Line Clock Status 177546
Interrupt:
Name Vector Address : Priority

Monitof - 100 6



S
3 11 10
t E .

LK
/ 7/ 7
1 2

i Not us

i (RW) Interrupt Enable
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4, Programmable Real-Time Clock, KW1li-P
| This device provides interrupts at programmaﬁle intervals.
It consists of a 16-bit counter that counts up or down at‘four
selectablé rates. These rates are 100 kHz, 10 kHz, 60 Hz and a
frequency determined by an external input. The external input is
provided By the'clock section of the DAS. When counting down, the
interrupt is initiated at zero (underflow). The up-count mode is
used for_event counting and timing. An interrupt is initiated at
zero (Overflow). A count set register stores the preset4c0unt
interval. 1In repeat interrupt mode, it reloads the counter on
underflow. The control and status register controls operation of’
the unit.

In single—iﬁterrupt mode, an interrupt is generated at the end
of the preset interval. The clock is stopped and the counter is sef
to zero. In repeat interrupt mode, the counter is aﬁtomatically

reloaded every time an interrupt occurs, and clocking is restarted.

Register:
Name Description. ) Address
PKS - Clock Status and Control 172540
PKB - Count Set Buffer 172542
PKC Counter Register 172544
Interrupt: |
Name Vector Address ' Priority

Interval Done 104 : .6



bit O

“bits 1-2

bit 3

bit
bit
bit
bit
bit

8-14
15

172540

H
Done |Intr | Fix |Up/Dn [Mode | - Rate Run
Enb . Selict
7 6 5 4 3 2 1 0

(RW) Run. Set to allow the counter to count. Cleared on underflow or overflow

in Single~Interrupt Mode.

. (RW) Rate Select. Selects one of four available clock rates.

00 - 100 kHz; Ol - 10 kHz; 10 - 60 Hz; 11 - External.

(RW) Mode. Selects interrupt mode of operation. 1 = repeated interrupts,
0 = single interrupt.

(RW) Up/Down. If = 1, counter counts up. If = 0, counter counts down.
(WO) Fix. Maintenance bit. Causes single clocking of the counter.
(RO) Done. Set on counter overflow or underflow.

Not used.

(RO) Error. In repeat interrupt mode, a second overflow or underflow before
the first is serviced sets this bit. It is cleared by addressing PKS.
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PKB 172542

T ) T T T T I T T T T T T T T
Count Set Buffer Register'

1 ] i [ | i 1 1 1 1 } 1 ] i i

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

bits 0-~15 (WO) This 16-bit register is used for storage of the interval count. It allows
automatic reloading of the counter in repeat-interrupt mode. In single-interrupt
mode, an underflow or overflow clears the buffer.

PKC 172544

T T T T | p— T T T T T T T
Counter Register

L i { S | | I | ] 1 i ) | i 1 1

15 14 13 12 11 10 9 8 . 1. 6 5 4 3 2 1 0

- bits 0-15 (RO) This 16-bit register is a binary up/down counter. It is the counter
controlled by PKS. Overflow or underflow of this counter sets Done.

-8LT-
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5. Extended Arithmetic Element (EAE), KE11-A

This‘device performs signedAintgger multiplication and division,
arithmetic and logical‘mﬁltiple position shifts, and normali;ation
at speeds much faster than is possible using.software rou;ines. It
multiplies two 16-bit signed integers to give‘an 32-bit prodﬁct and
divideé a 32-bit dividend by a 16-bit divisor- to.give a 16-bit quotient
and a 16-bit remainder. A 32-bit number can be shifted either
lefg‘or right the number of places specified by a count (logical
shiff). -In an arithmetic shift, thevsign of the number is prevented
from changing. In the normalization oﬁeration, a 32-bit number is
shifted left.until the two most significant bits are different. A
cpunt is kept of the number of places the number is éhifted. This
operation is useful for programming floating-point oé;rations. For
" a more comﬁiete description df EAE, the reader is referred to thé
KE11l-A Users Manual, published by DEC.

Registers:

Name Description v_ Address
DIV Divisor . - 177300
AC Accumulator : - 177302
MQ . Multiplier/Quotient 177304
MUL Multiplicant . 177306
sc Sfep Count , 177310
SR - Status Register 177311
NORM Normalize v | 177312
LSH Logical Shift . | - 177314

ASH , Arithmatic Shiff - 177316

SR < T S I < T e S A R S S S o
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6. Data Acquisition System

. The data acquisition system has been described in detail in

Chapter III.

Registers:

Name DeScriptiOn Address
SSN 51o¥é§rﬁ States Register 167770
DSP Display Register 167772 .
"ADB ADC Data Register 167774
ADC ADC Status Register 167776
Interrupts:
Name Vector Address Priority
Slo-Syn Done 150 6
External Interrupt 154 6
ADC Done 160 6



bit O
bits 1-4
bit 5

bit 6
bit 7
bit 8
bit 9
bit 10

bits 11-14
bit 15

~(RO) External Intefrupt Flag.

167770

Slo- glgf Ext
Syn y Intr
Done Intr Enb
Enb
7 6 5

(WO) Index. When set, issues .a command to index the Slo-Syn5
Not used.

External Interrupt Enable. When set, External Interrupt Flag=1 will cause an interfhpt.

(RW) Slo-Syn Interrupt Enable. When set, Slo-Syn Done = 1 will cause an interrupt.
(RO) Slo-Syn Done. Set by completion of motor movement. Cleared by Index or Jog.
(WO0) Jog. When set, issues a command to jog the Slo-Syn.

Not Used.

(RW) Direction. Motor moves forward when clear, in reverse when set.
Not used.

This bit is set except for a microsecond whenever
an external interrupt request is detected.
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167772
T 1 T | 1 | 1 I 1 LR 1 1 1 1
‘Display Register '
i i 1 1 | 1 1 [ | } | | | 1
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
bits 0-15 (RW) Display Register. The contents of this register (considered a 16-bit two's
complement binary number) is converted to a signed decimal number and dlsplayed
on the DAS readout. :
ADB 167774
) 1 i i L I 1 ) i L] T 1 1 ¥ |
~ Data Register
i | 1 1 i 1 | | i 1 i | L | |
15 14 13 12 11 10 9 8 7 6 S 4 3 2 1 0
bits 0-15

(RO) Data Register. The result of an ADC conversion is placed in this register
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-~

1 T _ g%/ " Y; 5 v
Over |{Mon. Multiplexer ADC ADC
Range |Flag Channel Done | Intr / /4%%
15 14 10 9 8 7 6 5 4 3 2 1 )
bit O - (WO) Command to convert. Sends convert pulse to DAS when set.
bits 1-5 Not used.
bit 6 (RW) Enable. When set, ADC Done will cause an interrupt.
bit 7 (RO) ADC Done. Set when ADC conversion is complete. Cleared by initiation of a
convergion.

bits 8-10 (RW) Multiplexer Channel. When the DAS is set for computer selection, these bits
determine the channel. Bit 8 is the LSB.

bits 11-13 Not used.
bit 14 (RW) - Monitor Flag. This bit is a software flag usable for any desired purpose.

bit 15 (RO) - Over Range Flag. When set, it indicates that the previous ADC convérsibn_ 
' resulted in an overrange condition. '

-£8T-
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7. Oscilloscope

| A Tektronix Model 601 Storage Scope‘is intgrfaced to the system.
A pair of 10-bit unipolar binary DACs provide 0-1V signals to the X
and Y inputs of the scope. The scope controller also turns the
electron ﬁeam on and off, switches the scope between storage and
non—storage mbdes of operation, and erases the screen.

Registers:

Name. ' Description ’ _ Address

SCPS Scope Status o 1177520

SCPY Scope Y-Axis 177522

SCPX ' Scope X-Axis 177532
Interrupt:.

Name Vector Address | Priority

Erase Done 130 5






SCPY 177522

l | { 1 { i T N 1
Erase Non-| Z - Y Axis Data
Store |Axis | i L | ; \ i \ .
15 14 137 12 11 10 9 8 7 6 5 4 3 2 1 0

bits 0-9 (RW) Y Axis Data. The contents of these bits are used to load the unipolar 10-bit
binary DAC which is connected to the Y axis of the scope. Loading this register
causes both Y and X axis information to be strobed into the respective DACs.

bit 10 Not used.
bit 11 (RW) Z Axis. When set, the beam of the scope is turned on.

bit 12 (RW) Non-store. When clear, the scope is placed in storage mode. When set, the
scope is placed in non-store mode. '

bits 13-14 Not used.
bit 15 (RW) Erase. When set, an erase cycle is initiated.
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177532

V 1

' X Axis Data

9

bits 0-9 (RW) X Axis Data. The contents of these bits are used to load the unipolar 10-bit
binary DAC which is connected to theé X axis of the scope. The contents of these
bits are strobed into the DAC whenever the SCPY register is written.

bits 10-15

Not used.

-[8T-
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8. Card Punch

| An IBM 526 cardpunch is controlled by :a seriés of high-voltage
transistor éwitches, Relay logic is u§ed for detection of the

completion of a punch operation. Characters are converted from

7-bit ASCII code (generated by the computer) to 12-bit Hollerith

code (used by the .cardpunch) using a programmed Intel 1702A read-

only memory. Two versions of the Hoilerith code are selectable.

The code used by the LBL Computer Center (026 code) is an out-of-date code.
The new standard Héllerith éode (029 code) is used in IBM 029

keypunches.

Registers:

Name : Description Address

CPS Card Punch Status 167400

CPB Card Punch Buffer 167402
Interrupt:

Name Vector Address Priority

Card Punch Ready 164 5



8§09 1

3

u

o

&3 -

=

15
bits 0-1
bit 2

bits 3-5

 bit 6

bit 7

bits 8-14

bit 15

Not used.

(RW) Selects between old (026) Hollerith and new>(029) Hollerith codes for the
character being punched. When clear, 026 code is selected. '

Not used.
(RW) Interrupt Enable. When set, Ready or Error = 1 causes an interrupt.

(RO) Ready. Writing CPB clears Ready. The bit is set when the punch has finished
punching a character and is ready for the next character. If registration of a
new card is required before the punch is ready for the next character, Ready is
delayed until this has occurred.

Not used.

(RO) Error. This bit is set if the punch runs out of cards. Error is cleared by the
rectification of the error condition.
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9. X-Y Plotter

A special intérface was designed for a Hewlitt - Packard Model
7004B X-Y Plbtter. The x- and\y— inputs are connected to the outputs .
of two 12-bit unipolar binary DACs. These DACs.are controlled by
the outputs of two 12-bit up—dowA counters. Two modes of operation
are possible. The counters may be_directly loaded by the computer,
causing thé pen to move to the new coordinates at its maximum
slew raté, In addition, the up and down clocks of the counters are
also available. Using them will cause the counters to increment
or decrement, moving the pen incrementally. Software has been
derived to use this incremental plbtting mode for generating vectors
which are straight lines between points. The pén is driven a; constant
velocity in this mode, rather than at a constant time per point.
The pen may also be raised and lowered under computer control. A
flag isvavaiiable which indicates when the pen has finished moving,

although no interrupt is generated.

Registers:
Name: Description ' Address
XYS Plotter Status Register: . 167440
XYY Y-Axis Position 167442
XYX X-Axis Position 167444

‘Interrupt:

Name _ Vector Address ’ Priority

Incremént Done 170 5

AN

o
25
oy
b
-
-
o
-



bit
bit
bit
bit
bit
bit

bit
bit

1 / y / y Y/ y / - - _ : .
/// // // /// Incr | Intr {Pen | Pen | Up |Down |Right|Left
/ Done | Enb |Ready o '
' f 7 A /4 4 /4 .
15 14 13 12 11 10 9 8

v &~ W NN = O

(o)}

XYS 167440

(WO) Left. Setting this bit decrements XYX, moving the pen one unit left.
(WO) Right. Setting this bit increments XYX, moving the pen one unit right.
(WO) Down. Setting this bit decrements XYY, moving the pen one unit down.
(WO) Up. Setting this bit increments XYY, moving the pen one pnit up.

(RW) Pen. Setting this bit lowers the pen to the paper. Pen = 0 lifts pen.

(RO) Pen Ready. Set when a pen motion is completed. Cleared by changing the value
of bit 4, Pen.

(RW) Interrupt Enable. If set, Incr Done = 1 will cause an interrupt.

(RO) Increment Done. Cleared by writing any of the pen motlon bits 0 3. It becomes
set when the pen has responded to the increment command. -

‘bits 8-15 Not used.
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XYY 177442

1 | 1 1 LIE LB 1 | T 1 L
/// ’ ‘ Y Axis Position '
/ 1 | 1 i ] J 11 | | i
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 _0
e bits 0-11 (RW) Y Axis Position. These bits contain the current y coordinate of the pen
v position. This register is a 12-bit up/down counter. It may be directly loaded
o by writing this location. It may be also incremented or decremented by the
' appropriate bits of XYS. The outputs of the counter are connected to the inputs
o> of a unipolar 12-bit binary DAC connected to the y-axis input of the x-y plotter.
o bits 12-15 Not used.
Tt
ey
S
=
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XYX 167444
T T 1 T T T T 1

X Axis Position

Aéé% 1 |.  1 ] i | Vl | 1 1 - i -

15 14 13 12 11 10 9 8 7 6 5 4 3 2

bits 0-11 (RW) X Axis Position. These bits contain the current x coordinate of the pen
position. This register is a 12-bit up/down counter. It may be directly loaded
by writing this location. It may also be incremented or decremented by the
appropriate bits of XYS. The outputs of the counter are connected to the inputs
~of the unipolar 12-bit binary DAC connected to the x-axis input of the x-y plotter.

bits 12-15 Not used.

e
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APPENDIX B.

Proposéd Scope Controller .

A'vefy large nuﬁber of choices exist when consideriné the design
of a visual display system and in order to understand a particular
design, the philoéophy which governs the choices made is important.
Basically wé wish to display graphical information in the form of
plots of data points (interfefograms, spectra, réﬁibs, etc.) as a
function of a horizontal coordinate (frequency or wavenumber).
Although é desirable luxury, alphanumeric characters need not be
incorporated into the display. Also we do not plan to draw pictures
on the screen, so vector generation is not necessary. The display
should be capable of rapid change so that the operator could change
aisplay scaling easily.énd quickly. The display software should be
simple and require little computer meméry. Display processing should
requifes only a small fraction of available computer -time.

The first decision to be made is whether a refreshed or stored
display should be used. We opt for a refreshed.display because it
is easier to change to reflect real—time changes in the data.

Next.we must decide on whether the refreshed display Will be based

on a TV monitor, a conventioanl x-y display monitor, or a storage

monitor operated in non-storage mode. A TV monitor, which uses

a composite video signal, is much better suited to alphanumeric
displays than to graphics because of the excessively high memory
requirements in a high resolution graphics system, To store a video

image based on a 1024 x 1024 raster requires 1,048,576 bits of

PO ROEECGDO
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storage andlhence is not feasible for graphics aeplications. _A.
conventional x-y display monitor is better suited to graphicé
applications. Since we are already using a storage monitor; we will
design our system around this scope. It hae the advantage that
multiple data sets may be easily displayed in storage mode for easy
visual comparison.

In any‘refreshed display, there is a trade-off between the
amount of information that can be placed on the screen and fhe time
required to write thet information.« If the display is refreshed
too slowly, it will appear to flicker. In order to prevent flicker,
the data muét be refreshed at least every 30 ms. Suppose that we
require'that.a 1024 point dieplay show no objectionable flicker.
Then we'are allowed only 30 us to write each point on tﬂe screen.
This stringent time requirement will affect both imélementation
of data scaling and the way in which the refreeﬁ is done.

In order for the display to be useful, it should be possible for
the oberatbf to shift the position of the origin and to ehange the
gain of the display. For example; if some small feature is of '
interest, the operator may wish to suppress the‘origin of the display
- and expand the scale in order to make the feature more prominent.
The scaling‘algorithm will be discussed below. The important point
here is that the faster possible software scaling algorithm requires
more than 30 us per point. There are only two aiternatives. Either
a display buffer must be reserved in memory or the algorithm must
be implemented in hardware. If a dieplay buffer were used, the

data would be placed in the buffer and scaled wherever a change
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occurred in either the data or the sealing. While feasible, this
approach would be very wasteful of computer memory. A far superior
approach is to scale the data in hardware on abpoint—by-point
basis.

There are basically four ways of providing display refresh: under
prograﬁ control, under interrupt control, with internal display memory,
and with direct memory access (DMA). The present display is run under
program control. Since this is a background task;’no other background
tasks can be run concurrently. While it might seem that interrupt
control (foreground mode) is the obvious way to implement a displéy
controller, it would be inappropriate in this case. The fastest pos-
sible interrupt service routine would require at least 15 ps so that at
best background tasks would have only 507 of the available éime in
which to be executed. While 50% dead time is a significant improvement
on the 100% dead time we have at present, better performance can be
achieved. The next best alternative is to build an internal displayv_
buffer into the controller. The refresh would then take placé from
this internal buffer and no processor time would be réquired except
to change the contents of the display buffer wﬁen the data changed.

* This option would require the.design of semiconductor memory and would
probably be too expensive of time and materials to be a good choice.
The best option is DMA refresh. In this system, special circuitry is
used to refresh the display directly from computer_memory without
processor intervention. Although extra circuitry is required, most

of the addéd parts have been already documented in other applications,
so the amount of new design is fairly small. With this option,

backgrdund-tasks could be executed with only 4% dead time .

S608B80EHF 0000
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Control Circuitry

The display controller consists of DMA iﬁterface circuits, control
logic, x and y axis circuits, and the x and y DACs. The logic could
be conveniently located in a DEC BB-11l systeﬁs unit inside the computer
chassis, connected by cables to the scope. The_DMA circuitry consists
of an address selector, bus transceiver and multiplexer, interrupt con-
trol module, bus master control circuit, and word count and bus address
registers. The controller uses the ten device regiéters listed in
Table 5. 1In order for the processor to communicate with the controller,
the contfoller must be able to respond to the addresses and route:
information to the appropriate register. The address selector performs
this task. Data is received and transmitted from the Unibus using bus
tranceivers. The data is multiplexed so that only a single set of
transceivérs are needed for all ten device registers. This prevents
excessive loading of the Unibué by the controller.. The interrupt
control éifcuit contains two bus requests modules and a vector address
circuit. It is used in two different ways. In order to perform a
DMA operation, the Controller must become bus master. One of the
request circuits is used to do this. The other is used when
interrupts are desired. For example, the operator may wish to change
>the buffer being displayed. This Qould best be done at the.end of
a refresh cycle. An interrupt could be used to inform the processor
that the cycle were finished. The vector address circuit is used
when generating interrupts. The bus master controller is the circuit
that runs the DMA process. When the display controller issues a

request for the next data point, the bus master controller directs

X
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Table 5. Register Assignments for Proposed Scope Interface

Name _ ' Description : ~ Address
ys¢ Y-Axis Scaling Register 167520
YBUF ' Y-Axis Buffer s 167522
YSF | . Y-Axis Scale Factor _ 167524
- Not Used 167526
XsC X-Axis Scaling Register 167530
XBUF ' X-Axis Buffer - 167532
XS? _ X-Axis Scale Factor ' 167534
XINC  X-Axis Increment 167536
CSR  ‘ Control and Status Register 167540
WCR . - Word Count Register { _ 167542
BAR = ' Bus Address Register - ’ 167544

S~
i
2
o
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3
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the sequence of events. After becoming bus master, a read operation
is performéd from memory to the controller, The memory location to be
read is stored in the bus address register (which is incremented S
after the transfer to point.to the next memory location). The word
count register keeps track of the number of points left to be refreshed
in that particular refresh cycle. The bus control circuitry is similar
to existing DEC hardware.

The controller logic is used to provide timing and signal
routing for the display registers. It routes data from memory to
the app;opriate device register, controls display blanking and
unblanking, erases the scope when fequired and controls the various
ﬁodes of operation. The user communicates with the controller logic
through the control and status register, Fig. 30. . If the mode bit
(bit 5) is zero, the data set is displayed only once. When cémpleted,
vthe done bit (bit7) is set and if interrupt enable (bit 6) is-set,
an interrupt occurs. if mode = 1, the data set is displayed, the
woré count and bus address registers are reset to their original
values, and the data set is displayed again. This automatic
refresh cycle feature makes programming the controller very simple. ] ¢t
In order to display a data set, the bus address.register is loaded
with the address of the first word of the data Set;-the word count
register is loaded with the number of points to be displayed, other
registers may be loaded if required, and the intersity (bit 9) mode,
and run (bit 0) bits of the control and status register are set.

The data set will then be displayed and refreshed without further



Control and Status Register

T T T T T T T T T T T T T

Err Time Bus Erase Single Store Inter Erase Déne Intr Mode Toggle y- X- X- Run
out Addr Busy Point Enb Axis Axis Axis
ovfl ‘ Scale Scale Incr
N I N A NN A A EO N N R O N
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Fig. 30. Bitiﬁ?signments for the Control and Status Registervof the
Proposed Scope Interface.

-102~
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intervention. The circuitry required for automatic repetitive scans
is based on similar circuitry used in the KW1ll-P real-time clock.

The control and status register indicates other features of the
control logic. The x and y axis circuitry can be run in various modes
as indicated below. The control circuitry provides necessary timing and
coﬁtrol for the operational mode selected. The scope can be érased by
writiﬁg bit 9 of the CSR. Setting bit 10 does two things. The scope
is put into storage mode. Also the control timing clock is routed
through a divider circuit, so that points'are displayed more slowly.
This is necessary because it takes a longér time to store a point on the
screen than it does to illuminate the scréen in non-storage mode.. For
maintainance purposes, a single point mode is available. Writing bit 11
causes a single point to be displayed. Error flags are provided in case
of malfunction. These flags are useful because certain types of errors
could cause the system to hang up in an intermediate state, halting the
processor. Overrides are provided in case an error occurs. Instead of
crashing the system an error interrupt is provided.

X and Y Axis Display Registers

We wishvto provide two general typeé of displays in the system, .
full x-y displays and graph-plot displays. In an x-y display, both
the x and y axes can be loaded with any possiblg data value. In graph-
plot mode, we assume that we are plotting a sequence of y-axis values.
These values are uniformly spaced along the x-axis by a distance Ax.
Graph-plot mode will be the most commonly used mode of operation and we
and we therefore will implement the x-axis incrementation in

hardware. bThe x—axis circuit is shown in Fig. 31. In x-y mode
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data is loaded into the buffer from the Unibus. The bpffer contents
may be scaled in the scaling register if the user wishes. The output
then is windowed and applied to the #—axié DAC. 1In graph-plot mode,
Ax is loaded‘into the increment register. The x coordinate of each
point is_obtained by adding AX to the present contents of the buffer.
The sum is fed back to the input of tﬁe buffer'to form the coordinates
of the new point. Note that the buffer must be edge-triggered in order
to prevent the feedback from causing a race condition. The y-axis circuit
is identical to the x—axis circuit except that thg incremental
circuitry is not included.

The scaling register implements the hardware scaling algorithm.
The scale factor register contéins the offset and gain information
required to scale the data. This register is not loaded from the
computer. Instead, a series of switches are provided on the pahel next
to the scope. These switches determine the gain and offset. Suppose

we wish to scale the number N to produce N'. Then

N'=GN+ 0,

where G is the gain and 0 is the offset. The gain is just G = 2"

where the signed integer m is the quantity input from the switches.
The scaling register operation.is very simple. The'number N is loaded
into a bidirectional shift register and m is loadéd into a counter.
The shift register is then given m clock pulses (at 10~20 MHz) which
cause the data to 5e shifted left (m>0Q) or rigﬁt (m<0) by m places.

Since a shift is equilvalent to a multiplication or division by 2 in

binary arithmetic, this multiplies N by G. The result of the shift

X
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operations and 0 are then added to obtain the scaled result.

The window circhitbis used because even after scaling, N'
may not bé'in the range which can be displayed on the scope. ZSincév
N' is a 16—bit_numbér, it may take any of 65536 values. The DACs
used in the controller are only capable of resolving the 4096 values in
the range for 0 to 4095. The window circuit insures that if N' > 4095,
the number 4095 is applied to the DAC and if N' < O,Ithe number 0 is
applied to the DAC. This méans that out-of-range Qalues'will be displayed
on the edges of the screen, thereby eliminating possible sources of
confusion. -

In this éppendix I have outlined the design philosophy and
circuitry of a display controller which, if implemented, would
significantly.improve system perforﬁance. It woﬁld also be very easy
to prograﬁ. Suppose we wished to display n points of a buffer beginning
at locationvb on the screen in refresh mode with operator scaling.

We wish tb spread the points out across the 3creen;  Therefore the
horizontal increment Ax is given by the integer part of 4096/n. The
program 1iStéd in Table 6 will initiate the display. No further

intervention is required until the user wishes to halt the display.

'

s
o
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»
-
i
-
o
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Table 6. Display Program Example

DISPLAY: MOV #4096.,MQ ; MQ IS AN EAE REGISTER

MOV #n,DIV 3 DIV IS ALSO

MOV MQ,XINC 3 QUOTIENT TO XINC

MOV #n,WCR ; NUMBER OF POINTS

MOV #b,BAR ; ADDRESS OF FIRST POINT
MOV #1053,CSR ; START DISPLAY.

sRUN, X INCREMENT MODE, Y SCALING, REPEATED REFRESH, INTENSIFY.

S
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- APPENDIX C.

Command Vocabulary

Invthis'appendix the commands implemented'inwFTS-ll are.briefiy
discussed. Each command consists of ‘one or two letters and up to
four numbers. The letters define the command——fhey tell the computer
what td do. The numbers are parameters necessary for the pefformanceA
of a given cémmand. For example if we wish to_hové data from one

buffer to another we would have to specify the number of points to

be moved. We would also have to specify the source and destination

buffers. 1In fhe brief command summary that follows these pafameters

are not listed. Only the function ofvéach command is specified.

For more detailed information the reader is referred tofhe "FTS-11

Operations Manual'.

A. Apodiée |

A ?erforms a linear apodization and Fourier transform.

The letter A may be followed by the letter'of a
display command (H, P, T, V).

B. Buffer Editing

B . Lists value of a particular data point on teletype.
BA ‘ Replaces a data poi;t-with the average of the previous
and following points.
BC . Replaces a data point with a particula; value.
.BL. - . Adds write-protection to a buffer. Prevéﬁﬁs the data in

-the. buffer from being changed.
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BR o Reverses the data poinfs of a buffef.. Used if a data

set were acquired backwards.

BU Removes write-protection from a buffer. d
Transform
C Subtracts constant baseline from data set and computes

Fourier transform starting with the zero point. Real

part of result may be displayed.

Deposit Octal Patch

D Used to enter a program modification.

Examine Program Location

E . Prints the value of a program location. Mainly used for
debugging a program.

Phase Correction

F Phase correct a data set and transform. Result may be
displayed.
FA - Compute and display the phase angle of the phase function

of a data set. Used to decide if'phase correction ié
required.
FL Phase correct and look. - Used when multiple phase

- corrections may be desired.

Coadding

G Coadd. Designed for interferograms. This procedure
lines up the maximum points of data sets so that
interferograms with different numbers of points before

zero path may be averaged.
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-GS Coadd without the line-up procedure. Used mainly for

spectra.

Papertape Input and Output

HI - Read data from papertape and wripe it in a buffer.

HM . Write data from a buffer to papertape. Plaée an identifying
mark at the beginning of the data set.

HO Write data from a buffer to papertape. No mark is punched.

Number of Points

1 . Prints current number of poiﬁts in a buffer.
IC Changes point countef indicating number of points in-
a buffer.
Transform
J Takés Fourier transform of a data set without modification.
M Takes amplitude transform of a data sét.

Clear Buffer

K Replaces the contents of a buffer with zeros. Sets
buffer point counter to zero.

Absorption Coefficient

"L Replaces the.contents of a buffer with the negative of

the natural logarithm of the data. The data is assumed

to be the result of a Q command.

"Move Data

Mo . Move a data set from one buffer to another.

ot gsoeronego
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MP Move part of a data set from one place to another.

Values of Certain Parameters

NR If acquiring multiple data sets, prints the number of
current run being taken.
NV Decode scaling register setting to print gain and offset

for the current display.

" Offset

0 Subtracts a constant baseline from a data set. The
constant is the average of all the entires in the data
set.

OA Performs a linear apodizétion of a data set.

oL - Subtracts a linear drift from the‘data set. The average
of the first and sécond halves of the data set determine
the slope of the line to be subtfacted.

oM Perform a "Mertz Apodization" of a data set.

Punch Data on Cards

P Punch a data set on cards.

PT Punch a title card.

Ratio of Two Buffers

Q Form the ratio of two data sets. Provision is made for
‘correct numerical values if the data sets were recorded
with different gains. The first point of the quotient

data set is artifically set to 0.5 to make scaling easy.

Take Data

R Acquire a single data set.
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Extend a run so that a different number of points will be
acquired than was called for originally.
Collect multiple data sets. After each run, a data tape

is punched, the data set is phase corrected and coadded.

Print Data on the Teletype

T

Prints the decimal values of a data set on the teletype.

Updating Transform

U

This command is used to watch the'spectrum change‘as
new data points are acquired. The input data is
repetitively transformed and the resultant spectrum
displayed in storage mode. The result is a family of
spectra which.display the changihg resolution of the

data as it is acquired. .

Visual Display

v

VS

VE

VP

Display a data set on the scope.

Display a data set on the scope in étorage mode.

This command isvuseful, for exampie, for comparing two
data sets.

Erase the scope.

Plot a data set on the x-y recorder. -

Write Commands

W

Enables comments to be written on the teletYpe without

being interpreted as commands. Used to document a series

of operations.

™
-
U
o)
o
>
o
-
:
-
o
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 Not Used
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Stop coadding. Forces the current run to be the last of

a series to be acquired.

Stops display commands such as T, HI, HO and P.

- Aborts data acquisition.

-
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APPENDIX D.

Data Analysis Algqrithms

In this.appendix, several algoriﬁhms will be presehted which have
been successfully used in fﬁe FTS-11 softwafe'for data analysis. In
order to understand how these algorithms are coded, we must briefly dis-
cuss the way ﬁumbers are treated by the software. Numbers are stored
in computer memory in the form of one-ﬁord éigned integers (I format),
bﬁt this form is often not useful for computatibn;v For example one
could not store the cosine of an angle in this format. For some internal
operations, a floating point (FP) format is used. This is a two-ﬁord
format with a one word mant?ssa and a one-word exponent. For occasions
when a two word format is undesirable; two one-word formats are avail-
able. In the W format, the single;ﬁord integer represents (through a
one-to-one mapping) a number in the range [;l,+l). This is the natural
format for-the Fourier transform algorithm, for example, because it is
very convenient to express cosines in this format. For quantities such
as ratios, however, which may have magnitudes greater than qﬁe, W format
is not adequate. We have therefore developed R format. This format
is a mapping of a single-word integer into [-8,8).

Fast Fourier Transform:

The fast Fourier transform (FFT) algorithm takes advahtage of the
_ .. _atb ab 2mi
identities e =e e and e = 1 to greatly reduce the number of
operations required to perform a Fourier transformation. While many
forms of the algorithm exist, we will discuss the."decimation in
frequency" version, first suggested by Gentleman and Sande.1 The

coding of this algorithm was first performed by Lee Windmiller2 and

later modified for FTS-11. We consider the calculation of

fO0teneranron
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- N-1 : )
x(3) = E A(n)e(nj/N), - (104)
n=0
where
e(nj/N) = exp(2mi nj/N). - (105)

We consider a radix-2 algorithm in which the indices j and n are written

as sums of products of powers of two:

i =] ™1y ™2y g (106a)

il
(=
N
+
—
(¥}
+
+
("

N

(Jm_lst_za Ctt JO) ’

and

(106b)

]
~
=
=]
§
N
=]
~r

Here we have assumed that
N = 2", (107)

Notice that the jL and n, are either 0 or 1. In order to keep the sub-

scripts manageable we will specifically calculate an eight point
transform. The results can be easily extended. In this case m=3 and
j= 32°4 + 3192 +j,mn= n2-4 + nl-2 + n_.

The sum (104) cah be written

X(Jz,Jl,J ) = E E E A(n)e(nj/8). (108)

n,=0 n —0 n
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We may factof e in the following way:

e(ni/8) = e[ (43,+23,+,) (4n+2n +n )/8]

I ji(n +2_.) .
o ( 2 o) e( 1 0o "nl o (Jo(no+2nl+4n2) ) ’
. 2 4 8

(108)

12

and write"
1

. ) j n j n .
X(jo+2jl+4j2) = E e (.%.9.) e ( 14 o) -

n =0
o

(109)

' . 1 :
" fj.n j (n +2n.) jn
11 v o o 1 - o2
'e( 5 ) e (-——_—81 E e\ A(noji-2n1+4n2) .

i

In Fﬁis form the problem becoﬁes one of computing‘sﬁifted two;point Fourier
tranéforms; ;The fwo—point transforms require two co@plex adaitions. The
shifts eéch require.a single éompiex multiplicatién.‘ Let us count
operations. If we call é.complex multipiicationrplus a‘coméle# additién
one operation, then two operations are required to perfbfm a ﬁwo—point
transform and‘mulpiply by a phase factor. The algorithmvis conveniently
divided into thgee stages or iteraﬁipns, each of which involveévfour
two-point fransforms or eight operations. Therefore 24 operations are
fequired in all. Morebyer,“the third iteration is pafticularly simple
because the phase factorbis hniﬁy} This may be compared with direct |
evaluation of (104) which requires 64 operations.

A few complication; afisg:in a reai algorithm. Fifst,‘the require-

.ment that no "scratch-pad" or extra memory be used for storage of

0

~
Pagre
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intermediate results adds a complication. Because of in-place storage
requireménts,’the result of a transform is stored in bit reversed order.
Pairwise intérchangés of data points must be performed after the
transform is completed. .Second, real data may be conveniently treated

in this algofithm by clever use of the linearity&of the Fouriar transform.
The procedure for real data is described by Cooley, Lewis, and‘Welch3
as.weli as by'other authors. Alternately, Bergland-l”5 has‘pointed out
that a spacial version of this algorithm could be‘tailoted specifically
to real data with:high efficiency. This has not been implemented_in'
FTS-11. Finally the aigorithm stores the complex result of the
algorithm with real and imaginary parts of each data point in seouential
memory locations. Since in Fourier spectroscopy we are primarily in-
terested in the real part of the transform, the real and imaginary

parts must be sorted out and stored in two separate areas. The final
algorithm, including those complications, is capablevof transforming

a 1024 point data set in about one second using hardware multiplication.

Phase Correction

The problem of phase correction has been discussed by many authors.
We will discuss the convolutional phase correction scheme first suggested
. . 6.7 . o .
by Forman. and Vanasse. ’ For an ideal interferometer, the inter-

ferogram is given by
[o 2]

F(x) = 2 I B(O)oos 2mox do, (110)

o
where 0 is the wavenumber and we have ignored for simplicity effects
of finite path length and sampling. If there is dispersion in the

interferometer, if (due to sampling).an error is made in the determination
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of the zero path point (x=0), or if certain other errors exist, the

2 '
“ » interferogram will display phase error. That is,'the ﬁeasﬁred inter-
& ferogram wiil be asymmetric, given by
| - .
Fm(x) = 2 f B(c) cos[2m0x + ¢$(0)]do
o
o - .
- f B(o) e1¥(0) (12M0% 45 | (111)
-00 ’ S
The problem of phase correction is the removal of the effect of ¢(0).
Suppose that we know ei¢(o). Then the correctién of the.inter—
N férogram ié easily performed. We define a gon?oluﬁion function C(x) by
_ N .
c(k) =_,f o100 &M% 45 o (112)
s _ ‘
The corrected interferogram may be recovered by pe;forming Eﬁéfconvolution
4 i o , ,  _
'Fvc('x) = f Fm(x')c(s{—x-')dx' . I S (13)
- Yo , _ . : :
. The cbrieéted intérferogfam Fc(i) can be shown to_approximate:F(x) by
) consi&éring the cdnvolufion theorem for Fourier transforms. 'Lét us
T define

F *¢g= [ F(x') G(x-x")dx' ‘ | | | (114)

and denote the Fourier transform of F by F. 'Then the convolution

theorem states. that -

(F*G) = F - ¢. , N (115)

S0tenseranogog
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Applying the theorem,

Fo=(F ¥0)=F -8 | (116)
But

Fo=B@ - MO (117a)
and v

¢ = 0@ - ' (117b)
Therefore - v |

F_ = B(o) 0. - (118)

Since FC has the same Fourier transform as F, a calculation of Fc_éorrects

. for phase error that may be'present.

i¢

Since the calculation of the inverse Fourier transform of e

and the convolution-are-easily coded, the problem is reduced to a calcula-

¢

tion of e ¥, If ¢ is a slowly varying function of wavenumber, we may

i$

calculate e ' at low resolution. Suppose the- interferogram Fm is

S

*s . o -
B(o) = Jf' F(x) [1 - -%fl] 2% g (119)
. S .

measured from ~Xg to X where X >> x Then we may calculate

i¢ |

and approximate e y

i¢ . B() N | (120)

©w
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Care must be exercised in this calculation, since the process described
"in (120) is nonlinear. In regions where B(0) is small, noise effects

i¢

can dominate the deterﬁination of e' . In ordér“tdzprevent probiems
with noise; two precautions are necessary. First the resolution used to
calculate ﬁ(o) should be as low as possible for the givén'éfé). Vﬁe do
not wish to resolve ﬁ(o) Qery well in regions where B(0) is small.
Secohdly; C(x) should be"apodizgd before beiﬁg used‘ih (li3). This
helps reduce the effect of errors in the calédlation'gfﬁéi¢;

The time required to pérforﬁ this'algorithm”ié dogindzedcbyvfhe
evaluation éf’tﬁe‘cohvoldtion inteéral. If tﬁe’intérférbgramvis*ﬁ points
long, with m points before zero path,>the time reQuirédvis'prdpbrtional
ﬁo mN. Typical 1024.point interferograms may be correctéa'inll;Z sec.
Coadding

The usual way of averaging data is to add 311 ofvthe data and then
divide by‘n, the number of data points. This téchnique‘has two dis-
advantages in our system. First, the stored quantity grows in mégnitude
as the number of data are increased. This could lead to overflows in
a fixed word length enviromment. Second, the éverége is available only
after thé last datum has been recorded. It is desirable to have a
running average always available for inspection. The following.
algorithm is mathematically equivalent to the usual averaging techniﬁues

and eliminates these two objections. Let the data be D and the average

of the first n values of D be ¢( D )n' Then

- 1o
(D) _=(p» _ +=[D-(D)__]. | (121)
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Using this algorithm we may simply store (D) 0 and then update it
every time a new D is measured. Equation (121) may be evaluated in
ébout 20 us.

Special Functions

In various computationsvit is necessary to calculate squate roots,
natural logérithms, and arc tangents. For example, the calculation of

e1¢ in phase correction requires a square root, display of the phase’

function ¢ requires an arc tangent, and absorption coefficient calcula-

tions require a natural logarithm. Standard techniques are used to
calculate these functions. The interested reader is referred to the

book by Hart.8

W
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LEGAL NOTICE

This report was prepared as an account of work sponsored by the
United States Government. Neither the United States nor the United
States Energy Research and Development Administration, nor any of
their employees, nor any of their contractors, subcontractors, or
their employees, makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness
or usefulness of any information, apparatus, product or process
disclosed, or represents that its use would not infringe privately
owned rights.




o .
- >

TECHNICAL INFORMATION DIVISION
LAWRENCE BERKELEY LABORATORY
UNIVERSITY OF CALIFORNIA
BERKELEY, CALIFORNIA 94720



