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DETI:RHINATION OF 'I'HE SURFACE COMPOSITION 
OF BINARY ALLOYS BY AUGER ELECTRON SPECTROSCOPY: 

THE GOLD-SILVER lu"JD GOLD-TIN SYSTEl1S 

Steven Henry Overbury 

Molecular and Materials Research Division, Lawrence Berkeley Laboratory 
and Department of Chemistry; University of California 

Berkeley, California 

ABSTRACT 

Auger electron spectroscopy was exploited as a means of determin-

ing the surface phase diagram of Au-Ag and Au-Sn alloys. Polycrystal-

line Au-Ag alloy foils of a wide range of composition (atom fractions 

of .15 to .97) ,.;rere cleaned and equilibrated in ultra high vaCUi.lm. 

Using two different types of energy analyzers for comparison, the 

intensities of the Auger emission from transitions at several energies 

were measured and normalized to those of pure Au and Ag. A model 

developed to describe the intensity of Auger emission was applied to 

the intensities and the surface monolayer compositions of the alloys 

were thus determined. The Auger data was consistent with enrichment 

of Ag in the surface monolayer, but to an extent which is less than 

predicted by the regular solution model. The results were discussed 

in terms of other theories which were reviewed in the text. The 

effects of uncertainties in electron attenuation and backscattering 

were considered. Ingots of Au-Sn with bulk composition between 50 

and 99 at % Au were prepared by solidification from the melt, cut and 

polished for Auger analysis. The bulk structure and composition of 

these complex alloys were characterized by electron microprobe, x-ray 
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diffraction, x-ray fluorescence and optical microscopy. The samples 

were cleaned and equilibrated in ultra high vacuum and the intensities 

of the Auger emission from transitions at several energies were 

measured and normalized to those of pure Au and pure Sn. Using the 

intensity model~ the normalized Auger intensity ratios were used to 

determine the surface monolayer composition. Enrichment of Sn was 

found in the surface monolayer for diso~dered ~ (86.7 a~ % Au) and 

a (99.0 at % Au) phase alloys. The highly ordered 0 (50.0 at % Au) 

phase alloy was found to exhibit no surface segregation. The surfaces 

of two phase alloys (0 and 1;; ) were found to be describable by the 

lever rule. The results were interpreted in terms of the bulk 

structures, ordering properties, and driving force for segregation 

of the alloys. In addition to the surface composition of the clean 

and equilibrated alloys, the effects of ion sputtering upon the 

surfaces of Au-Ag and Au-Sn alloys were also investigated and selective 

sputtering of Ag and Sn respectively was found. 

Work performed under the auspices of the U. S. Energy Research 
and Development Administration. 
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1. INTRODUCTION 

In the past ten years there has been increasing interest in studying 

the surface properties of alloys. Interest in this problem has typically 

arisen among two separate disciplines working with slightly different 

points of view. One of the disciplines consists of chemists who are 

interested in studying catalysis on alloy surfaces, and the other consists 

of metallurgists who are interested in understanding the properties of 

alloy materials. 

Since heterogeneous alloy catalysis occurs at the free surface, a 

fundamental understanding of the mechanism of alloy catalYSiS requires 

characterization of the alloy surface. Certainly a fundamental step in 

characterizing an alloy surface is to specify its composition. Usually 

alloys are described by their bulk compositions, but it is in fact the 

surface compositon that is important in determining the activity and 

selectivity of alloy catalysts. It has long been realized that there 

are thermodynamic reasons why one component in an alloy may segregate to 

the surface yielding a surface composition which is not the same as the 

bulk composition. It is therefore of interest to determine the surface 

composition of alloys and to try to understand how this varies with the 

more commonly known bulk composition. 

The metallurgists are also interested in the surface compositions 

of alloys but for different reasons. The macroscopic properties of alloy 

materials are greatly affected by the properties of grain boundaries, 

which are internal surfaces. The segregation of impurities, or of one 
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alloy component to the grain boundary leads to dramatic and usually un

desirable changes in the strength of alloys. The nature of segregation 

to grain boundaries and to free surfaces are expected to be similar, so 

it is of interest for metallurgists to understand the fundamentals of 

segregation to a free surface. 

With the development of Auger electron spectroscopy and related 

techniques it has, in principle, become possible to directly determine 

the compositon of a free surface. As such these techniques have been 

applied with increasing frequency to problems of immediate industrial 

interest. But it is of greater interest °to use these techniques as an 

experimental monitor in developing theories to explain the energetics of 

surface segregation. The ultimate goal of such studies is to be able to 

predict the surface composition of an alloy from the well known bulk 

thermodynamics and properties of the alloy and the component metals. 

The experiments described in this thesis represent an initial step 

in achieving this goal. The purpose here is to test some of the simpler 

theoretical models and to look for effects which may be of importance in 

determining the nature of surface segregation. The first part of this 

thesis reviews the theory which has been proposed to describe surface en

richment. This is followed by a review of the experiments which have 

been done to test these theories. The third chapter provides a descrip~ 

tion of Auger electron spectroscopy including both experimental aspects 

and the development of the model which describes the intensity of Auger 

emission. In the fourth and fifth chapters, the experiments done to 

determine the surface phase diagram of the Au-Ag and the Au-Sn systems 
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are described. In each chapter the intensity model is applied to the 

measured intensities to determine the surface composition of the alloys. 

The surface compositions are then discussed with regard to theoretical 

predictions. The sixth chapter describes the effects of sputtering 

upon alloy surfaces; results which were obtained incidentally as the 

experiments were done, The last chapter summarizes the information 

obtained from these experiments and suggestions are made for possible 

future work. 
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2. LITERATURE REVIEW 

The concept that the formation of a surface requires energy is not 

at all new. Water droplets take a spherical shape in order that their 

surface area to volume ratio will be miniffiized, thereby lowering the 

surface energy to the least possible value. The tendency to reduce 

surface area leads to a concept of surface tension, since to reduce its 

area a liquid exerts a pull in the direction tangential to its surface. 

Through study of this phenomena it was realized that in a liquid mixture, 

if the component with the lowest surface tension were to migrate 

preferentially to the surface, the surface energy, which is the product 

of the surface tension and the area of the surface, would be lowered. 

It w2S further realized that in solids also it requires extra energy 

to create a surface, and therefore in solid solutions there might be 

a migration to the surface of whichever component would lower the 

surface energy. Such a migration would obviously result in a surface 

with its Owu composition, distinct from that of the bulk. 

Theories have been developed to describe this behavior. All 

theories (except one) attempt to calculate the surface composition 

that will produce the lowest surface free energy of the alloy. They 

differ only in the way in which they describe the alloy and the way in 

which they calculate the surface free energy. Section 2.1 gives a review 

of the theories that have been developed. With the theories as a guide 

it is of interest to compare their predictions with experiment. 
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Section 2.2 briefly describes the various methods by which surface 

co~positions can be measured and section 2.3 reviews the results of 

most of the published work undertaken to determine the surface composi-

tion of alloys. 

2.1 Theory of Surface Segregation 

One of the simplest ways of describing the surface is the mono-

layer model in which the surface is defined to consist of a single 

monolayer one atom thick. l To predict the composition of the surface 

af a liquid mixture, some solution model must be applied to it. 

Certainly one of the simplest models is that of the ideal solution. 

For an ideal solution, it can be shownl that if two liquids with 

surface tensions oA and oB are mixed together, and form a surface with 

area a, then the atom fractions x~ and x~ = 1 - x~ of components 

A and B in the first (surface) monolayer, will be given by Eq. 2.1: 

(
A A) Xl ~ B RT~n --. I -- = -(aA - 0 )a 
B .. B 

Xl :.r'b 
2.1 

In addition to the surface tension difference, the surface composition 

A B depends upon the bulk compositions ~ and xb and upon the temperature T. 

The left side of Eq. 2.1 derives from the configurational entropy 

of mixing of an ideal solution at the surface, and the right side 

derives from the remainder of the free energy required ta form the 

surface. It is most convenient to re~7ite Eq. 2.1 in the following 

form: 

2.2 
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It is readily seen that if the surface tensions of A and B are the 

same, then-the surface composition will be identical to the bulk, 

while if they are different, the component with the lOvler surface 

tension will be enriched at the surface. The surface tension here is 

treated as an empirical property of the liquid surface which can be 

measured straight forwardly. In a solid, it is also possible to 

measure a surface free energy, analogous to oa, and this. quantity 

can be inserted straight into Eq. 2.2 to obtain a theoretical estimate 

of the surface composition of an alloy. 

An alternative approach, described by Williams,2,3 and by 

4 Van Santen and Boersma, which is physically more elucidating is to 

treat the solid as a sum of the pairwise bond enthalpies, R
AA

, RBB and 

R
AB

, between nearest neighbor atoms. The solid is treated as a semi

infinite block, and the atoms at the surface have an incomplete 

coordination sphere. Since bonding results in a lowering of the 

energy of the system, the minimum energy situation can be achieved by 

placing the weaker bonding component in those positions where the 

coordination is the lowest. i.e., at the surface. Summing all the 

bonding energies and including the configurational entropy (still 

assumed to be ideal), an expression for the free energy of the system 

is obtained. This free energy is minimized with respect to the surface 

composition and provides the following result: 

su v HB b) (2 /2)) 
2.3 
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HB and HA b are the heats of sublimation of the solid and arise from sub su 

approximating the bond energies HAA and HBB by the molar heats of 

sublimation of the pure solids A and B divided by the number of paiTI,1ise 

bonds broken in sublimating the solid. Z is the number of would be 
v 

nearest neighbors in the missing atomic plane above a surface atom 

(vertically bonded) while Z is the number of nearest neighbors that an 

atom in the bulk of the solid has. For example, in an fcc solid each 

atom has 12 nearest neighbors so Z = 12, while at a (Ill) surface, 

three of these are missing so Z 
v 

3. Eq. 2.3 states that the component 

with the lowest heat of sublimation will be present in excess at the 

surface. Eqs. 2.2 and 2.3 are identical if the following correlation 

is made: 

2.4 

Arguments of this type have lead to attempts to correlate experi

mental surface energies with measured heats of sublimation,5,6 

In Fig. 2.1 is shown such a correlation, Again for an fceCIll) face, 

one would expect that Oa = 0 ~ H • (3/12) = .25 H b' The data sm sub su 

actually lead to the result 0 ~ .16 H b' The agreement is fairly sm su 

gooq conSidering the simplicity of this approach to a surface where the 

actual nature of the electron structure and bonding are much more 

complicated. Nevertheless, this correlation is used frequently to 

quickly predict which component will segregate to the surface, since 

heat of sublimation data are more readily available and more accurate 

than surface free energy data. However, this can lead to confusion and 

inaccuracies. as in the case of Cu and "'Au where the heat of sublimation 

7 
of Au is larger, yet Au appears to have the lower surface energy. 
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Metallic alloys are not ideal solutions, since they generally 

have some finite heat of mixing,B. In the derivation of Eq, 2.3, this 

heat of mixing was ignored by assuming that the bond energy between 

unlike atoms. HAB is equal to the average of the bond enthalpies between 

like atoms. i,e., by assuming that 

If we assume that this is not true, but that instead 

HAA + HBB Q 
H -

AB 2 N Z 
0 

where NO is Avogadros number, then if Q/NOZ is a constant, we have 

next simplest approximation of a solution. This is the regular 

solution mode1
6 

and Q. the regular solution parameter, is directly 

related to the heat of mixing, ~Hm. of a regular solution by the 

relation 

Therefore, frem heat of mixing data, which is in many cases readily 

2.5 

2.6 

the 

2.7 

available, the parameter Q and the bond energy J:I
AB 

can be estimated. 

The derivation leading to Eq. 2.3 can be redone, but this time making 

use of the assumption in Eq. 2.6, Again the surface is treated as 

being one layer thick, and a well defined surface structure must be 

assumed. The result is given in Eq. 2.B. 

x~ I (~ub - exp -
B 
~ 
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In this implicit equation, Z~ is the number of nearest neighbor atoms 

which are in the plane of the atom (~aterally bonded). For example, 

for an fcc (111) face, Z~ = 6. 

For Au-Ag alloys, the quantity n = bH l(xAu xAg ) is constant to 
m b b 

within 17% throughout the entire composition range,S which is about as 

close to regular behavior as found in any metallic alloys. Eq. 2.8 

was applied to the Au-Ag system and the results are sho~~ in Fig. 2.2. 

The calculation was done for an fcc (111) face, and surface energy 

data was used instead of the heats of sublimation (so that Eq. 2.4 is 

inserted into 2.8). 

The most artificial aspect of this model is the monolayer 

approximation. and in fact it is unnecessary to restrict all layers 

deeper than the top monolayer to have the bulk composition. Williams 

presented a four-layer model in which the top four layers are allowed 

to have a composition different than the bulk, while the fifth and 

deeper have the bulk composition. 2 ,3 The results of the derivation 

are four coupled implicit equations relating the surface compositions 

of the four layers to T, n, Hsub' ~ and the crystal structure 

parameters. To demonstrate, the results of calculations which 

9 were made for the Au-Ag system and the liquid Pb-In system are sho~~ 

in Figs. 2.2 and 2.3 respectively. The surface enrichment in each of 

the top four layers is plotted as a function of~. The surface 

enrichment fades away quite rapidly with depth into the surface as 

might be expected for this model which considers only nearest neighbor 

bonding. Further, if as in Ag-Au n < 0 (which by Eq. 2.6 implies 

attractive interactions between unlike atoms) the~ there is a reversal 
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Fig. 2.2 Surface enrichment for a (Ill) face of Au-Ag at 300 0 K 

as predicted by the monolayer regular and the four-layer 

regular solution models. (Reference 9) 
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Fig. 2.3 Surface enrichment for Pb-In at 600 0 K as predicted by 

the monolayer regular and the four-layer regular solution 

models. The surface is assumed to have an fcc(lll) orien

tation whether liquid or solid. (Reference 9) 
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in enrichment in adjacent layers. That is, Ag enrichment occurs in 

the first layer, but Ag depletion takes place in the second layer. 

This represents a tendency towards ordering of the alloy. For Pb-In 

where D > 0, the attraction between like atoms is on the average 

greater than between unlike atoms, so that Pb, the component with the 

lower surface energy, clusters at the surface. If D = 0, the depth 

distribution collapses to only a single monolayer type of segregation. 

Although \~illiams only considered four layers at a vacuum-solid 

interface, there has been a variety of other theoretical work dealing 

10-13 with up to infinitely many layers. The work has usually been 

applied to regular liquid solutions at a solid-liquid or a liquid 

vapor interface, although in defining the liquid phase, the liquid 

takes on a quasi-crystalline aspect in that it is partitioned into 

layers. In these cases the liquid is usually taken to be of semi-

infinite extent. 

In solids there arise phenomena due to small particle effects 

and due to kinks, edges and other surface defects, which have no analogy 

in liquids. Furthermore, it appears that these surface defects may be 

of great importance, especially in catalysis. 14 Burton~ Fedak and 

15 Hyman approached this problem, again within the regular solution 

approximation. For a microcluster in which D = 0 (ideal solution) 

they arrived at an equation more general than Eq. 2.3, in which the 

term (2 /Z) in Eq. 2.3 is replaced by (Z - 2.)/Z. This simply takes 
v 1 

into account that the surface site may have any number of nearest 

neighbors, Z .• The lower the coordination of a particular site, the 
2 
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greater is the tendency for segregation. Thus in alloy microclusters, 

sites at edges and corners are more enriched in the segregating species 

than are the si~es on flat terraces. 

Burton, Hyman and Fedak
15 

also studied thin films of various 

thicknesses for alloys in which there is a miscibility gap (~ > 0). 

In this case the films were thin enough that segregation to the surface 

leads to a non-negligible depletion of the bulk. These are the first 

calculations mentioned here to take this mass balance into account, 

since others theories have assumed an infinite bulk. The results are 

shown in Fig. 2.4 for parameters modeled after a 50 at % Au-Ni alloy. 

The results indicate enrichment of Au at both surfaces of the film in 

all cases except the trivial two layer film. The Au-Ni bulk phase 

diagram has a miscibility gap below T = 1100oK. For T > T the 
c c 

segregation of Au takes place only in the surface region, vlith a core 

that approaches the bulk composition as the film thickness increases. 

For T < T the films exhibit phase separation with the Au rich phase 
c 

accumulating at the surface and the Ni rich phase accumulating at the 

center. 

This structure, consisting of a film with an outer shell of one 

h d . I 11 f h d b S hId J . 16 p. ase an an lnner Sle a anot er was suggeste y ac t er an ongpler 

in their explanation of experimental findings in eu-Ni alloys. Their 

"cherry!' model suggests that during simultaneous deposition of thin 

films at temperatures T < T , the two phases will nucleate and grow 
c 

separately. As the film equilibrates, the more easily diffusing 

species will diffuse to coat the crystallites of the other phase. 
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The resulting "cherry" has a shell enriched in the more easily 

diffusing species which is also usually the most surface active species 

since rates of diffusion usually increase with a decrease in bonding 

strength! This effect is illustrated in Fig. 2.5. 

In the theories presented up to now, the driving force for segrega-

tion has been the fact that the surface is a site of reduced coordina-

tiona In solids there is another driving force for segregation and 

that is the reduction of strain. McLean17 has pointed out that a 

solute which is of a different size than the solvent lattice creates 

a strain in the lattice. At a grain boundary there are open sites 

where more space is available to the atoms. By migrating to these 

sites a solute can reduce the strain energy. McLean used the ideal 

solution model and arrived at an expression identical to Eqs. 2.2 

or 2.3 except that the argument of the exponential involves a difference 

between the strain energy caused by a solute atom located at the grain 

boundary and one located within the bulk. To estimate this energy, 

McLean pointed to a treatment by Pines18 who used elastic theory to 

calculate the elastic distortion energy caused by a solute in a lattice. 

Two difficulties arise from McLean's treatment. This theory 

applies to a dilute solute only, since the strain energy term may be 

expected to depend upon the composition in the bulk. The second is that 

the treatment was developed for a grain boundary, and unless there is 

some sort of surface reconstruction it is not clear that the sites 

at a free surface are actually much roomier than the sites within the 

lattice. 
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The form of all of the equations given so far have been 

2.9 

where Q resembles an activation energy and has been referred to as a 

h f . '1 17 eat o· segregatl0n or a retrleva energy. Q in the ideal solution 

model is b constant enthalpy due to the reduced coordination at the 

surface, "'hile in the strain theory of HcLean. Q is a constant strain 

energy term, In the regular solution model Q is an enthalpy which 

takes account of the pairwise bonding in the solid and because of this 

Q takes on a composition dependence in this model, 

I f d f f . 19 d' n act, Q correspon s to a ree energy 0 segregatl0n an ln 

an exact treatment would contain all enthalpy and entropy changes 

associated with segregation, except of course the ideal configurational 

entropy term which is already included in the expression. 

19 Seah and Lea have extended these models by adding terms due to 

vibrational entropy. ~S 'b and an anharmonic vibrational entropy term 
V:l 

~s h to Q. They show that -T~S 'b varies linearly with T and -T~S h an V:l an 

varies as T2, so that Q in Eq. 2.9 can have a temperature dependence, 

Their values for the free energy of segregation Q = ~G for the first 

layer of dilute Sn in Fe is given in Fig, 2.6, This value for ~G is 

different for grain boundary segregation than for free surface segrega

tion. 20 At 550°C this free energy leads to segregation of up to two 

full monolayers of Sn for bulk compositions of Sn less than the solu-

bility limit as shown in Fig. 2.6. Seah used a solid state analog 

of a two layer BET adsorption isotherm to relate the surface composition 
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Fig. 2,6 Upper: Calculated and experimental temperature dependence 

of the free energy of segregation of Sn to free surfaces and 

grain boundaries of Fe-Sn alloys. Lower: The Sn surface compo

sition x
B 

versus the Sn bulk composition Xc for equilibrium free 

surface and grain boundary segregation in Fe-Sn. (Reference 19) 
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to the bulk composition and ~G. The segregation level xB shown in 

Fig. 2.6 is the total surface adso~ption level and is plotted versus 

the bulk solute composition xC' 

21 In another approach, Sundarem and Wynblatt avoided making 

any assumption about the configurational entropy of an alloy by using 

Monte Carlo techniques. Their model involves assigning an initial 

composit~~na1 configuration to an alloy. The energy of the configuration 

can then be calculated by using the standard pairwise bonding approxi-

mation. Then atom pairs are chosen at random, and the atoms switched 

according to the Boltzmann probability exp(-(E2-El )/kT) where El and 

E2 are the configurational energies before and after the exchange. 

This process is repeated in some appropriate manner until convergence 

to the equilibrium properties is obtained. Some results calculated 

are shown in Fig. 2.7 for films ten layers thick. With this model 

it is quite easy to consider any structural configuration (i.e., 

thin films, semi-infinite slabs, cubo-octahedron, etc.), and the 

mass conservation requirement is trivially satisfied. For an infinite 

slab of Au-Ni, their method gives results virtually identical to those 

obtained by Williams3 using his model described above. 

S . . h h d . ff . f' 22 B d tartlng Wlt a rat er l erent pOlnt 0 Vlew, urton an 

Machlin have pointed to similarities between solid-liquid solution 

equilibrium and solid-solid surface solution equilibrium. In a dilute 

alloy, the liquid formed at the melting point may have a higher or 

lower concentration of solute as determined by the phase diagram. 

Burton and Machlin have proposed that if it is the case that this 

liquid is enriched in the solute, then it might also be true that this 
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solute will enrich the liquid-like free surface of the solid alloy. 

If the melt has a lower concentration of solute than the solid, 

then segregation of the solute to the surface is not expected. 

These predictions are illustrated in Fig. 2.8. This theory is 

qualitative only and was applied quite successfully to predict 

only whether or not segregation would occur in a number of dilute 

alloys which have been studied experimentally. 

7 Van Santen and Sachtler have done theoretical work on strongly 

ordered alloys, that is, in cases where -2~/Z »RT. They used the 

pairwise bonding scheme to obtain the energy of a particular configura-

tion, but derived a special entropy of mixing term which was a function 

of the long rang~ ordering parameter S. They applied their model to 

Pt3Sn, Au3Cu and Cu
3

Au which are structurally isotypic. They calculated 

the surface energy for low index planes and derived expressions for 

the energy required to swap a surface atom with an unlike atom from 

the second layer. These energies depended upon S, n, H
AA

, RBB , 

HAB and the crystal orientation. Their values for the solid surface 

energies, 0, showed the expected dependence upon the crystal 

orientation, i.e., 0(111)<0(100)<0(110). Using a statistical thermo-

dynamic approach they obtained an expression for the change of the 

entropy of mixing associated with surface enrichment. Combining 

this entropy and the energy term and minimizing this free energy with 

respect to the surface composition they obtained the probable enrich-

ment in the first layer. On the basis of these calculations they 

predict strong enrichment of Sn at the.surface of Pt
3

Sn and of Cu 

at the surface of Au
3

Cu and Cu
3
Au, 
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The theories given above refer to clean binary alloys. All 

real metals and alloys contain impurities and it is commonly observed 

that impurities segregate to the surface in prodigious quantities. 

Segregation of S, P, Ca, C and other impurities to the surfaces of 

"pure" metals appears in virtually every surface study and many 

23-26 studies have been devoted solely to this phenomena. As trace 

impurities in a metal can be regarded as a very dilute alloy system, 

this behavior should be interpretable within the framework given above. 

The case of impurities at the surface of binary alloys is then 

really that of a ternary alloy. Very little theoretical effort has 

been put into this subject. Qualitatively it is possible that the 

absorbed impurity may bond more strongly with one component of the 

alloy than the other. This could result in the less strongly bonding 

component being replaced at the surface by the bound species. 

Williams 2,3 has considered this possibility by adding an additional 

term to the surface enthalpy. This impurity-induced segregation is 

expected to occur only at high enough temperatures that diffusion in 

the bulk can occur. as with all segregation. Another effect of 

impurity segregation is the site competition which Seah and co-workers 

. 19 20 have d1scussed.' In their studies of Fe-Sn-S, they found that at 

grain boundaries there was no competition between Sn and S for sites, 

while at a free surface there was competition with S displacing Sn at 

the surface. These possible effects of impurities must be considered 

before a complete understanding of alloy surface phenomena will be 

achieved. 
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2.2 Methods for Determining Surface Composition 

Before the fairly recent (since 196~ development of electron 

and ion spectrpscopy, the composition of an alloy in the extreme 

surface regions could be determined only indirectly. Three of the 

more common ways are mentioned here. The first means commonly used 

h f f 
. . 27 was t at 0 surace tltratlon, If one component of the alloy will 

strongly c.hemisorb a particular species but the other c.omponent vJill 

not, then a measurement of the uptake of the gaseous species by 

an alloy determines the surface composition of the active component. 

28 
A second method is to measure the work function of the alloy. 

The work function of the alloy is strongly dependent upon surface 

composition, but the drawback to this method is that nobody fully 

understands the relation between work function and composition, 

which causes a calibration problem. Another method 29 has been to 

measure the surface energy of a solid alloy and relate this by means 

of some fundamental equation, such as the dilute approximation of the 

Gibbs adsorption isotherm, to the surface composition. This is 

essentially the inverse of the entire problem discussed in Section 2.1 

and so is certainly not satisfactory. 

With the development of Auger electron spectroscopy (AES) ion 

scattering spectroscopy (ISS),30 x-ray photoelectron spectroscopy 

31 , 32 
(XPS), soft x-ray appearance potentlal spectroscopy (APS) , 

Rutherford scattering,33 and other related techniques, it has become 

possible to not only verify the cleanliness of an alloy but to also 

measure directly·the surface composition. These methods (with the 

exception of Rutherford scattering) rely upon the strong interactions 
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of low energy « 1 keV) electrons or ions with solids to give them 

their extreme surface sensitivity· (l-IOO A). AES is the most popular 

technique at present due to the ability to use the co~mon low energy 

electron diffraction (LEED) analyzer to perform AES. ISS is the most 

surface sensitive technique and may yet become a very popular method 

for performing alloy surface composition measurements if quantitative 

and reliable wethods of sputter profiling and a more quantitative 

understanding of charge neutralization can be developed. XPS is not 

as surface sensitive as AES and it is usually applied more to problems 

of electronic structure which cannot be studied as readily with AES. 

APS gives virtually the same information as AES but it is not no,v in 

common use. The equipment needed to do Rutherford scattering experi

ments is only available to a few groups. 

The alloys studied in completion of this thesis, and indeed most 

of the alloy systems studied to date have been examined by AES. 

Chapter 3 is devoted to experimental details and methods of using 

AES as a means of determining surface composition. 

2.3 Survey of Experimental Results 

The development of techniques of electron and ion spectroscopy 

has sparked an interest in studying the surface composition of alloys. 

When Auger electron spectroscopy (AES) started to come into common 

use, many workers started to apply it to problems in catalysis, grain 

boundary segregation, semiconductor and metal contacts and numerous 

other fields. As a large number of very applied problems were 

attacked with AES, a broad base of information began to accumulate 
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and greater sophistication in the use of AES as a quantitative tool 

developed. As applied problems were solved a further interest 

developed in the fundamental problem of the energetics of surface 

segregation, the prediction of the surface phase diagram, and in 

developing and testing theories such as those given in the first part 

of this chapter, 

It is therefore of interest to review the information ldhich is 

knovm about alloys, keeping in mind that it is a fundamental under

standing that is of interest, In the remainder of this chapter, a 

survey of work pertaining to the alloy surface composition problem is 

presented. The summary is divided up by binary alloy systems, and 

will be approached in order of increasing complexity of the alloy 

bulk phase diagram. The alloy systems with the simplest bulk thermo

dynamics. to which the ideal or regular solution theories might apply 

will be considered first. Systems which have been studied include 

Ag-Pd, Ag-Au, Au-Pd, Ni-Pd and Fe-Cr. Next alloys with ordered phases 

or low temperature miscibility gaps such as Au-Cu, Cu-Ri, Au-Ni, 

and Au-Pt will be considered. More complicated alloys in vlhich there 

is complete phase separation or intermetallic compounds formed such 

as Pb-In, Au-In, Cu-AI, Pt-Sn, Fe-Sn and Au-Sn ~ill then be reviewed. 

In many of the studies of the complex alloys, only a specific phase, 

such as dilute In in Au were studied. In such an alloy the problem 

is reduced to that of a fairly simple solution. In this summary, 

the information that will be highlighted will be whether the alloys 

studied were cleaned and fully equilibrated and an evaluation of the 
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analysis techniques used, their virtues and difficulties will be 

given. The surface composition of each clean and equilibrated alloy 

and the effect of sputtering and reactions with adsorbed impurities 

are the answers of ultimate interest. 

Before beginning this summary, some of the physical properties of 

these alloy systems are given in Table 2.1. In the theories given in 

Section 2.1, some important parameters are the difference in the heats 

of sublimation
3Lf 

and the relative size difference of the pure compo-

35 8 
nents, and the heat of mixing of the alloys. These are given 

along with some phase diagram information
8 

in Table 2.1. For these 

alloys the value of the heat of mixing is a function of composition, 

and ~ as defined by Eq. 2.7 is usually not very constant (non-regular 

behavior). As such only the largest absolute value of ~ throughout 

the composition range is reported. Whether segregation of one of the 

components will take place is qualitatively predictedby three theories 

in Table 2.1. 
17 

The strain theory of HcLean and the "phase diagram" 

theory of Burton amd Hachlin
22 

apply to dilute solutes and their 

predictions are given for the two possible dilute cases in each alloy. 

The regular solution theory prediction applies to the entire composition 

range. In cases where the strain and the regular solution theories 

disagree, the expected result is that of a compromise between the two 

opposing tendencies. It is hoped that the Table may be a helpful 

reference in reviewing the results of the studies described below. 
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Table '2.1. Summary of alloy data and predicted segregation. 

==---=" 

predicted segregation 

H A -H B A B phase regular 
Alloy 

A B (L\Hm!xbxb ) max sub sub L=LxlOO AlB Phase diagram (keal/g.at) <r> cal/g.at solute strain diagram solution 

-7600 (:,:200) Ag Ag Ag Ag 
Ag/Pd Simple -22.6 4- 4.9 Pd ... 0 12000K Pd Pd None x 

-4850 Ag None Ag Ag Au 
Ag!Au !Simple -23.9 + .2 x -+ 0, 800 0K Au None Kone 

----_.". 
-9500 Au Au Au small 

Au/Pd Simple - 3.7 + 4.7 
Au 

x =.8, 298°K Pd Pd Kone 

+ 1460 to -2240, Ni Ni Ni Pd 

Ni!Pd Simple +1l.8 - 9.9 l273°K Pd Pd Pd 

low T phase +5600 Fe small Fe small 

Fe/Cr Y-loop +4.5 + 1.6 .1<xFe<.9,1600oK Cr small Cr 

low T -5650 Au Au Au 
Au Cu 

Au/Cu ordered phase'S +6.2 +12.1 x =.3, 800 0 K Cu Cu Cu 

low T +2800 Cu Cu Cu I Cu 
Gu/Ni miscibility gap -21. 7 + 2.5 xCu+O, 973°K Ni Ni None 

+7650 Au Au Au Au 
Au Au/Ni Miscibility gap -15.5 +14.6 x =.3, 11500K Ni Ni Ni 

Au Au Au Au 
Au/Pc Miscibility gap -47.9 + 3.8 - Pt Pt None 

Intermediate +1240 Pb Pb Pb Pb 

Pb/ln phase -11.2 + 7.7 Pd =.5, 315°K In In In x 

Au/In Complex +29.3 -11.9 Complex 
Au Au - In 
In In In 

Al/Cu Complex - 3.6 +11.3 Complex Al Al Al small 
Cu Cu -

Pt/Sn +63.2 - 8.7 Pt Pt - Sn Complex Complex 
Sn Sn Sn 

Fe/Sn +27.5 -17.5 
Fe Fe -

Complex Complex Sn So Sn 
Sn 

Au/Sn Cowplex +15.3 - 4.8 Complex 
Au Au Au Sn 
Sn Sn Sn 
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Ag-Pd 

36 In studies by Bouwman, Lippits and Sachtler, work function 

measure~ents indicated that Ag segregates to the surface of equilibrated 

thin films (xAg from ,14 to .90), This was deduced not so much by the 
b 

dependence of the values of the work function upon composition, but 

by the initial work function change upon adsorption of CO, which 

increases non-linearly with bulk Pd composition, It was also 

found that prolonged exposure to CO led to chemisorptive induced segre-

gation of Pd to the surface, 

37 
A later study by Christman and Ertl of the dependence of the 

Auger intensities on the angle between the surface and the primary 

beam showed no evidence for surface segregation in equilibrated thin 

films throughout the full range of compositions, That this method could 

detect a composition gradient was sho~~ for a sample said only to be 

insufficiently annealed. One Might not expect this method to be very 

sensitive to a monolayer type of segregation, so that a knowledge of 

the depth to which this inhomogeneous sample enriched in Ag would be 

helpful. They also found a linear relationship between Auger intensity 

and lattice parameter (proportional to the bulk composition). 

Wood and Wise38 studied supported Ag-Pd catalysts and found Ag 

enrichment at the surface, No efforts to clean the samples in the 

vacuum system were made and no Auger spectra were provided. The oxygen 

signal present was assumed to be from the alumina substrate only. 
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and the Handbook of Auger Electron Spectroscopy was used as reference 

to normalize tIle Auger intensities. Use of this handbook is of 

dubious value, since the intensity ratios may be expected to be a 

function of the experimental conditions used and may vary from 

analyzer to analyzer. Their results agreed with the regular solution 

model, and they explained the disagreement bet\'leen their results and 

those of ChristGan and Ertl as due to crystallite size effects, 

Another study39 determined that sputtering Ag-Pd alloys resulted 

in an enrichment of Pd on the surface, due to the sputter rate of Ag 

being 1.89 times larger than that of Pd. Fractured surfaces of Ag-Pd 

rods, broken in vacuum had surface compositions equal to the bulk, 

as determined by comparison of the Auger intensities with those of pure 

Ag and pure Pd. 

Ag-Au 

Because of its very regular properties, this system is one that 

40 
was chosen for study by the author, and the results of that study 

were that for clean and equilibrated alloys, there seems to be some 

segregation of Ag, but less than is predicted by the regular solution 

theory. Part of the evidence for surface segregation was that the 

normalized Auger intensities depended upon the Auger electron energy. 

and hence the sample depth. This behavior is indicative of surface 

segregation (Chapter 3). It was also found that sputtering caused 

an enrichment in Au in the surface region, due to preferential 

sputtering of Ag. Details of this study are the subject of Chapter 4. 
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Fain and HcDavid
41 

made work function measurements of vapor 

deposited ~u-Ag films throughout the entire composition range and 

found that the work function varied non-linearly with composition in 

a manner suggestive of Ag enrichment at the surface. To check this 

possibility they measured intensities from different energy Auger 

peaks, but did not find the energy dependence indicative of a surface 

composition gLadient. They did, however, obs~rve this sort of depen-

dence for an unequilibrated thin (two monolayers film of Ag evaporated 

onto an alloy). They therefore concluded that there was no segregation 

of Ag to the surface of their equilibrated films. 

Using ion scattering spectromet~y (ISS), Nelson
42 

found that there 

was surface segregation of Ag to the surface of alloy foils, and he 

claimed good agreement with the regular solution model. The cleanliness 

of the samples after annealing does not seem to have been carefully 

confirmed, and long annealing can cause sulphur segregation and a 

resultant enrichment of Ag at the surface. 

" 43,44 Farber and Braun studied the surfaces of scribed, broken 

and sputtered alloys, and confirmed that sputtering enriches the 

surface in Au compared to the other treatments. No surfaces shown to 

be fully cleaned and equilibrated were studied. 

Au-Pd 

This system was investigated by Wood and Wise38 who studied micro-

spheres with compositions of 40, 60 and 80 at % Pd and alloy catalysts 

supported upon alumina with bulk compositions of about 22, 35, 55 and 

75 at % Pd. They found considerable scatter in the Auger intensities 
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due to the roughness and heterogeneity of the samples. Nevertheless, 

the average values of the Auger intensities of the Pd(33l eV) and 

the Au (71 eV) (for the microspheres only) Auger transitions were 

obtained and compared with similarly prepared samples of pure Au and 

Pd. They found no evidence for segregation of either component to 

the surf2ce, although prolonged heating in oxygen did have the effect 

of altering the surface composition. 

Alloy foils of Au-Pd "Jere studied with AES by Jablonski et al. 

All foils were polished in the same manner, cleaned in DHV by sputtering, 

equilibrated by heating, and the Auger intensities from both 10v7 and 

high energy Auger peaks ,,,ere obtained and compared with intensities 

from pure Au and Pd. The surface monolayer compositions were calculated 

from the normalized Auger intensity ratios by taking full account of 

attenuation of the Auger electrons. A marked surface enrichment in 

Au was found throughout the entire composition range. Sputtering was 

found to enrich the surface in Pd. 

Ni-Pd 

Stoddart and Moss
46 

studied Ni-Pd films of a wide bulk composition 

range vapor deposited onto substrates which were initially at room 

temperature and were not further heated (except by the deposition 

process). These films showed segregation of Pd to the surface, 

although there were some Sand Cl impurities present. The principle 

evidence for segregation was the variation of the intensity ratio of 

a low energy to a high energy Ni peak. Taking attenuation into 

account, they analyzed this variation and obtained a surface monolayer 
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composition. They found that it was necessary to use low energy Auger 

peaks when co~paring alloy Auger intensities to those of pure Ni and 

Pd, or the surface enrichment would not be clearly observed. This 

is evidence that the enrichment takes place only in the extreme 

surface region. The surface enrichment in Pd that they found was 

smaller than expected from the ideal solution model and the heats of 

sublimation. The question of whether the films were fully annealed was 

not directly discussed in the paper. Two of the films mentioned in 

this study were sintered at 40QoC for one hour, but the results on 

these films seemed to be absent from most of the figures, and were 

not otherwise discussed. 

In other work,39 it was found that due to the fact that Ni 

sputters .63 times slower than Pd, sputtering Ni-Pd alloys results in 

a surface enrichment of Ni. Use of the high energy Ni Auger peak 

indicated that fractured surfaces have a surface composition equal to 

the bulk. 

Fe-Cr 

Leygraf et a1.
47 

studied single crystals of Fe, Cr and Fe. 84Cr.
16 

witn (110) and {100) orientation. When the sputtered (100) alloy 

was annealed for 15 minutes at temperatures between 675 and 1175°K. 

a constant Cr composition of about 31 ± 4 at % Cr and about 69 ± 5 at 

% Fe in the region sampled by 500 and 700 eV electrons (top 9-10 A) 

was found. This enrichment in Cr was accompanied by the presence of 

S and is somewhat larger than expected from the ideal solution model 

-and the differences in the heats of sublimation. In other experiments 
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related in the paper, it is not proven or likely that the surface was 

in equilibrium with the bulk. Heating the alloy in low pressure 02 

seemed to cause an increase in Cr in the surface region as was 

explained from the greater stability of Cr
2
0

3 
over a-Fe

2
0

3
. Samples 

which were annealed for too short a time or at low temperatures after 

sputtering seemed to give very high Cr compositions Ivhich may indicate 

that there is selective sputtering of Fe in this alloy. 

Au-Cu 

This system has been studied by several workers and is interesting 

because at temperatures well belol" the melting point it forms ordered 

phases in the regions of 25, 50 and 75 at % Au, while maintaining 

miscibility in all proportions. 

The earliest Auger studies of Au-Cu by Palmberg and Rhodin
48 

showed that a thin Au film could be diffused into Cu at 300°C but 

they did not look at bulk alloys as such. The work of Potter and 

49 Blakely indicated that there might be a surface enrichment of Au in 

Au3Cu and possibly in AuCu also. for clean samples annealed at 500°C. 

The evidence was the dependence of the Cu (730 eV) Icu (60 eV) intensity 

ratio upon bulk composition. For Cu
3

Au there seemed to be no surface 

segregation. Their work also indicated that there is no dependence 

of the Auger intensity upon crystal orientation. 

The work of Sundarem et al. 50 and of Braun and Farber51 could 

not provide very definite information regarding the surface composition 

but reached conflicting conclusions regarding the effects of sputtering. 

·Sundarem'spaper did indicate that the presence of S impurity tends to 

increase the Cu/Au Auger intensity ratio. 
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Van Santen et al.
52 

found that heating Au
3

Cu which had been 

fractured in situ did not affect the Cu/Au intensity ratios, but that 

heating fractured AuCu3 led to an increase in the Cu/Au ratio between 

350 and 500°C, followed by a decrease at temperatues above 500°C. 

The changes in the ratios correlated with buildup of S followed by its 

disappearance above 500°C. This is in agreement with Sundarem's 

results. Van SE~~en believed that the fractured state corresponded 

to a surface composition equal to the bulk. This would indicate that 

no segregation is observed for Au3Cu, while for AuCu
3 

segregation of 

Cu is observed when S is present. 

Fain and HcDavid 53 used an intensity model essentially identical 

to that presented in Chapter 3 below to determine that, for clean and 

equilibrated alloy filmswith bulk compositions between x~u = .15 and 

$71, there is strong segregation of Au to the top monolayer. Their 

data for Au Auger peaks from three different energies were internally 

consistent and proved that the second layer had essentially the same 

composition as the bulk. To the author's knowledge this is the only 

quantitative Auger analysis in the literature to take full account of 

attenuation and determine a two layer surface composition profile. 

The results are noteworthy and are shown in Fig. 2.9. 

Cu-Ni 

This system is the most widely studied of all alloys for reasons 

~f its catalytic importance. and has been a source of confusion, most 

of which seems finally to be sorted out. The components are miscible 

in all proportions at higher temperatures but it is now believed 
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Fig. 2.9 The experimentally determined first (.) and second 

(0) layer Au atom fractions of Au-CH alloy, films. (Reference 53) 
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54 55 that there is a miscibility gap below about 322 D C • brought 

about by the positive heat of mixing. 

The controversy started with work function measurements of 

Sachtler and Dorgelo
54 

which indicated that a Cu rich phase was 

coating a Ni rich phase in their evaporated films. This configuration, 

described as the cherry mode~was brought about by the fact that the 

films were equilibrated at low temperature, and resulted in a work 

function y,rhich was invariant throughout a wide range of composition 

lying within the proposed miscibility gap. 

Later Auger studies56 were made on Cu-Ni alloys which ,,'ere 

prepared at high temperature and resulted in surface compositions 

which varied continuously between pure Cu and pure Ni. The problem 

was further confused by the fact that the most surface sensitive low 

energy Auger peaks in Cu-Ni are too close to be resolved easily, 

so that studies were made using the higher energy Auger peaks. This 

led experimenters to believe that the surface composition was identical 

to the bulk. 56 ,S7,S8 Other workers59 • 60 assumed that uncleaned surfaces 

had surface compositions equal to the bulk and found that the 

normalized Auger intensities varied non-linearly with surface 

composition. It was found that heat treatments and sputtering of the 

alloys altered the surface composition with sputtering generally 

tending to increase Ni at the surface, but heating of the sputtered 

surfaces resul ted in an inc rease in cu~O-63 Using sputtered surfaces and 

compositions obtained from Auger, "it was found that the work function 
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of Cu-Ni alloys varied linearly \vith composition,64 seemingly in 

conflict with Sachtler's results. Due to impurities which most 

certainly were present in calibrating the Auger measurements, these 

results are probably not fully accurate. 

As studies on Cu-Ni and other alloys progressed, there developed 

a greater understanding of the effects of sputtering and of impurities 

upon the surface composition, and an appreciation of how using high 

energy Auger peaks can be misleading. Finally, using the low energy 

Auger peaks, Helms 65 ,66 determined that indeed clean and annealed 

alloys of 50 and 90 at % Ni do show segregation of Cu to the surface 

as expected and that sputter cleaning and the presence of oxygen 

does affect the surface composition. Using ion scattering spectroscopy, 

a technique which may be expected to be even more surface sensitive 

than AES. Brongersma and Buck67 found segregation of Cu to the 

surface of an alloy of 50 at % Cu held at 730°C. A surface composition 

of about 85 at % eu was found for this alloy. somewhat lower than that 

found by Helms at 650°C. It has been shown that segregation of Cu 

Id 1 · CO fl h d . . 68 d h . cou exp aln as esorptlon experlments an t at segregatlon 

according to the ideal solution model could explain ethylene hydrogen-

1 · 1 69 o YSlS resu ts. The conflicting results of Sachtler's work function 

studies seem to be due purely to the bulk sample preparation. 
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Au-Ni 

The expected surface segregation of Au was found in two separate 

Auger studies. William/
O 

found that for alloys of three different 

bulk compositions (x~u = .005, .035 and .23) he got good agreement 

with predictions of the regular solution, taking the heats of sublima-

tion as a driving fo~ce. The samples were prepared by electrodeposi-

tion of Au onto Ni foilS, presumably at room temperature. It is 

interesting to notice that at least one of the samples was within the 

miscibility gap. No attenuation affects were taken into account in 

using the Auger data to obtain surface compositions. 

7172 
Burton ' measured the temperature dependence of the 

Au (69 eV) leu (61 r:.V) Auger intensity ratio in a sample \vith nominally 

1 at % Au in the bulk and obtained a heat of segregation of 12 ± 2 

kcal/goat. He found that the surface monolayer could vary from 1 to 

100% Au as a function of temperature, but evidence from comparing 

low and high energy Auger peaks indicated that the segregation was 

localized to only the top monolayer. Together, both Williams and 

Burton found that the presence of S, Hand 0 impurities resulted in 

an enrichment of Ni at the surface, as is expected from a chemisorption 

type of segregation. 

Au-Pt 

To the author's knowledge, no Auger or other modern techniques 

have been applied to this alloy system. However, the work function 

d b B d S h J 73 . . b measurements rna e y ouwman an ac t .er are 1nterest1ng ecause 

.. 54 
they reenforce the results found by Sachtler and Dorgelo in their 
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Cu-Ni studies. Bouwman and Sachtler found that films of a wide bulk 

composition range prepared by simultaneous evaporation of Pt and Au 

had work functions which varied smoothly between the values for pure 

and pure Au. Upon sintering the films at 300°C. the work function 

was found to be nearly constant bet\veen 15 and 88 at % Pt. These 

results were attributed to the Kirkendall effect16 in v,Thich the Au 

diffuses faster than Pt and coats the Pt crystallites resulting in a 

skin of the Au rich phase engulfing a core of Pt rich phase. This 

behavior is exactly analagous to that found on Cu-Ni films annealed at 

low temperatures. They also found that prolonged exposure to CO 

caused a gradual increase in the itlOrk function which is attributed to 

chemisorption induced segregation of Pt to the surface. 

U . h . f h' . . . K' . I 74 slng a tee nlque oc emlsorptlve tltratlon. U1Jers et a . 

confirmed the results of Bomvroan and Sachtler. 

Pb-In 

The surface of Pb-In alloys were studied by Berglund and Somorjai.
75 

and this vlOrk is unique among these considered in this review in that 

they studied liquid alloys. As such there could be no strain effects 

contributing to segregation. Measuring the Pb(92 eV)/In(403 eV) 

Auger intensity ratio indicated that there was the expected enrichment 

of Pb to the surface for alloys of 28.6. 44.5 and 60.5 at % Pb. 

although the extent of the segregation was not estimated and attenua-

tion effects were not included. Further confirmation of enrichment 

was given by the temperature dependence of the Pb/In Auger intensity 

ratio, which increased with decreasing temperature as expected from 



-43-

the ideal solution model. For the 44.6 at % Pb sample it was found 

that the presence of CO did not affect the intensity ratio. but 

exposure to 02 resulted in a decrease of the ratio. This was attributed 

to the volatility of PbO at the temperatures studied (260-S00°C). 

76 
In an Auger study of Pb-In oxide films, Chou et al. found 

that In is preferentially oxidized, resulting in an oxide film 

enriched in In, in good qualitative agreement with the results of 

Berglund and Somorjai. For alloys with> 30 at % In, the surface 

contained only In
2

0
3 

in agreement with their thermodynamic predictions 

of the stability of In
2

0
3 

in contact with a Pb-In film. 

Au-In 

Only one brief paper is published on this alloy system, and 

deals with a film of nominally 2 at % In in Au. 
77 

Thomas found a 

st~ong segregation of In in this film. Sputtering the film resulted 

in a decrease of the In Auger peak to a value corresponding to 

approximately the bulk composition. Upon discontinuing the 

sputtering, the In signal increased and the Au Auger signal decreased 

to a value corresponding to about 15 at % in the region scanned by 

the Au(71 eV) peak. This diffusion takes place at room temperature 

and with a time constant of about two minutes! 

Cu-AI 

One phase alloys of I, 5 and 10 at % Al dissolved in the Cu 

78 
lattice were studied by Ferrante. He cleaned his single crystal 

samples by cycles of sputtering and annealing. Following sputtering 

be annealed the samples for 30 minutes at various temperatures between 
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room temperature and 700 o e. Comparing the resulting Auger intensities 

ratios with those of a sputtered sample, he eoncluded that there was 

segregation of Al to the surface in accordance with expectations, 

since Al strains the eu lattice, and since Al has the lower heat of 

sublimation. The analysis is clouded by the use of a sputtered 

surface for a referen,ce intensity ratio when roughness and selec tLre 

sputtering effects may be present. As such no trustworthy surface 

compositions could be obtained. I 79 d' d In a ater paper, Ferrante stu le 

the temperature dependence of the low energy Al/eu Auger intensity 

ratio and obtained a heat of segregation of 1380 cal/goat for Al 

segregation in a sample with bulk composition of 10 at % AI. 

Pt-Sn 

This system has a complicated phase diagram with intermetallic 

compounds forming at PtSn, Pt
3

Sn and at other bulk compositions. 

Both PtSn and Pt
3

Sn are strongly ordered and have rather large 

negative heats of formation (-14. kcal/goat and -12. kcal/g o at 

respec ti vely) , 

Alloys of PtSn and Pt
3

Sn were studied ,"vith Auger by Bouwman 

et al.
BO 

The intensity ratio Sn(428 eV)/Pt(236 eV) from the alloy 

was used as a monitor. Calibration was performed by comparing with 

the intensity ratios of alloy rods of PtSn and Pt3Sn which were 

fractured in vacuum. The fractured surface was found to be clean 

and the resulting intensity ratios were consistent between PtSn and 

Pt3Sn. Using these reference intensity ratios but without taking 

attenuation into account. overall surface compositions of 68 ± 5 and 
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equilibrated at various temperatures. The Auger intensities were 

82 
calibrated carefully by three independent means, taking full 

account of electron attenuation. They found up to two full monolayers 

of Sn adsorbed at the surface for both the grain boundaries and the 

free surface, though the free surface showed greater segregation of 

Sn as shown earlier in Fig. 2.6. The temperature dependence of the 

measured compositions indicated that the free energy of segregation 

varied as a function of temperature (Fig. 2.6). They also found that 

S decreases the amount of Sn at the free surface due to site competition. 

Au-Sn 

83 
This complex system was one chosen by the author for study 

and is the subject of Chapter 5. Briefly previewing the results, 

it was found that strong segregation of Sn occurs when Sn is the solute 

in the Au lattice and in the hcp ~ phase which forms at about 86 at % 

Au. The strongly orGered 6 (50 at % Au) phase shows no evidence for 

Sn segregation which is interpreted as being due to the strong ordering 

in that compound. No evidence is found for phase redistribution 

(such as in the "cherry model") for two phase alloys with composition 

between the 6 and the ~ phase alloys. 
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41 ± 5 at % Sn were found for equilibrated surfaces of PtSn and Pt
3

Sn 

respectively. Equilibration was 'performed at 500°C and led to the 

appearance of some C. They also found that sputtering causes enrich-

ment of the surface in Pt. Oxidation at 200 and 500°C gave further 

enrichment in Sn. Reduction at 500°C resulted in a surface composition 

of 64 and 35 at % Sn for PtSn and Pt
3

Sn respectively. 

L t · h t 1 t t BouL=.an and Bl'loen8l a er, uSlng x-ray p 0 oe ec ron spec roscopy, w,,, 

again determined the surface composition of reduced PtSn and Pt
3

Sn. 

The higher energy photoelectrons gave a deeper sampling depth than 

the Auger electrons, so comparison of these two experiments allm,'ed 

them to obtain a crude surface composition profile. Their data for 

PtSn was found to be consistent with a hypothetical surface configura-

tion which had a top layer enriched in Sn sitting above a layer 

depleted in Sn. However, the fit to the data was very coarse and the 

layer thickness' (6-11 A for PtSn and 11-20 A for Pt3Sn) do not 

seem physically probable. 

Fe-Sn 

Very dilute alloys of Sn « 1 at % Sn) were studied with Auger 

by Seah et a1. 19,20.82 F S h 1 1 d' e- n as a very camp ex plase lagram, 

but in these studies only the single phase primary Fe solution was 

studied. Sn is expected to segregate to the surface. Seah and 

20 Hondros looked at the grain boundary composition by cleavine a 

well annealed sample (which fractured in vacuum along grain boundaries) 

and examining the cleaved surfaces. Seah and Lea19 studied the 

segregation of Sn to the free surface cleaned by sputtering and 
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3. AUGER ELEC~RON SPECTROSCOPY 

The technique of Auger electron spectroscopy was used as a means 

of determining the surface compositon of the alloys discussed in this 

thesis. The following chapter is devoted to describing this technique 

in detail. In section 3.1 some selected basic facts about AES are pro

vided. In section 3.t a description of the Auger spectrometers and 

vacuum systems used for these studies is given and experimental details 

relating to the experiments described in later chapters are provided. 

Finally in section 3.3 is given a detailed description of how to use 

the information obtainable from AES quantitatively to obtain the surface 

composition or depth profile of an alloy. 

3.1 Some Fundamentals ~ Auger Emission 

When a solid is bombarded with a primary beam of energetic electrons 

(1-5 keV) a large number of the atoms in the near surface region (top 

100-200 A) are ionized. These ionized atoms relax rapidly by a process 

in which another electron "falls" into the vacancy in the ionized atom. 

The energy which results from the process is either emitted as a photon 

or transferred to another electron as kinetic energy. The energetic 

electron produced by the latter process is called an Auger electron 

and if it escapes from the solid without energy loss it can be detected 

electrostatically. The energy of this electron is characteristic of the 

type of atom and so can be used to identify the types of atoms present. 

The creation. detection and interpretation of this emission process is 

84 Auger electron spectroscopy. 
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A study of the distribution of emitted electrons, NeE), can yield 

a tremendous amount of physical information about the type and quantity 

of atoms present, the electronic structure of the solid, the processes 

of transport ana relaxation of energetic electrons in a solid and many 

other phenomena. In addition to the Auger electrons however, a solid 

bombarded by an energetic primary beam will emit a broad background of 

electrons which have energies ranging between almost zero and the primary 

energy. This broad background consists of elastically and inelastically 

scattered primary electrons, Auger electrons and secondary electron 

emission. 84 ,85 The number of Auger electrons which leave a solid with-

out energy loss is very small compared to the immense background. To 

enhance this signal the distribution of scattered electrons is usually 

differentiated electronically,86 using the modulation techniques de-

scribed in the next section. 

The physical aspect of AES which has caused so much interest in 

this technique is entirely the fact that it is surface sensitive. 

Electrons of energies from 50-2000eV interact strongly with solids. The 

inelastic mean free paths or escape lengths of low energy electrons in 

various solids are shown in Fig. 3.1. 87 ,88,89 The values given in the 

Figure are tabulated from many experimental measurements, and due to the 

difficulty in measuring them the values have fairly large uncertainties. 

Nevertheless, when plotted on a log-log plot the mean free paths in 

metals seem to be nearly independent of the type of metal, and depend 

only upon the energy. The low energy electrons around 50 eV have the 

minimum escape depth of only about 4 A, while the escape depths increase 

gradually with energy above 50 eV to about 30 A for a 2000 eV electron. 
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These facts have been eA~loited fully in these studies. 

3.2 The Auger Electron Spectrometer 

Since AES is a surface technique, and since the surfaces of clean 

solids are very reactive it is necessary to perform the measurements 

in an ultra-high vacuum (UHV) system. In the course of the studies 

describeG in this thesis, three separate mIV systems ,"ere used. 

Chronologically, the first system was equipped with a retarding field 

analyzer (RFA) which was used for making the initial measurements on 

Au-Ag alloys. A system with a double pass cylindrical mirror analyzer 

(CMA) was used for making the confirming measurements upon Au-Ag 

alloys. Both sets of measurements are reported in Chapter 4. The 

third system contained a single pass CMA and was used to make all 

measurements on the Au-Sn alloys reported in Chapter 5. These analyzers 

we~e all mounted upon distinct UHV systems. As an example, the design 

and geometry of the third system will now be described in some detail. 

The basic system was designed by the author and was purchased and/ 

or built and assembled during the summer of 1975 by Heylon Hong, Emery 

Kozak and the author. The design of the system is standard. The vacuum 

was obtained by means of three pumps. The system was rough pumped by 

two sorption bottles (Varian/Vacuum Division, Palo Alto, Ca.) which are 

-2 ~3 
capable of pumping the system to about 10 to 10 torr. At this 

pressure it is possible to start an ion pump which was used for most of 

the pumping. This ion pump as a Varian 400 l/sec triode pump and was 

separated from the main chamber by a 6" gate valve. Inside the main 
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chamber was a water cooled titanium sublimation pump used at very low 

pressures -as a getter. The press~re in the chamber was measured by 

a Varian nude filament ionization gauge bolted into the sample chamber. 

-10 The system was capable of achieving a base pressure of 5 x 10 torr 

and routinely maintained a vacuum of 1 x 10-9 torr with all filaments 

on. A photo and schematic of the system are shown in Figs. 3.2 and 3.3. 

The main chamber (Physical Electronics Industries, Edina Hinnesota; 

Chamber Model 44) contained the samples mounted on the sample supports 

shown in Fig. 3.4. The supports were designed so that up to six samples 

could be mounted in the UHV at one time. A precision manipulator 

(Huntington Mechanical Laboratories, Inc., Mountain View, Ca.; manipula-

tor model PM-602) was used to correctly position the samples in front 

of the CHA. This manipulator has three orthogonal translational degrees 

of motion in addition to rotation (about the axis of the manipulator 

shaft) and tilt motions. A stainless steel plate was bolted onto a rod 

using alumina insulators in such a way that the plate was electrically 

isolated from the roq, and this rod was attached to the central shaft of 

the manipulator. The actual sample holders were made of tantalum and 

were bolted to the stainless steel plate. With supports of this type 

the samples could be placed in front of the CHA in such a way that 

the plane of the sample surface was perpendicular to the axis of the 

CHA. Each sample holder could hold up to three samples. One side of 

each sample was electrically isolated from the Ta block holders and 

was connected to a eu braid as shown in Fig. 3.4. fO heat the samples, 

current was pass~d through the braid, across the sample and into the 
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Fig. 3.2 Photograph of the Auger electron spectrometer used to make 

the Au-Sn measurements. (Top) A- Ion pump B- Swing gate valve 

(Bottom) C- Cylindrical mirror energy analyzer D- Precision 

sample manipulator E- Sputter ion gun F- Sapphire leak valve 

G- Titanium sublimation pump 
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XBB 769-8111 

Fig. 3.2 
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Fig. 3.4 Photograph and schematic of the sample holder used for the 

Au-Sn measurements. A- Copper co~~on heating lead B- Insulating 

four hole washer (A1
2

0
3

) C- ,Stainless steel manipulator shaft 

extension D- Tantalum sample support frames E- Copper heating 

lead F- Samples (only two shown) G- Stainless steel screw and 

nut H- Copper lug 1- Mica washer J- A1
2
0

3 
sleeving. 
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Ta holder and the stainless steel plate. This plate was common to 

all samples and a Cu braid was attached to the plate as a current 

return. In adgition, thermocouples were frequently used by spot 

welding the junction to the back of a sample. The thermocouple and 

the heating leads were attached to electrical feedthroughs mounted on 

mini-conflat flanges (Varian) and bolted on the manipulator. The temp

eratures of the samples with thermocouples could be used to calibrate an 

lnfrascope (Huggins Inc. Model IJ3ICOO-04) which was then used to estimate 

the temperatures of the remaining samples. 

The single pass CMA (Physical Electronics, Hodel {,IIO-ISO) contained 

a 0-5000 eV electron gun which was co-axial with the analyzer and was 

used as an excitation source. This geometry simplifies the intensity 

analysis as will be described in section 3.3. The samples could be 

sputter cleaned with energetic ions by using a commercially available 

sputter ion gun (Physical Electronics, Model #04-161). The ion beam 

was incident at a grazing angle of about 70° from the surface normal. 

An ion energy of 1.5 keV was used and the gun produced a total beam 

current of about 20~ collected at the sample but the flux density and 

distribution was unknown. Prep grade Argon (Matheson Gas Products) 

was used for sputtering and was introduced to the chamber through 

a sapphire leak valve (Varian) from a gas manifold. The manifold was 

pumped by a mechanical forepump. A liquid nitrogen cold trap and a 

molecular sieve trap were included in the line between the forepump 

and the gas manifold. 

The electronics for controlling the CMA and the integral gun were 
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purchased in a package along with the analyzer (Physical Electronics; 

Auger System Controller ll-SOOA and Auger Gun Con~rol 11-010). Other 

electronics included a high voltage power supply for biasing the electron 

multiplier and a lock-in amplifier (Princeton Applied Research; Model 

ffJB-5) for phase sensitive detection of the output of the C!'fA electron 

multiplier. TI1e output of the lock-in was monitored with an x-y 

record0r or infrequently an oscilloscope, A D.C. variable current power 

supply was used for resistively heating the samples, 

The other t\\ro systems mentioned earlier vlhich were used for making 

the measurements on the Au-Ag alloys were quite similar to the above 

system with the principle differences being the types of analyzers used. 

A comparison of the different analyzers will no"'] be made. 

A retarding field analyzer has four concentric hemispherical wire 

mesh grids and a hemispherical collector plate concentric with the 

'd 90 grl s. These elements are biased as shown in Fig. 3.5. The sample 

is positioned at the center of the five hemispheres. TI1e electron 

beam is either directed through a drift tube which extends through the 

grids and collector plate or is incident at a grazing angle from out-

side the analyzer. The former goemetry was used here. The single pass 

CK~ consists of two co-axial cylinders which are biased as shown in 

F ', 35 91 ,92 19. .. TI1e electron beam is either directed along the axis of 

the cylinders, or it may be incident at a grazing angle. 

The electron beam excites the sample and a spectrum of electrons, 

N(E), are emitted. Auger measurements are made by placing a negative 

D.C. potential V and a small A.C. modulation, ksin(wt). onto the second 

and third grids of the RFA or onto the outer cylinder (mirror) of the 
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Cl'iA. 

For the RFA only electrons with energy greater than V(± k) will 

pass through the grids and strike the collection plate. The analyzer 

then acts as a high pass cutoff filter. The CriA on the other hand is 

a differential detector. Of the electrons passing into the entrance 

slit of the analyzer only those with a particular small energy range, 

E± t:.E, determined by V and the characteristics of the analyzer will 

pass through the exit slits. For the CY,A, this relationship is approx-

ima tely E± t:.E ~ 1. 76e (V±k). This difference in the range of collected 

energies leads to important differences' between the two analyzers. 

The purpose of the modulation is to obtain a derivative of the 

N(E) spectrum. 84 
Chang has shown that the collected current, I, can 

be written as follows: 

[ 
Iunk3 ] rI"k2 II"'k 4 

] 
I 10 + Ilk + --8- + ... sin(Wt) - [--4- + ~ + ... cos(2wt)+ ... 3.la 

I"k
2 

10 + Ilksin(wt) - --4-- cos(2wt) + ... 3.lb 

Here the primes refer to differentiation with respect to the D.C. 

potential V. The second equation approximates the first if the modulation 

amplitude k is sufficiently small. The value of the frequency of w 

to be used is largely unimportant. For the RFA a frequency of around 

1000 Hz was used while for the single pass CI>iA w "'" 6000 Hz was chosen. 

Since the CY,A is a differential detector it is clear that the collected 

current is proportional to N(E) so that II"", N'(E). With a lock-in 

amplifier it is possible to phase sensitively detect the component, AI' 

of the collected current which has fr~quency w. For a C~iA it follows 
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from Eq. 3.lb that Al ~ kI'~kN'(E) so it is seen that the derivative 

of the electron distribution curve can be obtained by detecting the 

first harmonic of the collected current. Since the RFA is a cut off 

filter, I' N(E) so it is necessary to detect the component A2 of 

frequen'cy 2w to obtain the N'(E) curve, since A2 ~ I"k2/4~'(E)k2/4. 

This is the first difference between the two types of analyzers. Note 

that in both r~ses the signal depends upon the amplitude of the modula-

2 
tion voltage, k, but for the RFA the signal depends upon k "rhile for 

the Ct~ the signal varies linearly with k. The signal can be increased 

by increasing k, within the limit that k is small enough (compared to 

the peak width) that higher order terms in Eq. 3.1a are negligable. 

A second and most important difference between the analyzers is 

that the CMA is much more sensitive than the RFA. This arises from 

the fact that shot noise is the greatest contributor to the electronic 

noise, and the shot noise current is proportional to the square root 

of the collected current. In an RFA a greater current is collected 

so more noise is obtained for the same amount of signal than for the 

CMA. This results in the CMA having a signal to noise ratio which is 

84 
about 100 times larger than that of the RFA. this allows less in-

tense Auger peaks (such as the 2024 eV Au peak) to be more quantitatively 

studies. This also allows the use of higher scanning speeds and/or 

lower electron beam currents, and the use of smaller modulation 

amplitudes. The resolution of the analyzer can be no better than the 

modulation amplitude so resolution may be limited by the need to use 

a higher modulat~on amplitude to see a weak signal. For the RFA used 

in the Au-Ag system the sensitivity needed required the use of 10 V 
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p-p modulation. while the measurements made with the CHA were done with 

a modulation of 2 V p-p. There are many other factors involved in the 

resolution of the two types of analyzers which will not be discussed 

here. 

Another important difference is the angle of collection. A CNA 

collects a cone of electrons at an angle e = 42.3
0 

plus or minus 
o 

some angle (prohably about 6°)92 which depends upon the geometry of 

the exit slits. The RFA collects all electrons between the smallest 

angle which misses the drift tube of the normal electron gun and the 

outside edge of the analyzer (about 60° for the 4-grid RFA used here). 

If there is angular anisotropy in the Auger emission which varies v;,ith 

alloy composition, crystallite orientation. roughness. heat treatment, 

etc .• the RFA will be insensitive to the effect. but the CY.cA ",Till be 

affected. This is a disadvantage of the C~~ for quantitative purposes. 

The RFA has the distinct advantage in this regard in that it can be 

used for doing low energy electron diffraction (LEED) experiments 

thereby allowing the simultaneous use of two techniques. This fact 

is the principle reason that the RFA is in more co~~on use than the 

C~~. LEED can be done with a CMA but the technique seems somewhat 

. . 93 l.nCOnVenlent. 

94 
The C~ is critically sensitive to the placement of the sample. 

Small movement of the sample away from the focal point along the line 

defined by the axis of the analyzer results not only in a shift of the 

peak position and in peak distortion. but also causes a decrease in 

the signal intensity to an extent which depends upon the energy. The 
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effect is demonstrated in Fig. 3.6. The REA is not nearly as sensitive 

to this placement and the sample may be moved several millimeters with-

out noticeable effect. This is no real disadvantage of the CMA since 

it is possible to place the sample in the correct analysis position by 

maximizing the measured intensity of the elastic peak with respect to 

sample placement. Problems can arise due to uncontrolled sample move-

ment such as buckling due to expansion during heating. This necessitates 

occasional checks of the sample position. 

The shape of the Auger spectra obtained from a CMA and RFA are also 

different. At low energies the RFA accurately shows the large background 

due to secondary emission. Use of the peak to peak height in the deriv-

ative spectra as· a measure of intensity at low energies is affected by the 

sloping background. The C}~ does not show this sloping background due 

to the fact that it distorts the spectra at low energies. This distor-

tion is due to the energy dependent transfer function of the analyzer 

d h d d f h 1 1 . 1· . 84 an t e energy epen ence 0 tee ectron mu tlP ler galn. This 

distortion is also eA~ected to affect the relation between peak to peak 

height and Auger intensity. The assumption will be ~dde that the dis-

tortion is similar for all alloys. Spectra recorded with a CMA and an 

REA are given in Fig. 3.7 for comparison. 

The double pass C}ffi which was used for re-measuring the Au-Ag in-

tensity ratios consists essentially of two mirror analyzers put back to 

back with the electron multiplier behind the exit slits of the second 

analyzer. Such an analyzer is sold by Physical Electronics and most of 

what has been said about the single pass C~~ applies to the double 
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pass. The only real operational difference is that the double pass 

C~~ is even more sensitive to sample position making it frustrating to 

do experiments with any but a very precisely repositionable manipulator. 

Auger has principally been used as a means of performing qualitative 

analysis of surfaces; i.e. to identify or verify the presence of various 

atomic speLies. For this purpose AES is quite certainly the best of all 

available techniques. Also of interest is the use of AES as a means of 

quantitatively analyzing a surface to determine how much of an impurity 

or alloying component is pres'ent. This endeavor has occupied the time 

and efforts of a growing number of workers in the last eight years and 

in many cases has obtained some measure of success although the methods 

currently used still have shortcomings and difficulties. 

An understanding of quantitative AES begins with an expression 

d 'b' h' . fA" 95 Th I f A escrl lng t e lntenslty 0 uger emlSSlon. e current, E' 0 uger 

electrons arising from a transition observed at energy E, may be phenom-

enologically divided up into intensities from each atomic layer in the 

solid. This description arises naturally from considering flat perfect 

surfaces of infinite extent as in some of the mooels described in Chapter 

2. This concept is not as well defined for rough surfaces or small 

clusters, but in spite of this the results will be applied to the rough 

polycrystalline samples used in this study. The intensity from each 

layer may then be described by breaking the Auger process into the 

following three steps; 1) excitation, 2) emission and 3) collection. 

Each step will now be considered. 
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The standard means of excitation is by bombardment with electrons 

of energy E and current I. For the studies in t'his thesis E was 
p p p 

2 or 4 keV and I '"as usually 15-50 lJA spread over an area of about 
p 

1 2Th bot' " d' th . th 1 th f rum. e num er atoms lonlze In e 1. ayer near c sur ace 

may be e>..-pected to be proportional to the expression given in Eq. 3.2 

bela",?, 

ionization events "v I g (8 ,0 ) p.Or(E ) p.(E )r. (E,E) 3.2 
p p p P 1. P 1 P 1. P 

Here p. is the number of atoms per unit area in the ith layer and 
1. 

the function g (8 ,0 ) takes the geometric and anisotropic factors in the 
p p p 

excitation into account and depends upon the angles of incidence e and 
p 

0p of the primary beam. or is the cross section for ionization of an 

atom by electrons of energy Ep' Pi is an energy dependent factor which 

accounts for the attenuation of the primary beam and r, is a backscatter-
1. 

ing factor which takes into account that electrons which have been 

elastically and inelastically scattered may contribute to the ionization. 

The excited region of the solid is penetrated by a beam of electrons 

incident at fixed angles e and 0 whose intensity decreases with depth 
P P' 

due to inelastic and elastic scattering of the primary beams. This region 

also consists of a plasma of electrons of nearly continuous energies and 

momentums. TIle terms ° (E )p.(E ) in Eq. 3.2 takes account of the 
p p 1. P 

ionization by the column of primaries while the general term (E,E ) 
P 

takes account of the excitation by the plasma. This backscattering term 

is very complicated and contains the energy dependence of the ionization 

f h l 'd d b d . h d h 96,97 cross section 0 t e so 1 an may e expecte to vary Wlt ept. 

To use Eq. 3.2 approximations must be used. Typically it is 
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assumed that there is nO anisotropy in the excitation process. Because 

of attenuation, the more grazing the incident angle e the more energy p 

will be deposited in the surface region from which Auger electrons can be 

95 
collected. This suggests the form gee ,0 )~ l/cos8 . In fact experi-

p p p 
98,99 

ments have shmVT\ that this model is only partly correct. In the 

experiments done in this thesis the primary beam was normal to the 

sample (cose
p 

= 1) so g(8p ,0
p

) will be taken as unity. Eq. 3.2 may be 

further simplified by assuming that the primary beam intensity or its 

ionization capability is independent of depth within the region detected 

by collecting the Auger electrons. The basis for this assumption is the 

fact that the escape length of an electron with energy E 
p 

4 keV is 

large and the average inelastic collision results in only a small energy 

loss, leaving the primary electron still energetic enough to efficiently 

ionize. More importantly, this assumption has been experimentally 

. . f' d 100 h Justl le . Wit these assumptions, Eq. 3.2 simplifies to the follow-

ing form: 

ionization events ~ I aleE )p.r.CE,E ) 
p p 1 1, P 3.3 

The emission process, the second step in this scheme, is much 

simpler, and is given in Eq. 3.4. 

probability of emission ~ PAQi(E,8) 3.4 

The probability of emission is the product of the probability, PA' that 

an ionized atom undergoes an Auger process and emits an electron, and 

the likelihood q.(E,e) that the Auger electron emitted at an angle e 
~ 

from layer i will escape to the surface without an inelastic collision. 

PA is characteristic of the type of atom involved and the energy E of the 
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A ' , 101 d' db' d d f 1 Th uger transItIon an IS assume to e In epen ent 0 ang e. e 

attenuation of the electron is usually assumed to be e:t.-ponential with 

a characteristic attenuation depth ~E which depends upon the energy, 

so Eq. 3.4 becomes the following. 

probability of emission ~ P
A 

e;~(-(i-l)d/~Ecose) 3,5 

H d ' h' I 'f 1- I'd t' thn I' th ere IS t e Inter ~yer spaCIng 0 tue so 1 , so an a am In ~ 

layer is at a depth of (i-l)d. If the Auger electron is emitted at an 

angle e measured from the surface normal, it must travel through the 

solid a distance (i-l)d/cose to escape from the solid. 

It is important to note that this form holds only if each layer 

fully covers the layer below it. This is true in a close packed plane 

such as in the (111) face of an fcc solid. For the (110) face, the 

surface consists of ridges and troughs so that the atoms at the bottom 

of the troughs while in the second layer are not attenuated fully by 

the first layer. This fact leads to the necessity of applying this 

model only to close packed planes. This causes difficulties in the. 

Au-Sn studies as will be seen in Chapter 5. It is also important to 

note that the model assumes that the surface is atomically flat and 

smooth. If there is roughness, the emission will be affected. 

102 
Holloway has studied the effects of roughness on Auger emission and 

has found that even very slight roughness (root mean square displacement 

of .28~m) could reduce the Auger intensity by up to 40% depending upon 

the angle of incidence of the primary beam and the collection angle. He 

found that the effects of roughness were least when a normally incident 

primary beam was used. This is the cqnfiguration used in these 
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experiments. 

To get the total emission Eq. 3.5 should be integrated over all 

angles collected. Eq. 3.4 assumes that the emission is isotropic and 

that the emitted electrons are not diffracted or otherwise attenuated 

anisotropically. EA"})eriments show that this may not be true for 

98 99 single crystals.' For the polycrystalline samples used in these 

studies the presence of crystals of many orientations should eliminate 

anisotropies. 

Finally the collection process, which is the third step of the 

emission process adds terms which take into account that the detector 

intercepts a solid angle D and so only collects D/4TI of the emitted 

Auger electrons. This fraction is further attenuated by the trans-

mission. T, of the detector. For a CMA such as used in these experiments, 

only electrons emitted at an angle near 8 ~ 42.3° are collected where o 
8

0 
is measured from the axis of the analyzer. If the sample is mounted 

so that the sample surface is perpendicular to the axis of the analyzer. 

then e in Eq. 3.5 becomes 8
0

, For the calculations below, an average 

value of 8
0 

= 42.3 is assumed. For this narrow angle detector the 

factor D/4TI effectively derives from integrating Eq. 3.5 over the 

angle e. 

Combining the number of ionization events times the probability 

of emission and collection and summing over all the layers of the pure 

solid gives Eq. 3.6 for the intensity I~ of an Auger peak at energy E. 

lEo = ~rsI g (8 .0 )P~ooI(E )p~(E )r~(E.E )PAOq~(E.8)(D/4TI)T 
~ P P P P 1 P 1 P 1 P 1 

i := 1 

3.6 
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Here the superscript "a" denotes values characteristic of a pure solid. 

Making the assumptions suggested 'above the expression simplifies to the 

following expression for the absolute Auger intensity from the pure solids. 

s 
o a p, r, (E, E ) exp 
1 1. P 

3.7a 

000 0 k (E, ... )(a
l 

+ a 2 + a
3 

+ ... ) 3.7b 

written as kO(E, ... ) and 

This formula can be applied 

o to alloys if P1 is replaced by p.x, where x. is the atom fraction of 
J- 11 1 

the emitting species in the ith layer and p, is now the total number 
1. 

of both types of atoms per unit area. This yields for an alloy the 

following: ers 

p , r . (E ,E ) exp (-1. 1. P 
i=l 

x 
i 

3.8a 

3.8b 

In this equation p. and d may be expected to vary with composition of the 
1 

alloy. Difficulties arise from the fact that 0 r (E ), P
A

, r.(E,E ) and 
p 1. P 

AE might also depend upon alloy composition. The dependences of these 

four quantities upon composition will be referred to as matrix effects, 

and very little is known about them. 

Progress has been made in calculating or measuring ionization 

. 103 b k . f 96,97 A .. cross sect1.ons, ac scatter1.ng actors, uger tranS1.t1on 

b b 'l" 101 d . 1 h 87 . l'd b t . pro a 1. 1.t1.es, an attenuat10n engt s 1n pure so 1. S, U 1n 
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general it is still not possible to calculate the absolute Auger 

current. In fact it is not even easy to measure the Auger current! 

The reason is that the Auger current is superimposed upon a much larger 

background so that modulation techniques and a rather sophisticated 

analyzer must be used. Typically the peak to peak height in the deriv-

ative spectra or some appropriately integrated Auger feature is used as 

a measure which is taken to be proportional to the Auger intensity. The 

former measure is used in these studies. Theoretical work has sho,m 

under what conditions the proportionality holds for both CHA and RFA 

90 84 types of Auger analyzers.' In fact, if the Auger peak shape 

changes (as it might with alloying or change in oxidation state) or if 

too large a modulation voltage is used the proportionality may break 

dmm. Small modulation voltages were used in this work and the peak 

shapes were checked as a function of alloy composition. 

To avoid many of the problems of absolute intensity measurement, 

it is common to use standards which provide reference intensities for 

calibration. For the alloys studied below, the references used were 

the intensities, I~, from samples of the pure components prepared in 

similar manner to the alloys. The drawbacks to this method is that it 

requires that there be no matrix effects. The factors aI(E
p

) and PA 

might be expected to be independ~lt of matrix but no data exists to 

confirm this. The escape depth AE is taken as independent of composition, 

an approximation which is suggested by the "universal" nature of the 

curve shown in Fig. 3.1. 

Other workers have attempted to use other means of ca1ibration.
82 
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Typical methods include sputtering, scribing, or cleaving of alloys in 

an attempt to obtain a surface which has the same composition as the 

bulk, Each of these methods has difficulties, for instance sputtering 

may lead to preferential removal of one of the components as ,.;ill be 

discussed in Chapter 6. Other techniques involve depositing some 

species onto a substrate and comparing the Auger intensity with the 

amount deposited as measured by some other means such as with a quart 

I 'll 104 b II" 95 b d" , h " crysta OSCl ator or y e lpsometry, or y ra lometrlc tec nlques. 

These techniques also are uncertain due to matrix effects, 

With the various pitfalls and approximations labeled above, the 

means by which surface information was obtained in this thesis will be 

described. The information that is available from the experiments are 

the intensities of each of the Auger peaks in the spectrum of an alloy 

and the corresponding intensities in the reference samples. To cancel 

the effects of instrumental drift and for purposes of normalization, 

these are always measured as ratios. 

1\.;0 types of ratios are of use. The ratio of the intensity of a 

peak at an energy E in the alloy divided by the intensity of the same 

peak in the pure reference will be denoted as~. The ratio of the 

intensity of a peak at an energy E to another peak at energy E' will 

be refered to as ~/E" This ratio may be measured from one alloy 

sample or from one or both pure references in which case the super-

script 0 in ~/Ei will denote that the ratio is for the pure reference. 

Summarizing, the following definitions are given: 
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l);/E' 3.9a 

These ratios are all measured experimentally. The ~/E' types of 

ratios are the easiest to measure since only one sample is involved. 

If E and E' refer to Auger transitions from the same component. then 

RO . I -E/E' 1S a so easy to measure. The ratios ~E and ~/E' (when E and 

E' derive from different components) are harder to measure since two 

samples (the alloy and the reference or both references) must be pre-

pared and positioned in turn in front of the analyzer. 

It is possible to calculate ~E. Using Eqs. 3.7, 3.8 and 3.9 

it fo110Hs that: 

3.10 
o 000 k (E •... X a l + a 2 + a 3 + ... ) 

To calculate SE it is merely a matter of putting in the proper values 

o 0 
for k. k , a .• a. and the depth distribution, i.e. the compositions in 

1 1 

each layer, x .. The depth distribution is the information of interest 
]. 

here and we want to extract it from the eh~erimental values of P~/EI' 

o 
Ri/E' and ~E· 

Two methods are exploited. One may suggest hypothetical depth 

distributions which are then used to calculate the intensity ratios. 

These ratios are then compared with the experimental results and the 

depth distribution varied to give the best fit. An alternate method is 

to use the experimental data to directly calculate the depth distribution. 
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In Chapters 4 and 5 both methods are used to obtain the composition 

profile and estimate the uncertainty of the results. 

To use Eq. 3 . IO some assumptions are made. The first assump-

tion is that ionization cross sections, Auger transition probabilities 

and the instrumental factors remain constant and are independent of 

composition. This assumption implies that: 

3.11 

The second assumption is that below some depth the composition of each 

layer of the alloy becomes equal to the bulk composition~. The Auger 

intensity obtained from below that depth can be summed to give an ex-

pression of the following form: 

3.12 
000 

(a1 + a 2 + a 3 + ... ) 

From Eq. 3.8 and using the properties of a geometric series it can 

be seen that! 

a. "" p. r .exp(- \-1) do) 
1 1 1 cos (for i < k) 3.13 a 

From Eq. 3.7 it is seen that if the pure solid has the same value 

000 
of P • rand d in each layer then 

o 0 ( i-1) d , rs ( 0) 
r ex - = 

i i P AEcos8
0 

.. 

i=l 1=1 
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It is now possible to write out an expression for the Auger 

intensi ty ratio C:;E' in terms of contributions fror:l each layer. This 

is done by substituting Eqs. 3.14 and 3.13 into 3.12. For example, 

Au. Ag and Au-Ag alloys have nearly identical lattice parameters 

(within .25%) and have the same crystal structures. Therefore, 

o 0 
Pi = PAu = PAg = Palloy' For the (Ill) crystal face, each plane is 

separated by 2.35 A, and the values of the escape depths AE for various 

energies can be obtained from Fig. 3. L The intensity values t:E for 

a hypothetical composition profile can be obtained from the equations 

shown in Table 3.1. It is assumed arbitrarily that the fourth and all 

deeper layers have the bulk composition. The energies E = 71, 241, 2024 

and 356 eV correspond to transitions in the Auger spectrum of Au-Ag alloys 

as will be discussed in Chapter 4. 

It is seen from Table 3.1 that for a low energy Auger transition at 

71 eV, about 55% of the signal comes from the top monolayer. while for 

a higher energy Auger peak at 2024 eV only about 10% of the signal comes 

from the top layer. For this high energy transition, as much as 73% of 

the signal comes from deeper than the third layer. The principle un-

certainty in these equations. within the framework of the model, are 

the values for the escape lengths ;I.E' and a lack of knowledge of the 

o 
form or magnitude of rand r • 

Now that the values of t:E can be calculated, it is easy to calculate 

values for the normalized intensity rations ~/E' I P~/E' by using 

Eq. 3.15 given belmY. 
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Table 3.1. Auger intensities for Au-Ag alloys. 

2 
1.71 "'" 4 A Pi == .139 atoms/A 

d 2.35 A A241 6 A 

cose
O 

"" .740 A356 "" 8 A 

)..2024 = 30 A 

t;71 [.548 Xl + .248 X2 + 0 
"" .112 X3 + .092 X

b
][r(71eV,E

p
)/r (71eV,Ep )] 

t;241 = [ .471 Xl + .249 X2 + .132 X3 + .148 ~][r(24IeV,E )/rO(241eV,E )] 
. p P 

/;356 [ .328 Xl + .220 X2 + .148 X3 + 0 .304 X
b

][r(356eV,E )/r (356eV,E )] 
p P 

t;2024 
::= [.101 Xl +" .090 X2 + .081 X3 + .728 X

b
][r(2024eV,E )/rO(2024eV,E )] 

p p 
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3.15 

which follo\vs directly from Eq. 3.9. The ratios ~/E I and ~/E I (like 

. 0 
the values IE-and IE) can not be calculated without knowledge of all 

the factors in Eq. 3.7 and 3.8. 

It should be noted that in Eq. 3.12 if xl == x2 ::= x3 = ••• = ~ and 

if a
i 

== a~. then SE ::= ~ and similarly R/R~/E' is equal to the ratio of 

the bulk atom fractions of the components associated with the Auger 

peaks at E and E' . a 
In Au-Sn, it will be shown that in general a i i ai' 

so that even if there is no segregation it is not necessarily true 

that t;:E == ~. 

The model provided above takes into full account attenuation of 

Auger electrons and it has capability of including backscattering effects 

as well. In section 2.3 above, it was frequently pointed out 1:vhich 

workers did take full account of attenuation by using a model similar to 

the above. In the cases where attenuation was not considered. the 

standard practice was to measure some intensity ratio ~E and assume that 

~E "" Xs where Xs is the "surface composition". As just show'll t;:E is 

weighted over a sizable depth. Here can be seen the source of consider-

able confusion as in the Cu-Ni case discussed above. In interpreting 

the results of studies made of Au-Ag and Au-Sn given below, peaks of 

several energies are used, and consideration is taken of attenuation 

and the possible effects of backscattering. The difficulties encountered 

point the way towards future work. 
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4. THE AU-AG SYSTEH 

As mentioned in Chapter 2, the Au-Ag system is quite a simple 

one. Silver is completely soluble in gold so they can be melted 

together in any proportion without phase separation, This is in part 

due to their practically identical lattice spacing, and the fact 

that they have the same crystal structure. similar melting points and 

electronic structures. The heat of mixing is within 17% of being 

parabolic \o.rith composition [tErn '" -(4850 - 800 xA)xAu (l-xAu ) at 

800 0 K]8 which is the form for a regular solution. In addition, Au 

and Ag are relatively unreactive and the clean alloy surfaces can be 

prepared and maintained without great difficulty. The surface 

energies are also different as may be expected since. the heat of 

sublimation of Ag is about 20% lower than that of Au.
34 

For these 

reasons the binary alloys of Au and Ag were chosen to test the theories 

given in Chapter 2. 

This chapter provides details of the experiments done to determine 

the surface composition of clean equilibrated Au-Ag alloys. Section 4.1 

provides experimental details which were not given in Chapter 3 that 

are specific to the Au-Ag studies. Section 4.2 provides the results 

of experiments performed using a system which contained a retarding 

field analyzer (RFA) for doing AES. Section 4.3 provides the 

results of confirming experiments done with the system containing the 

double pass cylindrical mirror analyzer (C}~). Section 4.4 compares 

the results and analyzes them to obtain the desired information about 

the surface composition. 
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4.1 Sample Preparation and Experimental Details 

Weighed quantities of 5 N Ag and 6 N Au were melted together on 

a water cooled hearth of an arc furnace, The resulting buttons were 

sealed into quartz tubes under an Ar atmosphere and were homogenized 

in a furnace, The samples were all annealed at about 1000cC for at 

least 100 hours. Th~ samples were then cold rolled into foils of 

thicknesses between .ulO and .015 cm, which were then cut into pieces 

of the desired size. Pieces of pure Au and Ag were rolled and cut 

in the same manner for use as references. 

The samples were not polished or etched further, but since they 

were all rolled in the same manner, their surface finish may be 

expected to be comparable. In some cases heating in the UHV caused 

some buckling of the foils. The effect of this is to change the angles 

of portions of a sample relative to the analyzer. This introduces some 

uncertainty, but since the intensity ratios could be quite well 

reproduced at various ar~as on the samples, this effect is believed 

to be unimportant. 

T:le bulk composition of the samples was kno",'U from the amount 

of ~I and Ag weighed out in preparing the samples. As a check, 

pieces cut from the foils were analyzed in solid form by x-ray 

fluorescence by Bob Giauque of Lawrence Berkeley Laboratories. This 

analysis suffered however from lack of a solid Au-Ag alloy standard. 

T h · h d . f hI' h .. Au o correct t lS, t e enslty 0 t e samp e Wlt composltlon xb = .65 

was determined using a pycnometer with water as the displacement 

liquid and the density was used to obtain the composition. This 
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sample ,vas used as a standard in the x-ray fluorescence. The results 

of these determinations are summarized in Table 4.1. The prepared 

compositions will be assumed to be correct. 

In.itially the samples were contaminated with S, 0, Cl, Nand C 

which were removed by Ar + ion bombardment. After initial ion bombard-

ment, impurities (especially S) readily diffused into the sample's 

detected volume upon heating the sample to above 200°C. Several cycles 

of bombardment follmved by heating served to sufficiently rid the 

samples of impurities such that heating to 600°C could be accomplished 

without immediate detectable impurity segregation. Even so, the 

possible presence of impurities (S, C, Cl and 0) was monitored by AES 

in all experiments. At the low pressures obtained, essentially no 

adsorption of ambient gas was observed on Ag, Au or their alloys. 

Impurities on the surface seemed to be due to segregation from the 

bulk or surface diffusion from dirtier regions, 

In the RFA system the first samples tried were fixed on an 

alumina block. This support caused charging problems, which were 

only partly corrected when a film of eu was evaporated onto it. 

Au One sample (x
b 

= .40) was completed on this sample mount. A more 

satisfactory sample support was made from tantalum and was used for 

all other samples. Up to three samples could be mounted on the block 

sample support at one time. The samples were insulated in such a way 

that they could be heated independently by passing a direct current 

through them. Thermocouple leads of Pt and Pt-lO% Rh were spot 

welded together and onto the backs of some of the sample foils. 
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Table 4.1. Bulk analysis of Au-Ag alloys. 

at % Au 

Sample f/ Prep compo X-ray fluor. pycnometer 

1 30.3 33 ± 3 

2 45.5 51 ± 4 

3 65.0 65 65.2 ± .9 

4 14.9 15 ± 2 

5 39.5 41 ± 4 

6 96.9 97 ± 2 
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The temperatures of the remaining samples were crudely estimated from 

the heating current. Details of the AES measurements are given in 

Table It .2. 

In the CMA system the six samples and foils of pure Ag and Au 

were mounted together on a tantalum support as shoiVll in Fig. 4.1. 

The support was designed with the intention that the sample surfac~s 

would be normal to the axis of the Auger analyzer, but in fact the 

samples were slightly (less than 10°) off normal. The samples could 

be heated resistively to around 400°C. An infrared pyrometer was 

used to estimate the temperatures of the samples. 

4.2 Auger Intensity Heasurements: RFA 

The samples which were mounted in the RFA spectrometer were of 

use for determining important properties of the Au-Ag system. The 

techniques for cleaning and equilibrating the samples and measuring 

the intensity were developed and a set of normalized Auger intensity 

ratios were ultimately obtained, Exemplary spectra are sho"~ in 

Fig. 4.2 which indicate the degree of cleanliness that could be 

obtained from the originally quite dirty surfaces. The Auger peaks 

used in this analysis were the Au peaks found at about 71 and 241 eV 

and an Ag peak at about 356 eV. The Ag(356 eV) and the Au(7l eV) 

peaks are both actually unresolved doublets and the total peak to 

peak heights were used as a measure of the intensity. The Au peak 

105 
known to be at about 2024 eV was too weak to be detected with this 

system when the excitation energy was set to 3000 eV. 
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Table 4.2. Typical operating conditions, Au - Ag measurements. 

Anal)_'z~e~r _____________________ R_F_A __ -__ 4~-__ ~g_r_i_d _______________ D_o_u __ ble pass C~~ 

Base pressure 
9 -9 

2-3 x 10- torr 1 x 10 torr 

Gun angle Normal Normal (axial) 

Primary energy 2030 eV 4000 eV 

Beam current 40 ya SOya 

Sample angle Normal 

Mod. voltage 10 V p-p 2 V p-p 

Mod. frequency 1000 Hz 4500 Hz 

Scan rate 40 eV/min .S eV/sec 

Time constant 1 sec 100 msec 

Lock-in Amp. P.A.R. JB-S P.A.R. HR-8 
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Fig, 4,1 Sample holder used to support Au-Ag alloys for measurements 

made in the spectrometer containing the double pass cylindrical 

mirror analyzer, 
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XBB 769 .. 8316 

Fig, 4,1 
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. Fig. 4.2 Exemplary spectra of an Au-Ag alloy foil showing impurity 

levels before (bottom) and after (top) cleaning. 
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\\"11i1e cleaning the samples it was discovered that ion bombardment 

of a room temperature alloy always resulted in an increase in the 

Au/Ag Auger intensity ratios over the equilibrated values. This could 

be due to sputter damage, removal of an altered (segregated) surface 

layer or selective sputtering of one of the components. These 

possibilities will be assessed in Chapter 6. The effect of sputtering 

could be reproducibly annealed out at temperatures as low as 300°C. 

This effect was observed for all samples, and is demonstrated in 

Fig. 4.3. For all samples it vJas found that at 400"'C the Au/Ag 

intensity ratios dropped very rapidly (within a few minutes) from the 

sputtered value and then reached a value which remained constant within 

experimental error for long (> 30 minutes) periods of further heating. 

This behavior was interpreted as the attainment of equilibrium 

between the surface and the bulk, and the final values for the 

intensity ratios are taken as the equilibrium values. 

The process of sputtering and annealing was repeated many times 

until the sample could be fully equilibrated without the appearance of 

impurities. The equilibrium intensity ratios thus obtained are given 

in Table 4.3a. These ratios are each averaged from several measurements 

in which the sample was sputtered, heated long e.nough to assure that 

it had reached equilibrium and was then determined by Auger to be 

sufficiently clean. The reported uncertainties are the standard 

deviations of the averaged measurements. Some samples could not be 

cleaned as completely as some others in which impurities were undetec-

"table by AES. but in all cases the impurity Auger peak intensities 
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Fig. 4.3 The change in an Au!Ag Auger intensity ratio when a freshly 

sputtered alloy is annealed at various temperatures. 
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Table 4.3. RFA - Annealed values 

a) Experimental ratios 

Au 
"b R7l/356 

une 
R241/356 

une 
R71/241 

.15 .105 + .017 .018 + .003 6.1 + 1.7 · Oll + .002 10.2 + 2.8 - - -

.30 .757 + .029 .037 + .003' 20.6 + 1.8 031 + .002 24.2 + 2.1 - - -

.40 1.41 + .03 .061 + .006 23.2 + 2.5 055 + .005 25.8 + 2.8 - - -

.46 2.38 + .08 ,074 + .005 32.5 + 3.4 · 068 + .005 35.3 + 3.7 - - -

.65 5.06 + .42 .127 + ,012 39.8 + 1. 3 · 121 + .Oll 41.9 + 1.4 - - -

.97 55.3 +2.4 1. 21 + .07 45.6 + 5.7 1. 21 + .07 45.6 + 5.7 - - -
Au &. Ag 4.30 + .16 .088 + .005 48.6 + 1.5 · - - - 088 + .005 48.6 + 1.5 

b) Normalized ratios 

Au/ Ag 
~ ~ R/Ro71/356 R/Ro241/356 R/R

o 
71/241 

.176 .024 + .004 .12 + .02 .21 + .06 

.429 .176 + .009 .35 + .03 .50 + .05 

.667 .328 + .014 .61 + .06 .53 + .06 

.852 .55 + .03 .77 + .06 .73 + .08 -

1.86 1.18 + .11 1.4 + .1 .86 + .04 - ,.-

32.3 12.9 + .7 13.7 + .9 .94 + .12 - -



J 
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were greatly reduced over those obtained before cleaning the samples 

as demonstrated in Fig. 4.2. In addition there was no noticeable 

difference observed in the intensity ratios between samples of the 

acceptable cleanliness and those somewhat dirtier. indicating that 

the effect of any of these residual impurities was small. 

A correction was necessary for the Au(24l eV) peak which was 

found to overlap a very small peak in the Ag spectra. The intensity 

of the Au peak was corrected by subtracting an amount proportional 

to the intensity of the Ag(356 eV) peak. The intensity ratios corrected 

for this peak overlap are also given in Table 4.3a. 

The annealed intensity ratios (corrected for peak overlap) 

were normalized and are given in Table 4.3b and plotted in Fig. 4.4. 

The dashed lines in this figure indicate the values that would be 

expected if the surface composition were identical to the bulk. 

It was deemed necessary to make yet another correction to the 

data. Because of the low resolution in these spectra and the fact 

that the Au(7l eV) peak lies on a very steep background it was 

believed possible that this peak's intensity is affected by the sloping 

background in a way which varies from sample to sample. To correct 

this. suitable spectra of each alloy and of pure Au were chosen and 

approximate backgrounds were drawn in using the shape of the background 

above and below the Au(7l eV) peak. The difference between the 

actual feature and the estimated background was manually replotted and 

a new intensity was measured from the (larger) redrawn Auger peak. 

The ratio of this new intensity divided by the old intensity was used 
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as a multiplicative factor to correct the values in Table 4.3 for 

the corresponding sample. The corrected values are given in 

Table 4.4 and are plotted in Fig. 4.5. This correction has the 

largest effect on the samples with the least amount of Au. 

Attempts were made to look for a temperature dependence of the 

Auger intensity ratios. These efforts were complicated by the fact 

that the D.C. heating caus~d tields which affected the Auger intensities 

in a manner which depended upon the Auger energy. requiring that the 

heater be turned off to record Auger intensities. This helped 

restrict the temperature range of the study to about 300 to 600°C. 

The lower limit is imposed by the necessity to equilibrate the alloy 

in a reasonable fime. The upper limit is imposed by the following 

factors. First, the vapor pressure of Ag reaches about 10-7 
torr at 

600°C
lO6 so the surface composition is expected to be altered by 

rapid evaporation at higher temperatures. Second, segregation of 

impurities to the surface becomes a problem at higher temperatures. 

Finally, the surface equilibration takes place so rapidly at 600°C 

that the sample can re-equilibrate as the temperature falls after the 

heater is turned off to make the measurements. The highest tempera

ture measurements are really averages over a temperature range. These 

problems are discussed in greater detail in temperature dependence 

studies of the Au-Sn alloys. 
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Within this temperature range, the results of attempts to find 

a temperature dependence in three ·different alloys were largely 

negative. Within the errors of the experiment, no temperature 

dependence could be found for the samples with x:u = .15 and .65. 

In some cases a slight drifting of the intensity ratios was observed 

upon changing temperature, but this was neither reversible nor 

reproducible and could in some cases be attributed to impurity 

segregation. For the sample with x~u .97, there was evidence for 

a reversible 8% increase in the value of R71/356 as the temperature 

was increased through a range estimated from the heating current 

to be from about 400 0 e to about 600 o e. Since some fast re-equilibra

tion may have taken place as the sample cooled from 600 o e, the effect 

of turning the heater off to perfonn the Auger measurement is to 

freeze in the composition of a temperature somewhat lower than 600 o e, 

thus effectively reducing the actual temperature range of the measure

ments. This 8% increase in R71/356 is just larger than the experi

mental uncertainty in the value reported in Table 4.4. 

4.3 Auger Intensity Neasurements: .CHA 

Because of the large background present in the RFA spectra and 

because the Au(2024 eV) peak could not be seen, it was determined to 

check these results by comparison with results obtained from another 

type of analyzer. The C~M is sensitive enough to observe the high 

energy Au peak. Although it merely replaces the steep low energy 

background of an RFA with a distorted background, the sensitivity of 

the analyzer allows for the use of low modulating voltages and 
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corresponding higher resolution can be achieved. With the increased 

resolution the Aue71 eV) peak becomes narrower, so the effect of 

the background and distortion is reduced. An independent verification 

of the RFA results would also reduce the possibility of unkno\Yn 

determinant errors. 

In view of this,. more samples cut from the same rolled foils 

as before were mounted in the spectrometer containing the double pass 

C~~. The samples were cleaned and equilibrated as before by heating 

to 40QoC for up to an hour. Sample spectra are given in Fig. 4.6. 

These again show the level of cleanliness that could be achieved. 

The increased resolution is apparent also since now the doublet 

structure of the Au(?l eV) and the Ag(356 eV) peaks can be seen. 

The peak to peak intensity of only the first peak in the Ag doublet 

was used here as the measure of the Auger intensity, and the position 

of this first minimum was measured at 348 eV. The high energy Au 

peak (not shown in Fig. 4.6) was found at 2017 eV which is somewhat 

105 
lower than reported by Palmberg. The two low energy Au peaks 

were measured at 68 eV and 238 eV. These energies are a bit lower 

than before which is possibly due to a calibration error in one of 

the spectrometers. This discrepency is probably not due to an error 

in sample positioning since great care was taken to position the 

samples correctly. It is unlikely that the discrepencies are due to 

a source which could seriously affect the Auger intensities, which 

are the quantities of interest here. Having noted the measured 

energies, for convenience the peaks will be henceforth labeled with 

the energies 71, 241, 356 and 2024 eV. 
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Fig. 4.6 Exemplary spectra of clean A~Ag alloys and the Au and Ag 

references as collected by the double pass CMA. (Reference 40) 
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With the increase in resolution. a high energy shoulder was 

observed on the Aue71 eV) peak. This structure was present in the 

alloys but appeared to be absent from pure Au and Ag as sho"rn in 

Fig. 4.7. The nature of this peak was not studied and the effect on 

the Au (71 eV) intensity is not knmVIl. but is likely to be quite smalL 

The intensity ratios obtained using this apparatus are given 

in Table 4.5a. The measured intensity ratios are averages over a few 

trials, bet-.veen some of which the sample was sputtered and re-equili-

brated. The Au(241 eV) peak was corrected for the overlap with a 

small Ag peak as with the RFA data, and both the corrected and the 

uncorrected values are given in the table. The extra effort was 

taken in these measurements to obtain values for the ratios ~E 

(Section 3.3) which are also given in Table 4.5a. 

It can be seen that the values for the non-normalized R ratios 

are quite different than those measured by the RFA (Table 4.3a). 

This is because these ratios are dependent upon the resolution and the 

characteristics of the analyzer used. The normalization procedure 

should of course completely cancel these differences, so that the 

normalized ratios R/R
O 

which are given in Table 4.Sb should be 

comparable with the values in Table 4.3b or the normalized ratios in 

Table 4.4. The normalized ratios are plotted in Fig. 4.8 and 4.9. 
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Table 4.5. CiA annealed values . 
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4.4 Intensity Analysis and Discussion of the Surface Composition 

In analyzing these results, the following four questions will 

be discussed: 1) how do the results from the C~ill compare to those 

from the RFA, 2) what surface composition do they imply. 3) hO\-l does 

this surface composition compare with the theoretical surface 

composition, arid 4) how could the uncertainties in the escape 

depths and the backscattering coefficients affect the results. 

In principle the Clill and the RFA should certainly give the 

same results. The only three normalized ratios which can be compared 

are those involving the two low energy Au peaks and the Ag peak. 

A visual comparison between Figs. 4.4 and 4.8 indicate that there 

is good agreement only for the ratio R/R~41/356' The two ratios 

involving the Au(71 eV) peak do not agree well. But- when the CMA 

data is compared with the RFA data in which the background correction 

was applied to the low energy Au peak, a very good qualitative 

agreement is found with all three ratios (compare Fig. 4.5 with 

Fig. 4.8). This demonstrates that the background correction was 

indeed necessary for the RFA data. 

A more qualitative comparison was made by numerically comparing 

the relative differences in each of the eighteen ratios (three ratios 

for each of six samples) with the expected combined errors in the 

measurements. This was done by assuming that the C~~ data had the 

same relative errors as given for the RFA data. It was found that 

12 of the 18 ratios are equal for both sets of data within the 

experimental uncertainty. This is expected since the uncertainties 

used are standard deviations which approximate about a 65% 
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confidence level. In about half the cases (10 out of 18) the 

CMA ratio is lOvIer than the RFA ratio. It is therefore concluded 

that the C}~ a~d RFA data sets arc in agreement. 

It is now of interest to try to extract the surface composition 

from this data. With the C}~ data, if the 1;:E values are used, 

it is possible in principle to obtain a four layer depth compositi0n 

profile. This is because each of the ratios for the four different 

energies provides an independent equation (as in Table 3.1) which is 

set equal to the experimental ratio. (The ratios R/RO 
are just 

ratios of these equations, according to Eq. 3.15,) The four 

equations for ~E can be solved simultaneously for the unknown 

composition of the top four layers. In practice, this does not work 

well. since small inaccuracies in the data inevitably lead to atom 

fractions which are outside the range from 0 to 1. 

Some numerical procedure must be found for varying the layer 

compositions to give the best fit between the calculated intensity 

ratios and those measured experimentally. A four dimensional 

minimization of this nature is quite an unwieldy problem, so the 

monolayer approximation was evoked by setting Xz ~ x3 = xb and thus 

truncating the equations in Table 3.1 so that Xl is the only variable. 

The surface monolayer composition is now overdetermined so it must 

be varied to give the best fit to all ratios. This was done by 

setting the monolayer expressions for a particular intensity ratio 

(obtained from Eg. 3.15 and the truncated equations·obtained from 

Table 3.1) equal "to the measured value and solving for the surface 
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monolayer composition, This was done for both the CMA data and the 

RFA data modified by the background correction, the calculated 

surface Au atom fractions for each ratio are given in Table 4.6 

along with the parameters used in the calculations, 

It can be seen that some ratios consistently give fairly 

reasonable values, while other ratios do not, The ratio ~2024 gives 

poor results. ~riis is expected because large variations in the 

monolayer composition have only a small effect on this deeply 

probing peak, That is, small errors in the measured intensity ratio 

result in large variations in the calculated surface composition, 

The difficulty is enhanced by the fact that the Au (2024 eV) peak is 

of low intensity and so has a fairly sizeable uncertainty, ~356 

also gives fairly poor results which may be due to the fact that 

356 eV is the next most deeply probing energy, The two ratios 

~!R07l/241 and R/Ro71/2024 are both ratios of Au peaks only and give 

poor results for reasons which are not entirely clear. The remaining 

ratios give surface monolayer compositions which are in fairly good 

agreement and these were averaged to give for each alloy the "best 

value" given in Table 4.6. It can be seen that both data sets yield 

surface monolayers which are enriched in Ag relative to the bulk 

compositions. There is also generally fair agreement between the 

"best values" obtained from the two data sets. These are plotted 

in Fig. 4.10 as a function of bulk composition. This is the 

experimentally determined surface phase diagram of Au-Ag. 



-107-

Table 4.6. Calculated surface monolayer composition - Au 
xl 

CMA Data 

Au .15 .30 .41 .46 .65 .97 x _L 

71/356 .04 .20 .26 .32 .41 .87 

241/356 .02 .11 .17 .28 .39 .85 

2024/356 .08 .15 .16 .25 .42 .85 

71/241 .10 >1.0 >1.0 >1.0 .56 >1.0 

71/2024 .03 .22 .32 .34 .40 >1. 0 

S71 .06 .25 .31 .37 .41 >1.0 

S241 .06 .16 .20 .34 .36 .89 

;2024 .36 .52 .02 .26 .06 >1.0 

S356 <0.0 0.0 .13 .16 .40 .86 

Best 
value .05+.02 .17+.06 .22+.06 .31+.06 .40+.05 .87+.02 

RFA Data 

Au .15 .30 .41 .46 .65 .97 
~ 
71/35 03 .18 .24 .42 .49 .86 

241/ 04 .20 .34 .40 .47 .86 

71/24 01 .14 .01 >1. 0 >1.0 >1.0 

Best 
04 .19 .29 .41 .48 .86 
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Fig. 4.10 The surface monolayer Au atom fraction as determined from 

the RFA and the CMA Auger intensity ratios are shown. The data 

obtained by Nelson using ISS (Reference 42) is also shown. The 

surface compositions predicted by the regular solution model 

using (oAu_oAg)a = 1.26 x 1011 ergs/g.at and n= -1.75 x lOll 
Au Ag . 11 

ergs/g.at (--) and using (0 -0 )a '" .405 x 10 ergs/goat 
. 11 

and n = +.293 x 10 ergs/g. at - --) are given. 
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These results may now be compared with other experimental 

results reported for the Au-Ag system. Following the Auger measure-

ments, pieces of two of the alloy foils were sent to G.C. Nelson of 

Sandia Laboratories who analyzed them using low energy ion scattering 

42 spectroscopy (ISS). The surface monolayer compositions which he 

obtained are also sho~~ in Fig. 4.10 and can be seen to agree well 

with the results calculated from the CMA Auger intensities by 

neglecting backscattering effects. Using AES, Fain and McDavid 41 found 

no evidence for Ag segregation on Au-Ag films. This discrepancy 

may be due to differences between epitaxially grown thin films and 

bulk polycrystalline film foils used here. A similar situation is 

found for Au-eu ,,'hen results from single crystals are compared with 

the results from thin films. 

The solid line in Fig. 4.10 gives the surface composition 

predicted by the regular solution monolayer model given by Eq. 2.8 

and using the substitution in Eq. 2.4. The values for the parameters 

used in this calculation are as follows:l07.l08.8 

o-Ag 1728 - .48 T ergs/em 2 
:= 

Au 
2000 - .46 T ergs/em 

2 
0- :::: 

Q -1. 75 X lOll ergs/g at 

10
8 2 (4.1) 

a "" 4.4 X em /g at 

T "" 700"K 

Z := 3. Zl "" 6, Z '" 12 -- fcc (Ill) v 
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It can be seen that this model overestimates the extent of the Ag 

. Au 
segregation for all but the sample with xb = .97. At 700oK, about 

the temperature at which the samples were equilibrated, these values 

for the surface energy give 

(OAu _ oAg) a = 1.26 X lOll ergs/goat 

From heats of sublimation data34 it is found that 

(~u _ ~g )Z /Z = 2.49 X lOll ergs/goat 
sub sub v 

Using this last quantity as the driving force for segregation, as 

suggested by Williams, would overestimate the actual segregation even 

more than the surface tension data. Thus, according to both models, 

the segregation observed is less than predicted by the monolayer 

regular solution model. 

The value (oAu - oAg) was varied in Eq. 2.8 to give the best 

possible fit to the data in Fig. 4.10. The best fit was found to be 

with 

This indicates that the driving force for the segregation is a little 

more than half of what is expected from the surface energy data. 

Changing the value of the parameter n has the effect of changing 

the shape of the surface composition curve. As n varies, the 

segregation (according to the regular solution model) is enhanced 

in one composition range. Varying both nand (oAu - ~g) a in the 

regular solution model equation gave the following best least 

squares values: 
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( Au Ag) 
(J - (] a "" .405 X lOll ergs/goat 

D '" + ";293 X 1011 ergs/goat 

The surface c01;npositions predicted for these paramet.ers are given in 

Fig. 4.10 by the dashed-dotted curve. The fact that the best fit 

value for D is positive, which is physically unrealistic, indicates 

that the regular solution model does not fit the shape of the data. 

This may be partly due to the fact that in Au-Ag, D as calculated 

from Eq. 2.7 depends upon composition. This variation was not 

considered in these calculations since it represents non-regular 

behavior. The reason that the data cannot be fit better vlith the 

regular solution model is apparent from Fig. 4.10. The two samples 

with a dilute solute (x~u '" .15 and x~u ;", .97) show relatively more 

Ag segregation than the samples of intermediate composition. The 

regular solution model cannot fit all three regions at once. This 

17 
hints at a solute effect such as suggested by the strain theory 

(which should not apply to the particular case of Au-Ag) or the 

22 Itphase boundary" theory suggested by Burton. The latter theory 

predicts segregation of Ag only at the Au rich ends which does not 

agree with these results. So it therefore appears that none of the 

simpler theories give a detailed fit of the Au-Ag results. 

It is now of interest to discuss the results of the temperature 

dependence studies. Using the regular solution monolayer model and 

the parameters given in Eq. 4.1, it is possible to calculate the 

temperature dependence of the surface monolayer compositions predicted 

by that model. Using the equations in Table 3.1 and Eq. 3.15 as 
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before, it is possible to calculate the predicted change in 

R/R071/356 brought about by altering the temperature. In changing 

the temperature from 700 to 900 0 R which matches the range used in the 

experiments C400-600°C) it is calculated that the values of 

R/R71/356 may be expected to change by only about 7% for a sample 

with x~u = .15 and about 6% for a sample with x~u = .65. These 

variations are less than the uncertainties given for the experimental 

intensity ratios. Thus the reason no temperature dependence could 

be seen for these samples is likely due to the fact that the 

temperature dependence is a small effect compared to the errors 

present in the experiments. This is especially true since the Ag 

enrichment and therefore also the temperature dependence are actually 

overestimated by the regular solution model. For a sample with x~u .97, 

the regular solution model predicts about a 14% increase in R/R71/356 

in going from 700 to 900 o K. For this sample the increase is large 

enough that it might be observable in these experiments. The 8% 

increase observed in going from 400°C to a composition characteristic 

of something less than 600°C may be real and in fact qualitatively 

agrees with that expected for the Ag enrichment observed. 

Finally it is necessary to point out two potential difficulties 

in this analysis. The first is created by the lack of accurate 

electron escape depths. For instance the escape depths of a 356 eV 

electron has been reported as 5.4 A in Ag,l09 8 A in Au,48 7.2 A in 

A 87 8 2 A' A 110 and 10 A 'n Ag. lll E ·f h . g, • 1n g, ... ven:l. t e assumpt1.on 

that the escape depth is independent of bulk composition is correct, 

the proper value is seldom known to better than about ± 30%. 
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In computing the values for x~u given in Table 4.6 the values of 

4. 6, 8 and 30 A were assumed for the energies 71. 241, 356 and 

2024 eV respectively. To show the effect of uncertainty in these 

escape depths, the calculation of the surface monolayer atom fractions 

were repeated with various selected values for the escape depths. 

It was found that inc!easing ~7l from 3 A to 5 A resulted in an 

average decrease of about 16% in the calculated Au monolayer surface 

compositions. Increasing A356 through the range from 7 to 10 A 

resulted in an average decrease of about 7-8% in the calculated 

monolayer Au atom fractions. Qualitatively, then. the expected 

uncertainties in the escape lengths leads to an uncertainty on the 

order of 10 to 20% in the calculated surface composition. The extent 

to which the results from each ratio is affected depends upon the 

particular ratio involved. For example, the surface monolayer 

composition obtained from R/Ro7l/356 is less sensitive to changes in 

~356 than is that obtained from R/Ro2024/356' This point will be 

discussed in greater detail in Chapter 5. 

The possible effects of backscattering have been neglected up 

to this point. The backscattering coefficient, rO(E,E ) for 
p 

356 eV electrons in Ag and 71 eV electrons in Au have been measured.
97 

It was found that for a primary beam energy E 
p 

1000 eV that 

rAo (71 eV)/r
A
o (356 eV) = 1.1, while at E = 2000 eV (the energy used 

u g p 

in the RFA studies) r~u(71 ev)/r~g(356 eV) = 1.2. No data was given 

for a primary energy of 4000 eV (the energy used in the CMA experiments) 

but extrapolation from the lower energies yields r~u(7l ev)/r~g(356 eV) = 

1,4. The validity of this extrapolation is of course questionable, 
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but it is instructive to see the effects of assuming this value. 

The backscattering coefficients for Au-Ag alloys are also unknown, 

so it will be assumed to vary linearly with composition between the 

values for pure Au and Ag. Further, backscattering will be assumed 

to be constant in all layers, and due to lack of information it 

will be assumed that 

rO - rAe (7leV,E ) ~ rAe (356eV,E ) Au u pup 

r e ~ rAe (356eV,E ) ~ r
A 

(71eV,E ) 
Ag g p g p 

Haking these assumptions, it is found that 

r(71eV.E) 
p 

rO(71eV,E ) ~ 
p 

r alloy 
o r Au 

and similarly that 

r(356eV,E) 
p 

r a1loy 
rO 

Ag 

rO 
Au 

T 
Ag 

These factors are then used in the monolayer equations obtained from 

Table 3.1 and using these the monolayer composition is found as 

before (i.e., as in Table 4.6). This time, however. the only ratios 

which should be used are t:71 and t,;356 (when avaiiab1e) and R/R7l/356 

since the backscattering factors apply to these energy peaks. This 

was done for the CMA data using rAe Iro = 1.4 and for the RFA data 
u Ag 

using r~u/r~g = 1.2 and the calculated surface monolayer compositions 

are shown in Fig. 4.11. The error bars on the GiA data indicate 

only the agreement between the compositions obtained from each of 

the three different ratios. 
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Fig. 4.11 The surface monolayer Au atom fraction as determined from 

the RFA and the CK~ Auger intensity ratios by making a correction 

for the possible effects of backscattering. TIle dashed line 

denotes where the surface and the bulk compositions are equal. 
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If these corrections are valid, it can be seen that the effects 

of backscattering are quite serious. The backscattering may be 

responsible for effects attributed to surface segregation in Fig. 4.10. 

This disturbing possibility is based upon insufficient measurements 

of the magnitude of backscattering coefficients and upon an over

simplified model for backscattering and seems unlikely in vievl of the 

confirming ISS results. A great deal ~ore work must be done before 

corrections of this nature can be made with confidence. 
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5. THE AU-SN SYSTEM 

Most of the alloy systems discussed in Chapter 2 and the Au-Ag system 

which was studied in Chapter 4 are alloy systems which have fairly simple 

bulk thermodynamics. The bulk properties of these alloys can be described 

fairly well by regular solution theory. Most alloy surface studies to 

date have been on such systems. Less w.ork has been done to characterize 

the surface phase diagram of alloys that form strong compounds or have 

othendse complex bulk phase diagrams. 

The Au-Sn system was chosen as a suitable example of this type of 

alloy. Sn has a much smaller surfac~ free energy than that of Au (685 

2 2 ergs/em for Sn versus about 1400 ergs/cm for Au near their melting 

. 112 108 pOlnts) , and on this basis Sn may be expected to segregate to the 

surface. In addition there is a considerable atomic size difference be-

A d S 35 h . ff b d tween pure u an pure n, so t at straln e ects may e expecte to 

lead to segregation in some initances. The bulk phase diagram given in 

Fig. 5,1 indicates also that there is complex bulk behavior for this 

system with at least three distinct phases forming between the composition 

of 50.0 at % Au and pure Au, The bulk structures' of each of these phases 

have been well characterized. 8 The 0 phase is a very strongly ordered 

phase having a hexagonal type of structure CBS, isotypic w~th NiAs) 

which exists over a very narrow range of composition at 50.0 at % Au, 

The ~ phase is simply a hexagonally close packed lattice (A3, isotypic 

with Mg) with Au and Sn randomly distributed on the lattice. This phase 

forms at compositions between 83,5 at % Au and 89. at % Au,113 The 





.) 

-117-

WEIGHT PERCENT TIN 
10 20 30 40 50 '60 70 80 90 

I I I 1 I II I 1 1 
133G.[5~ 
~ 

\\ L 
T \ 

1300 

1200 
\ 

1\ \ 
\ 1100 
I 

tWO 

900 
a \ 
.068 

7561:> 0.21 )- """'I: 

1\ II, sst 
l' 

\ V "' ? 1\ 

'" I \ / 582
c 

1{31 \ V ." 0.72 505.06" 551 0 -I ~ 0.293 525° ~n.89~ 
J 523" 

( 490" I'-... 

f I 433
0 8- ~G' TJ...,. 0.94)\ 

~ -y I (Sn) 

800 

700 

600 

500 

Au 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 Sn 
XSn 

XBL 767-8584 
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primary a phase is simply the face centered cubic Au lattice with the 

Sn solute substitutionally mixed in. The maximum solubility of Sn in 

Au is 7. at % Sn. B 

The following questions arise. Is there a segregation of one of the 

components to the surface of a onc phase 2lloy such as the 0, the ~, or 

the a phase alloys, and if there is, then why does the segregation occur 

and to what extent? If there are two phases present, are both phases 

present at the surface in amounts expected from the lever rule as shown 

at the top of Fig. 5.2 or is there some sort of phase redistribution at 

their surface which causes one phase to coat t~e surface as shown in the 

lower part of Fig. 5.27 

Alloys throu~hout the composition range frOD 50 to 99 at % Au 

were prepared and studied by Auger electron spectroscopy with the goal 

of answering these questions. The first section of this chapter deals 

with the preparation of the Au-Sn samples. The second section deals 

with experiments performed to characterize the bulk of the samples. 

Section 5.3 describes in detail the procedures and results of the Auger 

experiments performed to characterize the surfaces of the samples. The 

fourth section is devoted to an analysis of the Auger intensities with 

the goal of determining quantitatively the surface composition of the 

alloys. And finally, the last section presents a physical interpretation 

of the results, 

5.1 Sample Preparation 

Alloys of Au and Sn were prepared by melting together weighed 

amounts of high purity Au (6N) and Sn (~N), calculated to give the atom 
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Fig. 5.2 Two possible configurations of the surface of a 

two phase alloy. 
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percent compositions given below. The sample with 99 at % Au was melted 

down in an arc furnace and was homogenized by the stirring action of the 

arc and by flipping the ingot several times. The remaining samples were 

sealed under Ar or an Ar (98%)-H
2

(2%) mixture in quartz tubes. The 50.0 

at % Au and the 86.7 at % Au samples were melted at 480 and 800 0 e re

spectively, with vigorous shaking to insure thorough mixing and were then 

quenched in ice water. The two alloys were then homogenized at 260°C for 

over two weeks. The 65.0 at % Au and the 79.9 at 7. Au alloys were melted 

and remelted with vigorous shaking at 500° and 650°C respectively and th.en 

quenched in ice water. No further homogenization was done on these 

samples. The 61.0 at % Au and the 75.5 at % Au were melted down but were 

then removed from their tubes and crushed up. The resulting powder and 

chips were re-encapsulated and held at 650°C for several hours with 

occasional shaking, air quenched and then homogenized at 250-279°e for 

7 days. 

Following these treatments, the alloys were coarse ground and filed 

down to the desired shapes. The polycrystalline surfaces to be studied 

were polished with a series of emery papers of decreasing grit size, and 

then final polishing was done with l~m diamond paste on a polishing wheel 

moistened with kerosene. Attempts to polish the samples with .03~m 

alumina on a Syntron failed due to the appearance of terraces and ridges 

on some samples due presumably to their brittleness. To obtain consis

tency therefore, all samples were polished to l~ only. 

Samples of pure Au and pure Sn were used to give reference in

tensities to obtain information about the surface composition of the bulk 

alloys. Chunks of 6N Au were melted into a button which was mashed flat, 
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cut to size and polished, ultimately with 111m diamond paste. Sn samples 

were prepared by cutting a piece from a larger 4N Sn ingot, coarse grind-

ing to size and polishing, ultimately tvith l1Jm diamond paste. 

5.2 Characterization of the Bulk 

It seems certain that whatever the composition of a sample surface 

may be, it will certainly be dependent upon the structure and composition 

of the bulle Thus it is important to determine this information for each 

sample. The problem is simplified by the fact that for the Au-Sn system 

the bulk phase diagram has been worked out. This allows one to predict 

the structure of the alloys upon preparation by the reasonably complicated 

process of solidification from the melt. 

Three conditions were desired of the Au-Sn alloys: 1) the overall 

total composition be known, 2) the one phase alloys be homogeneous 

and 3) the two phase alloys have a uniform distribution of the tvlO 

phases, 

With regard to the first point, when solidifying an alloy from a 

melt it is often observed that solute rejection occurs along the advancing 

114 solid-liquid interface, due to a number of types of phenomena. In a 

rapidly quenched alloy ingot, this can lead to a core of a composition 

differing from the outer regions. Since the Au-Sn samples used in this 

study were prepared by rapid solidification and the outer portions of 

each was ground away to obtain a polished surface of the desired shape, 

it is possible that the final sample may not have the composition of the 
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original ingot. Thus it is important to check the final bulk compo-

sition of the sample to verify that the undesired bulk segregation is 

not occurring. 

With regard to the second point, the information of interest is the 

surface composition of a fully equilibrated alloy, which for an alloy of 

overall composition within a one phase region, implies complete bulk 

homogeneity. 

Finally, regarding point three, the desire to use AES to look at 

both phases in the two phase alloys simultaneously, requires that the 

individual crystallites of the two phases be small compared to the width 

of t.he primary electron beam, ('"'-'lmm) so that a statisitica1 amount of each 

phase at the surface can be obtained. From this, an average surface compo-

sition is obtained. It might also be desirable to determine the surface 

composition of the individual crystallites. This however, was impossible 

due to the low spatial resolution of the Auger apparatus used in these 

studies. 

To these ends, the bulk techniques of electron microprobe, optical 

microscopy, x-ray diffration and x-ray fluorescence were combined to char-

acterize and confirm the bulk structure and composition as is now described, 

Electron Microprobe and Optical Hicroscopy 

Following the final polishing, some of the samples were put into 

an electron microprobe available at Lawrence Berkeley Laboratories and 

operated by Richard Lindberg. The microprobe has the capability of per-

fonming two useful tests in this case. It is excellect for scanning the 

surface and showing the phase structure of a t,IlO phase alloy. It also 

. 115 
can be used along with now standard analysis procedures to obtain 
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an approximate alloy composition at any particular point along the 

sample. Electron microprobe data was obtained for the 61.0, 75.5, 50.0 

and 86.7 at % Au samples. TIle electron microprobe data obtained for these 

samples was used to interpret the optical micrographs obtained for all 

samples. 

For the 61.0 at % Au and the 75.5 at % Au samples, a scan of in

tensity of collected electrons as a function of position of the electron 

probe was obtained. Due to the higher back-scattering power of the Au 

rich phase, the two phases can be distinguished by the technique and a 

picture of the phase structure is obtained. An example of this is given 

in Fig. 5.3. By recording intensity of Sn or Au x-rays as a function of 

the position of the electron probe a similar type of map may be made of 

the surface. Both of these modes were applied to the two alloys and 

showed that the alloys consisted of intermeshed irregularly shaped 

crystallites of the'order of 5-20~m in size. In addition it was possible 

to fix the l~m diameter electron probe within a particular crystallite and 

obtain a chemical analysis. 

The microprobe also had an optical microscope attachment with cross

hairs which pin-pointed the position of the electron beam. Patches of 

contrasting brightness could be observed whose shape correlated with those 

obtained in the scan of collected electron current of collected x-ray 

intensity as a function of position. These patches could thus be taken 

as the individual crystallites of the 6 and ~ phases. Using the optical 

microscope, the electron probe could be placed in the center of a bright 

or dark patch and a quantitative analysis performed at that point. This 
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Fig. 5.3 The surface of a 61 at% Au-Sn sample as observed by 

backscattered electrons in an electron microprobe (top) and 

as viewed with an optical microscope (bottom). 
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X1313 765-4017 

Fig, 5,3 
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TATas done for several randomly chosen patches. The results are shown 

in Table 5.1. 

In interpreting these results it should be remembered that the 

spatial resolution of the electron microprobe ,."hen well focused is about 

l~m both in width and in analysis depth. In addition the electron beam 

expands belm." the surface. Thus in measuring the composition of a small 

patch with a size of a few microns it is expected that the analysis will 

unavoidably also include portions of adjacent phases. Thus due to this 

error it is expected that the Au atom fractions obtained for the 6 phase 

will be too high, and those of the ~ phase will be too low. Further the 

effect will be greatest for the smallest patches. Thus the Au at % 

obtained for the s phase should be lower for the 61.0 at % sample than for 

the 75.5 at % Au sample. The Au at % of the 0 phase would be too high for 

the 75.5 at % Au sample, but better for the 61.0 at % sample. This is 

in excellent agreement with the results. 

Following the Auger analysis of these samples (to be discussed 

later) photographs of them were taken through a metallographic microscope 

available at Lawrence Berkeley Laboratory. Polarizers were used to en

hance the contrast. With this method, due to the different optical pro

perties of the two phases a quick check of the phase structure could be 

obtained. A photograph obtained in this way is shown in Fig. 5.3 along 

with the data obtained from the electron microprobe. 

These results for the 61.0 at % Au and the 75.5 at % Au samples 

indicate that the desired conditions stated above have been obtained. 

The samples are shown to be a mixture qf the l;; and 0 phase as expected 

, I 
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Table 5.1 Electron Microprobe Data 

two phase alloys 
wt. % Au wt. % Sn 'l}t. % at. % Au 

61. 0 at .% Au 

optically light 64.5 + 1. 6 37.8 + .5 102.3 50.7 + .6 

optically dark 89.3 + 2.7 12.0 + .4 101.3 81.8 + .7 

75.5 at % Au 

optically light 67.3 + 2.2 35.5 + 1. 2 102.8 53.4 + 1.6 

optically dark 93.1 + 1.2 10.9 + .09 104.0 83.7 + .2 

one phase alloys 
wt. % Au wt.% Sn Br. % at. % Au 

86.7 at % Au 

center 96.6 + 1.1 5.5 + .2 102.1 91.3 + .3 

1st corner 86.0 + .8 4.2 + .2 90.2 92.5 + .3 

2nd corner 95.5 + 2.0 7.2 + .2 102.7 88.9 + .3 

3rd corner 94.1 + .8 5.3 + .2 99.4 91.5 + .2 

4th corner 94.1 + 1.2 6.1 + .1 100.2 90.3 + .2 

50.0 at % Au 

center 68.4 + 1.2 36.4 + .4 104.8 53.1 + .6 

1st corner 61. 6 + 1. 6 29.8 + .6 92.4 55.4 + .4 

2nd corner 67.6 + 1.3 36.1 + .6 103.7 53.0 + .5 

3rd corner 66.2 + 1.8 35.5 + .1 101. 7 53.0 + .7 

4th corner 61.8 + 1.0 29.2 + .3 91.0 56.0 + .5 



-128-

from the bulk phase diagram, and the combination of the two techniques 

verify that the phases are distributed uniformly as might be expected 

for quenched hyper and hypo eutectic mixtures. Further the size of the 

individual phase crystallites are shown to be small compared to the size 

of the Auger electron beam (about I rom). 

Although no electron microprobe analysis was done on the 65.0 at 

% Au or the 79.9 at % Au sample, optical micrographs were recorded 

using polarized light and following the Auger measurements. By comparing 

these with the results of the 60.0 at % Au and the 75.5 at % Au results it 

was found again that the phase structure was small and the distribution 

approximately uniform. Optical micrographs of the 79.9 at % Au sample 

at two magnifications are shown in Fig. 5.4. 

On a separate date, the one phase alloys, the 50.0 at % (0 phase) 

and the 86.7 at % Au (sphase) alloys were run on the microprobe. No sort 

of phase segregation could be seen optically or by monitoring the x-ray 

intensity as a function of position of the two samples. An analysis of 

the x-ray intensity at a few places on each sample gave the results 

shown in Table 5.1. For both of these samples the at % Au obtained were 

higher than expected and the values varied by 3-6% at various points on 

the sample. In addition the wt % of Au and Sn did not add up to 100% 

but this sum varied by up to 12%. This variation could be caused 

partly by sample roughness. since the samples were polished with l~m 

diamond paste so the scratches may be comparable to the size of the elec

tron beam. This discrepency is probably not due to impurities since 

there was no evidence for persistent impurities in the Auger data 
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Fig, 5,4 Optical micrographs of two Au-Sn alloys at two different 

magnifications, 
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X-ray Fluorescence 

As a further check upon the bulk composition of the samples, they 

were all analyz~d using x-ray fluorescence. Following all other 

measurements, the edge of each sample was sliced off with a diamond 

saw. These slices were dissolved in aqua regia and given to Bob 

Giauque of Lawrence Berkeley Laboratories for analysis by a method 

developed in his lab. 116 The results are shown in Table 5.2. Only the 

Sn content in each sample was analyzed, so no material balance was 

obtained. The errors given indicate deviations of two separate trials. 

The results confirm quite well that the samples are of the presumed 

composition. 

X-ray Diffraction 

Additional information was obtained by applying x-ray diffraction 

techniques to the samples. At LBL there was available an x-ray dif-

fractometer which operated with Cu K radiation, and it was set up so a 

that flat polished samples such as these could be run routinely. Two 

of the samples (99.0 at % Au and the 50.0 at % Au) were run before 

they were mounted in the UHV for Auger measurements, but the others 

were all run sometime after the Auger measurements. Pieces of pure 

Au and Sn were also x-rayed. 

In Table 5.3 there is a listing of all the reflections expected 

from pure Au, pure Sn and for the 0 and ~ phases of Au-Sn alloys. 

The positions of the lines (28 values) and the intensities of the 

lines, normalized to the most intense line, are shown. The data for 

the pure Au, pure Sn and the 0 phase are taken from the Powder 
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Table 5.2 Results of X-Ray Fluorescence Measurements 

Prep composition x-ray fluorescence 
at % Au at % Au 

50.0 48.9 + .10 

61.0 60.7 + .16 

65.0 64.7 + .03 

75.5 75.3 + .02 

79.9 79.8 + .02 

86.7 86.8 + .05 

99.0 99.1 + .02 



Tabl~ 3.j Powd~f ibn Data . 
Pure Au Pure Sn o phase ~ phase 

28 I 28 1/1 28 I/Imax 28 I/Imax max max 

38.2 100 30.6 100 23.8 50 35.6 

44.4 52 32.0 90 28.8 45 37.7 

64.6 32 43.8 34 40.5 100 40.4 

77 .6 36 44.9 74 41. 7 65 52.8 

55.3 17 48.6 8 63,9 

62.5 23 51.5 10 69.9 
I 

63.8 13 53.8 4 75.3 I-' 
w 
w 
I 

64,5 20 55.6 10 76,6 

72.4 15 59.6 25 78.4 

73,2 15 66.0 10 

79. Lf 20 68.4 8 

71.9 4 

73.0 6 

75.If 20 

76,3 8 
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Fig. 5.5 X-ray diffraction spectra obtained from the Au-Sn alloys. 
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D . ff . f . 1 117 1 ractl0n 1 e. The s phase was not listed in this file, but the 

structure is known to be hexagonally close packed, and the lattice 

k 
113 

parameters are 'nown. With this knowledge. and using the structure 

factor f9r an hcp lattice (or simply looking up the allowed reflections 

for another hcp substance such as Mg) the positions 0-£ the allowed 

reflections for the S phase alloy can be calculated, These are also 

sho~~ in the Table. 

Typical diffractometer scans are given in Fig. 5,5, The 28 values 

were taken directly from the chart recording and are the positions of 

the intensity maxima. The intensities are in arbitrary units and 

are normalized to be consistent between spectra, although since the 

measurements were made on variousdays, comparison of intensities 

between spectra is probably not completely trustworthy. The peaks may 

be assigned as being due to a particular phase by comparison of the 

28 values with the values given in Table 5.3. 

It was discovered that the powder intensities could not be 

reproduced. This is undoubtedly due to the fact that in a fine powder 

a nearly continuous distribution of crystallite orientations is assumed 

and is actually acheived in practice. These samples were not powdered 

but were flat polished ingots with various thermal histories. The grain 

sizes have been shown to be of sizes ranging from 10 to 200 ~m in 

diamete~,which is somewhat larger than the size range necessary to 

h . 'f d' 118 ac elve unl orm power rlngs. The intensity ratios between differ-

ent reflections may therefore be different than obtained in a powder 

picture. A diffractometer scan of the pure Sn showed this effect. 
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There was a very high background and the peak intensity ratios were 

very different than that expected from a powder print. The strongest 

peak was at 26 = 32.1° and the peaks were about ;lto .2° too high. 

The Au showed the expected intensity ratios in the region scanned but 

the peak positions were again all about .2° too high. 

The one phase 6 alloy showed almost nothing in the x-ray scan 

between 26 = 27 and 50° except the background. (Fig. 5.5) A previous 

sample which had been prepared to be 50 at % Au was run and showed 

nearly the same behavior, but exhibited a small peak at 28 = 40.8°. 

The 6 phase alloy was lump annealed for a long period of time which 

tends to lead to large grain growth vJhich would interfere "lith the 

measurements. The s phase alloy had a 101.\1 background and showed a 

large number of peaks which could be assigned to expected peak positions 

although in some cases the deviations were as great as .5° from the 

calculated values, The peaks at 28 = 40.5 and 52.9° contain lower 

angle components (at 39.8° and 52.5° respectively) which are of 

greater intensity. The nature of these peaks is not clearly understood. 

The .99.0 at % Au sample showed only Au peaks present and of about the 

intensity expected. 

The peak positions and intensities from the two phase alloys are 

shown in Fig. 5.6 along with the results from the 86.7 at % Au sample 

and the expected results for a powdered cS phase alloy (Table 5.3). 

Comparison with the expected peak positions verifies the presence of 

both 6 and ~ phase reflections in the two phase alloys. All but 

possibly seven of the 6 phase reflections were seen in the spectra 
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of the alloys for 28 < 120°. Virtually all of the s phase reflections 

were observed. The intensity of a particular line varies from one 

alloy to the next, but seldom is there a trend with composition. 

There are. in some of the alloys. peaks which are not adequately 

described as 8 or ~ phase reflections. There are peaks present at 

28 = 25.2° and 93.5° which could not be assigned. These peaks were 

quite weak, however. and were only observed in one alloy each. As such 

they were deemed unimportant. 

For the 79.9 at % Au sample there were low intensity peaks at 

28 = 44.4, 64.5 and 77.5° which could be attributed to Au reflections. 

In addition there was a peak at 28 = 38.0°, the angle of another Au peak, 

but this could also be due to the ~ phase reflection expected at 37.7°. 

These peaks at 44.4. 64.5 and 77.5° were not observed in the other two 

phase alloys (except a small peak at 77.6° in the 60.0 at % Au alloy). 

During solidification the 79.9 at % Au sample may pass through a 

peritectic halt. according to the phase diagram given in Fig. 5.1. 

In the preparation of this alloy, the primary a phase is the first 

to precipitate out. Rapid quenching of this sample, while resulting 

in small grain size, must also result in some amount of a phase left 

'l'b d 119 unequl l rate . These reflections were absent in the 86.7 at % Au 

sample. which also solidifies through the same peritectic halt. 

Therefore, the two week homogenization served to equilibrate this 

sample. 

The most disturbing features which were observed were peaks at 

26 = 32.6° and at 31.4°. The peak at 32.6° was very strong in the 
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60.0 at % Au and less strong in the 65.0 at % Au sample. The only 

diffraction peak expected in that region is that of Sn which has peaks 

at 28 - 30.6 and, 32.0°. There were no other features due to Sn in the 

spectra, and these peaks were not quite in the right position (.5 0 too 

high). Further, it is difficult to explain how an inclusion of Sn 

could have survived the heat treatments given these alloys. If there 

is Sn. it is impossible to tell how much is present. There is the 

possibility that these reflections could be due to the low temperature 

y phase, shown in the phase diagram in Fig. 5.1. However, very little 

is known about this phase, so it is difficult to verify this hypothesis. 

5.3 Auger Intensity Measurements 

For performing the Auger intensity measurements, the samples were 

mounted in the ultra-high vacuum system containing the single pass C}~. 

This system was described in detail in Chapter 3. Typical operating 

conditions for the Auger analysis are given in Table 5.4. The 61.0 

at % Au, the 75.5 at % Au, .. the first pure Au and both pure Sn samples 

were mounted using Ta foils. However, for these samples there were 

occasional difficulties with Ta impurities sputter~d on to the surfaces 

so the remaining samples were mounted with Au foil supports. Pt and 

Pt-IO % Rh thermocouple. wires were mounted to the backs of the samples 

or onto their supporting foils. 

5.3.1 Equilibrium Auger Intensity Ratios 

Pure Au and Sn 

The samples of Au and Sn were mounted simultaneously in the DRV system 
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Table 5.4 Typical Operating Conditions, Au-Sn Measurements 

Analyzer single pass CHA 

Base pressure -9 1 x 10 torr 

Gun angle Normal 

Primary energy 4000 eV 

Beam current 15 lJa 

Sample angle Normal 

Modulation voltage 2 V p-p 

Modulation freq. 5600 Hz 

Scan rate 1. V/sec 

Time constant .1 sec 

Lock-in amp P.A.R. JB-5 
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and both were sputtered and annealed until an acceptable degree of clean-

liness was obtained. The troublesome impurities were carbon and oxygen on 

the Sn, and carbon and Sn on the Au. These impurities seemed to diffuse 

onto the surface from the bulk or from surrounding areas. Spectra of Au 

and Sn showing the maximum acceptable levels of impurities are sho,\T1l in 

Fig. 5.7. All data considered were obtained from samples of this clean-

liness or better. 

The values desired were the intensity ratios of Au to Sn and Au to 

Au peaks. Upon cleaning and annealing, the intensities of three Au peaks 

observed at 71 eV, 241 eV and 2024 eV (not shown in Fig. 5.7) and one 

Sn peak observed at 431 eV were measured in rapid succession. From the 

intensity ratios ~nd using the lock-in amplifier sealing factors, the 

o 
intensity ratios, RE/ E , "lere computed. (R~/E' = intensity of Auger peak 

at energy E, divided by the intensity of the Auger peak at energy E'. 

The superscript refers to ratios obtained from pure Au and pure Sn.) 

There are several immediately apparent sources of error in these 

measurements. To avoid effects due to drift in instrumental factors such 

as beam current, multiplier gain and modulation amplitude, only intensity 

ratios were used and these ratios were measured by scanning the two peaks 

involved in quick succession. Pure Au and Sn (and the alloys) were all 

polished in the same manner to minimize effects due to surface roughness. 

Measurements were repeated and averaged for a few different places on the 

samples to further mininlize effects due to roughness or any type of in-

homogeneity. A source of error is introduced by the analyzers sensitivity 

upon the perpendicular distance from the sample. This distance was set by 
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maximizing the intensity of a 2000 eV elastic peak, and was checked re

peatedly. Th-e samples were sputtereq and annealed several times and the 

ratios remeasured again at a few different locations. After every 

measurement the cleanliness of the samples was re-checked. All of the 

values for these different measurements were tabulated and averaged to 

give the final values included in Table 5,5. 

In addition to these precautions, actually two sets.of pure Au and 

Sn were run, as at one point the Au sample was removed from the UHV and 

completely repolished, and an altogether ne,,,r sample of Sn was cut and 

polished and used, The first Sn sample had a greater amount of 0 present 

which was never fully removed. The second set showed a slight decrease 

of 6-8% in the Au to Sn ratios, as is consistent with attenuation of the 

Sn Auger electrons by surface oxygen on the first Sn sample. The Au/Sn 

ratios from the first set were not used, but the Au/Au ratios were averaged 

from both samples. The average values included in Table 5,5 are the aver

age of 12 values for the Au/Sn ratios and of 26 values for the Au/Au ratios. 

The errors are the standard deviation of the data set and are indicative 

of the uncertainty introduced by the factors listed above. 

Cleaning and Eguilibrating the Alloys 

The alloy surfaces were cleaned by sputtering with 1.5 keV Ar ions. 

As with the pure Au and Sn the troublesome impurities were C and 0, most 

of which seemed to come from the bulk or from diffusion from the surround

ings. Spectra which sho\v the maximum acceptable levels of impurities are 

given in Fig. 5,7. All data considered were obtained from samples of this 
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Table 5.5 Auger Intensity Ratios 

a) Experimental ratios 

at % Au 31 R241 431 241 R71 2024 

Pure Au&Sn .558+.016 .0568+.0014 .0395+.0016 9.73+.18 13.97+.62 

50.0 .505+.013 .0500+.0010 .0316+.0010 10.10+.14 15.99+.42 

61.0 .667+.016 .0683+.0013 .0487+.0008 9.71+.11 13.6 +.50 

65.0 .657+.016 .0678+.0025 .0490+.0023 9.69+.19 13.41+.40 

75.5 .782+.033 .0835+.0020 .0640+.0020 9.35+.20 12.20+.30 

79.9 .886+.029 .0977+.0034 .0780+.0036 9.09+.12 11. 39+. 35 

86.7 .931+.084 .105 +.009 .0870+.0084 8.83+.19 10.69+.36 

99.0 1.64 +.03 .186 +.003 .154 +.002 8.79+.09 10.62+.27 

b) Normalized ratios 

Au/ Sn 
~ ~ 0 

R/R 71/431 R/Ro 241/431 R/Ro 2024/431 
0 

R/R 71/241 
0 

R/R 71/2024 

1.00 .905+.035 .880+.028 .800+.041 1.04 +.024 1.14 +.06 

1.56 1.19 +.04 1.20 +.04 1. 23 +.05 .998+.022 .973+.056 

1.86 1.18 +.04 1.19 +.05 1.24+.08 .996+.027 ,960+.051 

3.08 1.40 +.07 1.47 +.05 1.62+.08 .961+.027 .873+.044 

.J. 9 7 1.59 +.07 1. 72 +,07 1.97+.12 .934+.021 .815+,044 

6.52 1.67 +.16 1. 85 +.17 2.20+,23 .908+.026 .765+.043 

99.0 2.94 +.10 3.27 +.10 3.90+,16 .903+.019 .760+.039 



-145-

cleanliness or better. 

The sprrttering of the samples ~as always found to remove the surface 

of the alloys from equilibrium, as in the case of Au-Ag alloys. Sputter-

ing always results in an increase in the Au/Sn intensity ratios. This 

fact gives a means of determining temperatures at which the samples can 

be readily equilibrated. By annealing at a particular temperature and 

monitoring the Au£er intensity ratios, the rate of return to equilibrium 

can be determined. This procedure was done for each sample. An exemplary 

result is given in Fig. 5.8. Generally the samples were sputtered at room 

temperature for 1500 to 2000 secs, resulting in an increase in the R7l/431' 

Following sputtering the Ar was removed from the chamber and the sample 

was heated as quickly as possible to the desired temperature. The value 

of R71/43l was then recorded as a function of heating time after reaching 

temperature. As shown in Fig. 5.8, at 150°C there is an initial rapid 

decrease in the value of R71/431 with time. The intensity ratio then 

remains constant, within experimental error, for times long compared to 

the time of the initial decrease. As before, this behavior is interpreted 

as the full equilibration of the surface with the bulk. 

The Alloys 

Having obtained the state attributed to equilibrium, the Auger in-

tensities of the principle Au and Sn peaks were recorded. From these io-

tensities, the intensity ratios given in Table 5.5 were obtained. To 

obtain these ratios, all the precautions regarding instrumental drift, 

sample positioning, surface roughness, etc. mentioned in considering the 

pure Au and Sn measurements, were taken. Each of the ratios given are 
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Fig. S.8 The changes of the Au/Sn intensity ratio R71/431 observed 

when a freshly sputtered alloy is annealed at various temper

atures. (Reference 83) 
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averages of many measurements made at various positions on the sample 

surfaces, and after various cycles of sputtering and annealing. The 

errors given are,the standard deviations of the data sets. Values ob-

tained for measurements for '\vhich the sample was not sufficiently clean 

or in ,vhich there was reason to suspect that the sample was not fully 

equilibrated were not included. These values were used to determine the 

effect of these factors on the measured values. All measurements refer 

to samples equilibrated at 150°C except the 99. at % Au sample which was 

equilibrated at 200°C. 

It is important to clarify this last statement. The samples were 

annealed at 150°C (200°C) for times long enough to reach equilibrium, 

according to the above arguments. However, for every case averaged 

into Table 5.5, the samples were allO'\ved to cool to temperatures as 1m, 

as room temperature before the measurements were made. This point will 

be discussed below. 

As ,vas pointed out in Chapter 3, it is important to the analysis 

that the shapes of the Auger peaks do not change with alloy composition. 

To check this, the Auger peaks from some of the alloys were checked by 

scaling the peaks to equal intensities and recording them on an expanded 

energy scale. The Sn (431 eV) peak was found to have an identical shape 

for the 50.0, 65.0, 79.9, and 86.7 at % Au samples and this shape was 

identical to that of pure Sn. However, two loss peaks were observed at 

416.5 and 402.5 eV in the pure Sn which correspond to losses of about 

14.5 and 28.5 eV below the 431.0 eV Sn peak. The 14.5 eV loss has been 

reported by Seah
123 

as a characteristic Sn plasmon loss and the loss at 
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28.5 eV probably corresponds to twice the plasmon frequency. As expected, 

these losses were not observed on any of the Au-Sn alloys. These changes, 

well below the Sn (431 eV) peak, should not interfere with the intensity 

analysis. The shape of the Au (71 eV) peak for the 50.0, 65.0, 75.5, 

80, 79.7 and 86.7 at % Au alloys were comp&red with each other and with 

pure Au. Virtually no ,change in shape was observed except the peaks from 

the alloys seemed to be slightly narrower in the region above the high 

energy minimum (73 to 80 eV) with the 0 phase (50.0 at % Au) seemingly 

narrower than the s phase (86.7 at % Au) alloy. The shape of the Au 

(241 eV) and the Au (2024 eV) peaks from the 75.5 at % Au sample were 

compared with those of pure An and no change in shape was observed. 

5.3.2 Temperature Dependence of the Intensity Ratios 

The T;;vo Phase Alloys 

In view of the temperature dependent surface composition predicted 

by the regular solution model, temperature dependent behavior was searched 

for in some of these alloys. There was however, one important experimental 

difficulty. As found in the Au-Ag studies, resistance heating of the 

samples results in electromagnetic fields created by the heating current, 

which affects the observed Auger intensities in a manner that depends upon 

the energy of the Auger peak and the magnitude of the current. This 

effect was observed for AC and DC heating. The presence of the heating 

current therefore affects intensity ratios in a manner which is temper

ature (heating current) dependent. To circumvent this problem, the 

experiments were performed in the following manner. 
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The sample was heated at the desired temperature an arbitrary 

length of time. The heater was then turned off and the Auger intensity 

ratio quickly measured as the sample cooled. This could be repeated 

several times to assure that the sample was fully equilibrated or to 

improve the statistics, and then the temperature would be changed and 

the process continued. A diagram of some typical experiments is given 

in Fig. 5.9. The intensity ratio that was used as a probe in all these 

measurements was R7l/43l since it is the most sensitive to surface com

position changes and involves the most intense peaks. To record this 

ratio required 25 seconds at the scan rates used in these experiments. 

The rate at which one of the samples cooled is sho~~ in Fig. 5.10. 

These curves are fairly typical of each of the samples studied. In 25 

seconds, a sample initially at 210°C will cool about 35°, whereas a 

sample initially at 90°C will cool about 12°. The intensity ratios are 

therefore characteristic of a temperature known only to be within a 

certain range. The temperatures given in Fig. 5.9 were measured before the 

heater was turned off. The temperature was recorded with a thermocouple 

in the case of the 79.9 at % Au sample, and with an Infra-red pyrometer 

for the others discussed below. The absolute temperatures are uncertain 

by probably + 10-15°, but the scaling between two temperatures is pro

bably more accurate. The temperature range employed in these studies 

was limited from below by diffusion rates and from above by the eutectic 

temperatures of the samples (270°C). Because of possible temperature 

inhomogeneities in the sample and the uncertainty in the measured temp

erature, temperatures above about 220°C.were avoided. 
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In making the measurements, the peak which is scanned first will 

be characteristic of a slightly higher temperature than that scanned 

second. This effect can be minimized by constantly reversing the order 

of measurements. This was done in the experiments sho,,'Tl in Fig. 5.9, 

This reversal resulted in a regular zig-zagging of the data points about 

the lines dra,Vl1 at the average value for each temperature. It ,.;ras found, 

almost without exception and on all samples, that if the Au (71 eV) peak 

was scanned first, R71/431 was less than if the Sn (431 eV) peak was 

scanned first. 

The results of experiments of this kind are given in Fig. 5.11 for 

three samples, including the experiments detailed in Fig. 5.9. The 

average value of R7l/43l at each temperature as defined above is given. 

The error bars characterize the spread resulting from reversing the order 

of measurements refered to above. The dashed lines and arro,y serve to 

show the procedure by which the experiments were performed and demonstrate 

the reversibility and reproducibility of the observed trends. In each 

case trial 1 is distinct from trial 2, in that after trial 1 the sample 

was completely cooled and then resputtered before trial 2 was begun. 

The experiments indicate that there is a temperature dependence of 

the Au/Sn ratio which correlates increasing Sn with increasing temp

eratures. The trend is observed for all three samples although the effect 

is least for the 65.0 at % Au sample. As discussed below, this sample 

has less Sn segregation than the other two and so may be expected to have 

the smallest temperature dependence. The other two samples have roughly 

the sawe temperature dependence. The fact that samples can be cycled 
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between the highest and lm.;rcst temperatures reinforces the conclusions 

obtained from the annealing curves given in Fig. 5.8, that the surface 

has obtained equilibrium with the bulk at these 1my temperatures. The 

measurements made at the highest temperatures, because of sample cooling, 

are actually indicative of slightly lower temperatures than are assigned 

them. At lower temperatures this is not as serious. This effect tends 

to hide the temperature dependence. Therefore, the actual temperature 

dependence may be expected to be somewhat greater than that experimentally 

determined. 

The displacement observed bet,yeen the results of trial 1 and trial 

2 in each case, are fairly typical of the scatter observed whenever the 

samples were re-sputtered, or whenever a different portion of the sample 

vlas examined. This scatter is characterized by the errors given in 

Table 5.5, and is believed to be due to many combined factors including 

surface roughness, and the fact that the samples are two phased and are 

inhomogeneous on a micro-scale. 

The intensity ratios recorded during these temperature dependence 

studies were lower than the values reported in Table 5.5. The values in 

the Table 5.5 were recorded by heating the samples to 150°C (200°C for 

the 99.0 at % Au) followed by a fairly long waiti~g period of from several 

minutes to perhaps hours, before the peaks were scanned. In making these 

measurements it was presumed that the surface was frozen to the config

uration of the surface at or slightly below 150°C. These temperature 

dependence measurements indicate that the measurements in Table 5.S may 

represent the surface composition at a lower temperature. The weakness 
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of this argument is that the values in Table 5.5 seem to be so much 

higher than those of Fig. 5.11 as to be unobtainable even at room temp-

erature. 

Beside this result, there are two things that are particularly 

puzzling about these data. The first is the fact that the values of 

R71/431 depend so strongly upon the order in which the peaks are measured. 

This could be in part due to the fact that the sample is <cooling as the 

measurements are being made, if it is assumed that the sample can equil

ibrate fast enough to follow the temperature decrease. But this explan

ation is not very likely since the same effect was observed at 70 0 e in 

the 79.9 at % Au with a deviation as large as at any other temperature. 

At 70 0 e it is not likely that the sample can equilibrate rapidly, as is 

affirmed qualitatively in Fig. 5.S for other samples. In addition, at 

70 0 e the sample temperature drops about 10 0 during the measurements. 

According to the rate of change of R71/431 with T indicated in Fig. 5.11, 

a 10° variation would not result in a change in R which is as great as 

the spread in the data. 

The second puzzling result is that the value of R7l/431 decreases 

with increasing T. The equilibrium measurements indicate there is seg

regation of Sn at the surface of the s phase as will be discussed below. 

If this segregation takes place according to any model similar to the 

regular solution model, it is expected that an increase in T would lessen 

the surface segregation and thus increase the value of R71/431' 

opposite to what is observed. 

This is 

Because of these results, it was conjectured that some experimental 

anomal1y may be interfering. One possibility considered was that heating 
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caused the sample to buckle toward or away from the analyzer. By check

ing the sensitivity of the measured value of R71/431 to reasonable sample 

mo'<."ements, it v,'as found that this could not account for these effects .. The 

dat.a seem to suggest that the effects of fields caused by the heating fall 

off slowly. This would account for the difference obtained between measur

ing the Au peak first versus measuring the Sn peak first, especially since 

the low energy Au peaK is affected more by the current. This vlOuld also 

account for the lowering of these R7l/43l values below those reported in 

Table 5.5. It is extremely difficult, however, to imagine how the in

fluence of the heating current could remain up to 30 seconds after the 

po~er supply has been switched off. 

The 1 Phase Alloy 

Temperature dependence experiments, performed in the same manner as 

described above, were undertaken for the 86.7 at % Au sample. For this 

one phase alloy, results were found which did not show the reproducible 

trends of the two ph&se alloys. Four separate trials,numbered chronol

ogically in Fig. 5.12, were performed in a temperature range from about 

12(} to 260°C. Each trial is distinct in that the sample was sputtered 

at Ieast once between trials. The results seem to indicate that the 

salIDple is· undergoing some complicated equilibration process. A fairly 

detailed thermal history of the sample, after being mounted in the ultra

hi~h vacuum system, is contained in Fig. 5.12. 

Prior to trial 1, the sample was sputtered and annealed in cycles. 

The average value of R7l/431 (for samples annealed at 150°C and then allowed 
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Fig. 5.12 The Auger intensity ratio R71/431 as a function of the thermal 

history of the Z;; phase alloy. 
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to cool) was 1.07 and is given in Fig. 5.11 along with the standard 

deviation or the distribution. Pribr to trial I the sample had not been 

heated to above 170°C except during bulk preparation described in 

section 5.1. After heating to 210°C in trial 1, the average value of 

R71/431 dropped about 12% to .935. Three other experiments were run to 

look for temperature dependence up to 260°C. After completion of these 

three, the value for R7l/43l made as before and based on 15 measurements 

was .873 + .043. 

A variation in the R7l/431 values for the sputtered sample was also 

observed. For the sputtered surface, the measured values of R71/43l 

were higher before trial 1 was completed than after (7.2 - 11.8 before 

versus 5.3 - 7.0 after) for roughly equivalent sputtering conditions. 

The data might seem to indicate that for this sample, unlike the 

two phase alloys discussed above, there is some slow bulk equilibration 

process which is going on, in addition to the comparatively rapid equili

bration of sputter damage that occurs at 150°C. But, the sample was 

homogenized at 260°C for over two weeks before it was mounted in the 

vacuum system. How could heating in ultra-high vacuum for relatively 

short times at 220°C further equilibrate the sample? The x-ray diffrac

tion spectra recorded after the Auger measurements, indicate that none other 

than the ~ phase was present in the sample. The composition of the sample, 

confirmed by x-ray fluorescence, falls within a one phase region which has 

heen studied very carefully. These facts tend to negate any argument that 

the surface behavior is due to bulk equilibration. Nevertheless, the 

values of R71/43l did decrease as a result of trials 1 and 2. although 
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they seemed to have stabilized somewhat by the time trial 4 was completed. 

The values given in Table 5.5 for this alloy take into account all measure-

ments made before and after trial 1, and the quoted uncertainties reflect 

the uncertainty described here. 

5.4 Analysis ~ the Auger Intensities 

5.4.1 Qualitative Study of the Intensity Ratios 

The equilibrium Auger intensity ratios are plotted in Fig. 5.13 and 

Fig. 5.14. The ratios are normalized by dividing by the intensity ratios 

in pure Au and pure Sn. The normalized ratios in Fig. 5.13 are Au/Sn 

ratios and are plotted versus the ratio of the bulk atom fractions. If 

the surface composition were always equal to the bulk composition, one 

would expect (to a first approximation) that these normalized ratios would 

be equal to the ratio of the bulk atom fractions and the data points would 

fall upon the dashed line in Fig. 5.13. The data for the 50.0 at % Au 

sample falls near this dashed line but the deviation from the dashed line 

increases with increasing Au composition. Deviation below the dashed line 

indicates enrichment of Sn in the region sampled by the Auger electrons. 

Au Sn . 0 
For the 86.7 at % Au sample (xb /xb = 6.5) the lower~ng of the R/R 71/431 

below the values of R/Ro2024/431 is indicative of greater Sn segregation 

to the region sampled by the 71 eV Auger electrons. Since a 71 eV electron 

is established to have a lower escape depth than the 2024 eV electron in 

metals, this indicates segregation of Sn to the surface. Therefore. both 

this dispersion and the overall low values of the Au/Sn ratios for the S 

phase alloy are strong evidence for segregation of Sn to the surface in 
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Fig. 5.13 The Au/Sn intensity ratios are plotted versus the ratio of 
Au Sn 

the bulk atom fractions. The dashed line is given by R/R@="b /~ • 

The dot-dashed curve gives the three intensity ratios calculated 

using the intensity model for the case in which the surface compo

sition is equal to the bulk. The solid curves give the predicted 
Au 

intensity ratios if there is segregation in the ~ phase (Xl =.43). 

The upper solid curve is for R/Ro2024/431 and the lower solid 

curve is for R/Ro 11/431. (Reference 83) 



1.0 

0.6 

0.4 

-161-

L:::. R71/241 

o R 71/2024 

AuSn 
,AuSn 

0.6 

C C a+C a 

0.8 1.0 
x~u 

XBL 763~6538A 
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dot-dashed curve gives the intensity ratio calculated using the 

intensity model for the situation in which the surface composition 
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this phase. 

Attention should also be called to the data in·Table 5.5 for the 

99 at % Au sample which is not plotted in Fig. 5.13. Here also the 

000 
normalized ratios R/R7l/43l< R/R 241/431< R/R 2028/431« 99. which is 

evidence for segregation of Sn in the a phase alloy. 

For the 6 phase by contrast, the different energy Au peaks give 

about the same information and the points lie close to the dashed line 

indicating that the surface composition is possibly identical to the bulk. 

The values for the two phase regions vary smoothly between these one 

phase values. 

In Fig. 5.14 the normalized Au/Au ratios are plotted versus bulk 

composition. Again, because of the difference in escape depths AE 

(generally accepted as A71<A241<A2028) variation of the normalized 

ratios from the value 1.0 may be interpreted as surface segregation. For 

the ~ phase alloy, the lowering of both ratios R/Ro7l/24l and 
o 

R/R 71/2024 
o 0 

below the dashed line, and the trend R/R 71/241 < R/R 71/2024 are evi-

dence for segregation of Sn to the surface. The same is true for the a 

phase sample. For the 0 phase alloy, the data would seem to indicate an 

enrichment of the surface in Au, but this is not consistent with the nor-

malized ratios being less than 1.0 in Fig. 5.13. The two phase alloys 

have values varying quite smoothly between the 0 and the' values. 

5.4.2 Quantitative Analysis of the Intensity Ratios 

Although a great deal of interesting qualitative information can be 

obtained by looking only at the trends in the data, the goal of present 
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day Auger electron spectroscopy is to try to quantify the results. The 

remainder of this section \\rill be devoted to using the intensity ratios 

to obtain the sutface composition of the alloys. 

To attempt to estimate the extent to which the indicated segregation 

may be taking place, the model for the intensity of Auger emission "rhich 

was developed and discussed in Chapter 3 will be used. Hypothetical 

surface compositions will be suggested and will be used along with reason-

able values for the various parameters to calculate the Auger intensity 

ratios. The resulting ratios will be compared with the experimental 

ratios. The hypothetical surface composition which is found to give the 

best fit will be suggested as the true surface composition. The extent 

to which the results depend upon the parameters entering into the calcula-

tion will also be calculated. 

The 1 Phase 

As was pointed out in Chapter 3, Eqs. 3.7a and 3.8a can really only 

apply to close packed planes. In pure Sn (and in the 0 phase) there are 

no close packed planes. Nevertheless, the expression was applied to the 

most densely packed planes in these solids, as derived from the crystal 

35 
structure and lattice parameters of the crystals. If we neglect matrix 

effects, then the normalization results in a cancellation of the term 

52 
Io(OrPA ~ T) and the values of AE are constant for all bulk composition. 

The parameters to be used in these calculations are shown in Table 5.6. 

The calculation was performed for the ~ phase alloy (86.7 at % Au) 

assuming that surface segregation takes place only on one surface monolayer 
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Table 5.6 Parameters Used to Calculate Auge'r Intensities 

Sample Crystal Face Atom Density, p.-r- Interlayer Spacing, d .1. • I 

Atoms/A2 1 A 1 

Sn (100) .108 2,910 

($ phase (110) .097 2.157 

E, phase (001) .135 2,38 

a phase* (111) .139 2.354 

Au (111) .139 2.354 

A71 := 4+1 A r. "" 1 (no backscattering 
1. 

effec ts) 

"241 8+2 A 
e 42° 

"431 12+2 A 0 
"" 

A
2024 30+5 A 

*For these purposes the lattice parameters of the a phase may be assumed 
to be equal to those of the pure Au. 

tThe density and inter layer spacing were taken to be the same in every 
layer of an alloy, even if there was segregation. 
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(monolayer approximation). The calculated normalized Au/Sn intensity 

ratios are shovtn as a function of the first layer composition in 

Fig. 5.15. If the first layer composition is the same as the bulk 

Au Au 
(xl =~ =.867), then the three different ratios are equal, but if the 

first layer composition is different than the bulk, then the normalized 

ratios show the disper~ion discussed above. Note however that at 

Au Au . . 
xl =xb ' the normallzed Au/Sn ratlos are not equal to the ratio of the 

Au Sn . bulk atom fractions (x
b 

/xb =6.52) but lnstead are equal to about 4.2. 

This is a result of the fact that the pure Au, pure Sn and the ~ 

phase alloys all have different crystal structures and interplaner 

spacings, which means that the coefficients a. # a~ in Eq. 3.12. Thus 
1 1 

from this calculation it is seen that even if the surface composition 

were equal to the bulk, the normalized ratios would not fall upon 

the dashed line in Fig. 5.13 but would fall upon the dashed-dotted 

curve in that figure. Actually this same effect can lead to somewhat 

different values for the three different Au/Sn normalized ratios even 

when the surface is identical to the bulk. This effect was observed 

in the calculations but was too small to appear in Fig. 5.15. 

The experimental values of the normalized ratios are taken from 

Table 5.5 and are denoted by arrows in Fig. 5.15. The point where a 

calculated curve crosses the experimental values determines the mono~ 

layer composition which fits that data point. The three Au/Sn ratios 

give three monolayer compositions, corresponding to 38. 40 and 41 at % 

Au indicating a large segregation of Sn to the surface of this alloy 

with bulk composition of 86.7 at % Au. aThe fact that the three data 
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C phase - (x~U ::: 0@867) 

--- R/R~1/431 
o _a_eo R/R241/431 

- ~ ~-~ - R I R ~ 024/431 

0,,4 

I 

0.9 

XBL767-9083 

Fig. 5.15 The calculated values of R/Ro as a function of the first 

monolayer composition for the ~ phase alloy. The arrows mark 

the experimentally observed intensity ratios taken from Table S.Sb. 
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points give such excellent agreement seems to indicate that the mono-

layer approximation is valid. The two Au/Au ratios also give first 

monolayer compo~itions which are in fair agreement (not shown in Fig. 

5.15). 

The same calculations can be performed for different values of 

the escape depth, and then this graphical method yields again the 

Au 
values for Xl' This process provides an estimate of how an uncertain-

ty in the escape length will affect the proposed surface composition. 

These calculations were performed and the results for the Au/Sn ratios 

are shown in Fig. 5.16. Here the value of the obtained x~U as a 

function of the escape length used in the calculation is given for 

constant values of R/R o given by the experimental values. The 

slopes of these curves provide a figure of merit for the dependence 

of the calculated surface composition on escape length. 

Similarly the slopes of the curves in Fig. 5.15 give a means of 

estimating the extent that the calculated surface composition depends 

upon the experimental uncertainty in the measured normalized inten-

sity ratios. Using these values it is now possible to assign an 

uncertainty in the calculated surface monolayer composition by statisti-

cally adding the uncertainties from escape lenths and from the experi-

mental data. This was done and the results are shown in Table 5.7. 

In this. the uncertainties in the escape lengths are taken from Table 

5.6 and the uncertainties in the data are taken from Table 5.5. From 

Table 5.7 a surface monolayer composition of 43 ± 10 'at % Au is 

proposed. 
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~ Phase (x~U =0,867) 

o 
R/R71/431= 1.67 

-.- R/R~411431 = 1.85 

---- R/R~024/431::: 2.20 

0.5 

0.3 

8 12 15 o 
A431 (A) 

(; 

"431=12A 0.3 

20 6 8 10 
o 

A241 (A) 

XBL767-9085 

Fig. 5@16 The effect of varying the escape lengths AE upon the calcu

lated monolayer composition obtained from the three normalized 

Au/Sn intensity ratios. 
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Table 5.7 Surface }fono1ayer Compositions and Uncertainties 

J; phase 
uncertaint;t due to: (at %) 

E/E' Au 
AE AE' L: xl (x100) exp scatter unc. 

71/431 4LD + 3.6 + 3.2 + 5.1 + 7 

241/431 38.0 + 3.2 + 4.2 + 6.6 + 8 

2024/431 40.0 + 0.9 + 5.2 + 9.5 +11 

71/241 54.5 +10.4 + 8.5 + 7.7 +16 -

71/2024 43.5 +11.1 + 1.5 + 7.3 +13 - -

~phase 

uncertaint;t due to: (at %) 

E/E' Au 
Xl (x100) exp scatter L: une. 

71/431 40.0 + 3.2 + 5.4 + 1.5 + 6 -

241/431 36.5 + 7.0 + 2.0 > + 7 

2024/431 36.5 + 0.5 + 8.1 + 2.8 + 9. 

71/241 60.0 +14.5 + 6.2 > +16 

71/2024 48.5 + 9.5 + 1.5 + 7.5 +12.2 
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This proposed surface composition is of course uncertain due 

to other factors, the effects of which are difficult to predict. 

In all of this discussion, the backscattering effects were completely 

neglected. Chapter 4 pointed out how this effect can lead to uncer

tainty in interpretation. Applying the principles of that discussion, 

it appears that neglecting backscattering corrections would lead to a 

Au surface composition which is too low" In adJition, the calculations 

were not done for any but a monolayer type of segregation, and in fact 

a unique surface depth profile could not be determined from this 

limited data. The problems already mentioned of applying these 

equations to the non-closest packed Sn solid are difficult to test, 

and indeed performing this calculation for crystal parameters other 

than those listed in Table 5.6 does alter the results somewhat. Finally 

there are all of the initial assumptions inherent in the use of Eq. 3.8 

which were discussed in Chapter 3. 

The Q phase 

The data given in Table 5.5 for the a phase alloy (99.0 at % Au) 

shows all of the expected properties for a sample with Sn segregated 

to the surface. Specifically, the normalized Au/Sn ratios are much 

less than the ratio x~u/x~n, and there is a difference between ratios 

of different energies. Thus, this sample can be analyzed in the same 

manner as the ~ phase alloy, but again the same uncertainties apply. 

Using the monolayer approximation, the same calculations were performed 

as before, and the. results are shown in Table 5.7. For this alloy a 

monolayer surface composition of 46 + 10 at % Au is proposed, 
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It may be seen that the data given in Table 5.7 for both the a 

phase and the ~ phase would be more self consistent if the value of 

A241 was assumed to be about 6 ~ (instead of 8 X). For the ~ phase 

this would bring the value of x~u obtained froID R/Ro71/241 down from 

54.5 to 40.5 at % Au. In addition, it can be seen from Fig. 5.16 

Au 
that the value of Xl obtained from R/Ro241/431 would increase to 

about 41.5 at % Au and all data would then be more consistent. 

Similarly for the a phase, using A241 = 6 A would bring the value of 

x~u obtained from the values of R/Ro241/431 and R/Ro71/241 closer to 

40 at % Au. 

The ~ phase alloy 

Applying this sort of intensity analysis to the 6 phase (50.0 at % 

Au) alloy is not as fruitful. The closeness of the intensity ratios to 

the dashed line in Fig. 5.13 indicates that the surface composition is 

close to the bulk, but the spreading in the intensity ratios given 

in Fig. 5.14 for the 0 phase alloy is an indication that there may be 

some segregation of Au to the surface. As such, the normalized inten-

sity ratios were calculated for this phase, again using the parameters 

in Table 5.6, but this time assuming a monolayer segregation of Au to 

the surface. The results are summarized in Fig. 5.17 where the 

calculated intensity ratios are plotted as a function of the surface 

monolayer composition. As before the data is given by the arrows. 

The Au/Au ratios indicate that the composition of Au is about 

65 to 70 at % in the first layer. However, the values calculated for 

the three Au/Sn ratios are so much lower than the .experimental 
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intensities that they are inconsistent with only a monolayer segre

gation of Au in any amount. This inconsistency is likely due to 

some fault in th~ intensity model rather than inconsistency in the 

data. Using the paramet'ers for a less closely packed crystal plane 

in the 0- phase lm·wred the calculated Au/Sn intensity ratios still 

further. It therefore seems that if somehmv a more closely packed plane 

than the (110) "(vere used for the 0- phase, then the Au/Sn ratios might 

become consistent with some monolayer composition. As discussed in 

Chapter 3, the intensity model assumes that emission from each layer 

is fully attenuated by the layers above it, so calculations should 

be done for the closely packed surfaces. The fact that there are no 

closest packed planes in the 0 phase may be responsible for the fact 

that it is impossible to obtain a surface monolayer composition from 

the present intensity analysis. 

In view of the problems. the original qualitative interpretation 

of the data is chosen. The surface has nearly the same composition 

.as the bulk for the 0 phase alloy. although there is some evidence for 

wery slight enrichment of Au. 

The two phase alloys 

For the two phase alloys, the major question of interest is 

'Iii\1hether both phases are present at the surface in the amounts expected 

from their abundance in the bulk or whether there is phase redistribu

~ion. To check these possibilities a hypothetical surface composition 

was assumed in which both c and 1;; phases were present at the surface 

.according to their stoichiometrical amounts in the bulk, Le. according 
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to the lever rule. Each phase was assumed to be segregated as found 

above 
Au Au 

the 0 
Au 

for phase), (x =x for phase and Xl =.43 the I;; The 
1 b 

intensity ratios expected for this surface composition were calculated 

and are shown in Figs. 5.13 and 5.14 as solid curves. For comparison 

the calculations were also made for a surface in which the lever 

Au Au . 
rule was Fssumed but that Xl =xb ln both phases. This bulk composi-

tion curve is shown in Fig. 5.13 and 5.14 as a dot-dashed curve. The 

solid curves fit the data very well at the s plllise end, and poorly at 

the 0- end as expected from the discussion above. Because of the poor 

fit at the 0 end, it is difficult to tell whether the two phase alloys 

follow the trend expected if the lever rule were obeyed. 

To correct this situation the lever rule was applied directly to 

the measured experimental intensity ratios of the 0 and C;; phase alloys. 

So for a given bulk atom fraction x:u, the expected intensity ratio 

R/RO(two phase) is given by the following: 

R/R ° (t1:170 phase) phase) ( 
x~u - .500) 

+ .367 R/RO( I;; phase) 

This expression is actually not exactly correct since it is the phase 

boundary composition (83.5 at % Au) which should be used in the calcu-

lation. Nevertheless, the calculation was performed and the results 

are shown in Fig. 5.18 along with the experimental data. The curves 

must trivially pass through the one phase endpoints. The good agree-

ment between the calculated curves and the two phase data quite 

convincingly demonstrate that there is little or no phase redistri-

bution at.the surface. 
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6 R/R~1/241--~-

o R/R~1/2024 
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6-R/R71/431 
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5.18 The solid and dashed curves ~show the result of applying the 

lever rule directly to the experimental intensity ratios obtained 

for the 0 and the ~ phase alloys" (Reference 
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5.5 The Surface Cc:..mpos:ition 

The Auger data seems to indicate that the surface composition is 

identical to that of the bulk for this alloy. This seems suprising at 

first since due to the lower surface energy of pure Sn, it is expected 

that Sn should segregate to the surface. This contradiction can be ex-

plained by con~idera~~ )n of the bulk structure of the 0 phase alloy. 

This alloy is very strongly ordered and remains so up to the melting 

point.
8 

If the surface segregation is to take place, this order must be 

defeated by interchanging Au and Sn atoms. For this alloy then it 

appears that the ordered lattice is stable enough to be energetically 

favored over the disordered state brought about by surface segregation. 

80 81 In work done by BOU1dman et al ' the surface composition of a 

8 
PtSn alloy which has the same structure as the 0 phase AuSn alloy was 

studied and in that case they found that there was segregation of Sn to 

the surface. For this alloy apparently the tendency for Sn to segregate 

to the surface is strong enough to bring about the disordering. For the 

Au-Cu system, which forms ordered compounds at about 25, 50 and 75 at % 

Au, the long range ordering is weak enough that it'breaks up before the 

melting point is reached.
8 

Fain and }lcDavid
53 

found surface segregation 

of Au, the component believed to have the lower surface energy, for films 

of a wide bulk composition range. 

It would be ideal to be able to predict these results by comparing 

quantitatively the tendency for the alloy to remain ordered and the 

tendency for segregation to occur. The driving force for segregation may 

be expected to be related to the difference between the surface energy 
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of the pure components, or to the difference in their heats of sublimation, 

The tendency of the alloy to order should be related to ~H , the heat of 
m 

mixing of the alloy, or better to Q = ~H !xAxB where xA and xB are the 
m 

atom fractions of the two components in the alloy, The ratio I HA b -su 

HB b l I IQI may be of use in predicting whether segregation takes place su 

in an alloy. This ratio is 1,05 for AuSn, For PtSn, the heat of mixing 

at 298°K is ~;8,6 kJ!g'at
120 

which gives a value for this ratio of 1.13, 

This larger ratio indicates that for PtSn the tendency towards segregation 

is somewhat greater than for the AuSn alloy, in agreement with the experi-

mental results. 

The point of this discussion is to indicate that the strength of 

bonding between unlike atom pairs in the alloy is of importance in pre-

dicting the surface composition. Qualitative information about this 

effect can be obtained from the alloy heats of mixing, but much theoret-

ical and experimental work is necessary before this effect will be 

fully understood. 

The l Phase (86.7 at! Au) 

For the ~ phase alloy, contrary to the 6 phase alloy, there is no 

long range ordering in the bulk and all lattice points are equivalent 

8 whether occupied by Au or Sn. For this alloy the value of 

l~ - HB b l I IQI ranges from 2.07 to 2.21 at 273°K, which is larger sub su 

for the 0 phase alloys of Au-Sn and Pt-Sn. Here then it is expected to 

be easier for the Sn to segregate to the surface of the alloy. The Auger 

intensity data for this sample is consistent with there being a monolayer 

of only about 43 at % Au sitting on top of the bulk. It should be 
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pointed out that this composition does not exist in the bulk phase diagram 

and as such ~he layer may be tlJough~ of as a distinct surface phase. It 

would be of interest to study the structure of this surface phase by a 

technique such as LEED. 

There are possibly two driving forces causing this segregation. 

The first is the fact that pure Sn has a lower surface free energy than 

Au. Secondly, the effects of lattice strain might also enter, since the 

Sn is somewhat dilute in a lattice where the nearest neighbor distance 

(2.9l A) is smaller than that in pure Sn (3.01 A).35 Segregation of Sn 

to the surface sites where there are fewer nearest neighbors can relieve 

this strain. This solid state effect which is often ignored in regular 

solution theories of surface segregation, has been cited as a driving 

force of segregation in other dilute alloys.78 Any theory that predicts 

the surface composition of alloys must take both effects into account. 

The Two Phase Alloys 

The agreement between the experimental intensities and the inten

sities expected from the lever rule, demonstrated in Fig. 5.18, provides 

at least circumstantial evidence that no phase redistribution has taken 

place upon the surface. This is really not very surprising. In the cases 

in which such phase redistribution has been observed, such as the Cu_Ni54 

and Au_pt 73 films described by Sachtler's cherry model, it is likely that 

the presence of only one phase on the surface was a result of diffusion 

and was not representative of equilibrium mixing as is the case here. It 

is hard to imagine a driving force that could impose phase redistribution 

since it is expected that the effects of the surface can in metals be 
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relieved within a few atomic layers. 

The possibility that small crystallites of a phase might have been 

present in the 79.9 at % sample, and the possibility that the y phase 

might have been present in all of the "two phase" alloys, have been 

ignored in this discussion. It is quite difficult to say how the exist-

ence of these phases could affect the results and these conclusions. 

The a Phase 

The Auger data for this alloy indicates strong segregation of Sn 

to the surface. Here again the driving force for segregation is likely 

due partly to the lower surface free energy of Sn, but in this case 

possibly the more important driving force is the relief of lattice 

strain caused by the large Sn atoms dissolved substitutionally in the 

Au lattice. 
22 

Burton's phase diagram theory also would predict segre-

gation of Sn in this sample. 

The Surface Phase Diagram 

It is of interest to use this data to construct a surface phase 

diagram. Surface phase diagrams of binary alloys can be quite complicated 

because there are so many variables. If more than the top monolayer has 

a composition different from the bulk, then one variable is required for 

each layer. In addition, these compositions may depend upon crystal face 

and will certainly depend upon temperature, at least over a wide temp-

erature range. (Pressure as a variable is ignored.) As with the Au-Ag 

case, the monolayer approximation will be assumed and the surface mono-

layer composition will be that of the average over crystal faces since 

the experimental data is for polycrystal1ine samples. The surface phase 
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Au _ Au Au Au 
diagram then becomes a plot of xl = Xs = Xs eXb ,T). In Fig. 5.19 is 

a portion of a constant temperature slice of such a phase diagram. The 

teillperature \wuld vary along the y-axis perpendicular to the plane of 

the figure. The bulk structure is given along the x-axis and is a single 

line cut from the bulk phase diagram sho\\'T1 in Fig. 5.1. The entire bulk 

phase diagram would be contained in the x-y plane. In Fig. 5.19 the 

surface monolajc~ ~0lli~osition is plotted along the z axis as a function 

of bulk composition at a temperature of ISO°C. 

In the surface monolayer, there are two surface phases present be

tween bulk composition of ~u = .50 and ~u = .835. These are labeled 

o and ~ since they derive from the bulk structures 0 and ~ but have 
s s 

undetermined structures. The dashed-dotted lines indicate that both 

phases are present but each phase has its own surface composition which 

is invariant throughout the bulk composition range. The solid diagonal 

line between the two phase boundaries gives the average surface compo-

sit~on and indicates that the lever rule is obeyed at the surface in this 

two phase field. If the lever rule were not obeyed, then this line 

would become a curve which bowed closer to the surface composition of the 

more surface active phase. Through the narrow ~ phase region the surface 

composition is shown as constant at the value determined for the 86.7 

at % Au alloy. Au In fact there is probably a variation in x throughout 
s 

this region but the data is not complete enough to determine this. Such 

a variation is shown for the a phase. A hypothetical curve is dra~'T1 

thr~ugh the surface composition determined for the 99 at i. Au sample. 

(Lih£rty is taken with the fact that for&this alloy the surface composition 
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Fig. 5.19 A constant temperature slice of the Au-Sn surface phase 

diagram. 
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was actually determined at 200°C.) This curve demonstrates that the 

Au 
surface Au atom fraction must approach unity as xb .~ 1. Surface 

structural changes are possible in this region. Speculative guesses 

are made as to the nature of the two phase s + a field and of the two 

h . f Au 5 p ase reglon or xb <. . As with the Au-Ag bulk phase diagram 

(Fig. 4.10) a dashed line shows the hypothetical case in which 

Au 
x 

s 
Au 

:= x.. b • This line is not part of the surface phase diagram but is 

put in to show off the enrichment of Sn in the surface monolayer. 

This phase diagram summarizes the experimentally determined Au-Sn 

surface compositions in a compact way. Such surface phase diagrams 

have been constructed for simplier systems such as for the Au-Ag system 

(Fig. 4.10) and the Au-Cu system (Fig. 2.9). The diagram for Au-Sn is 

the first to be proposed for a complex alloy where several different 

phases are present both in the bulk and at the surface. In the future 

such phase diagrams will undoubtedly become more common and will improve 

as more information about the structure. composition and temperature 

dependence of various surface phases is obtained. 
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6. EFFECTS OF SPUTTERING 

In both th~ Au-Ag and the Au-Sn alloys it was found that sputter-

ing resulted in an increase in the Au composition at the surface com-

pared to that in the equilibrated alloy. In the course of making the 

equilibrium measurements on the alloys. Auger intensity data was col-

lected from sputtered samples. It is of interest to use this data to 

obtain information regarding the effects of sputtering an alloy surface. 

6.1 The Au-Ag System 

In Table 6.1 (a) are given the experimental intensity ratios ob-

tained with the RFA from the alloy foils following sputtering at or 

near room temperature. In view of the discussion in Chapter 4. these 

ratios were corrected not only for the peak overlap at the Au(24leV) 

peak. but also for the background in the Au(7leV) peak and were then 

normalized to give the ratios in Table 6.1 (b). No sputter data was 

collected with the CMA. 

The intensity ratios provided in Table 6.1 were unfortunately 

obtained under a variety of sputtering conditions: The sputter times 

ranged from about 10 minutes up to several hours depending upon the 

effectiveness of the sputtering as judged by the rate at which an 

impurity peak disappeared or the rate at which the Au/Ag intensity 

ratios increased. Originally a sputter ion gun (Varian) with a maxi

mum energy of about 370 eV was used for some of the samples. The 

sputtering yields -at this energy are low. so longer sputtering times 

(from one to several hours) were used. It was found that the efficiency 
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Table 6.1 Auger intensities from sputtered Au-Ag alloys 

a) Uncorrected experimental ratios 

Au 
R71 / 356 R241/356 R71/24l 

sputtering sputtering 
~ energy (e\l) time (min) 

.15 .87+ .08 .031+.002 28+3 1500 10 - 20 

.30 2.5 + .4 .074+.008 33+2 370 60 - 360 

.40 3.6 + .9 .095+.019 38+3 370 60 - 1020 

.46 5.9 + • 7 .148+.017 40+1 370 60 

.65 14. + 2 .31 +.05 46+2 1500 10 - 15 -

.65 13 . + 2 .27 +.03 48+2 370 60 - 360 

• 97 157. +17 3.2 +.4 49+2 1500 10 - 17 

b) Normalized ratios* 

Au/ Ag 
~ ~ R/Ro71/356 R/Ro241/356 R/Ro71/241 

.176 .31+ .03 .28+ .02 1. 08+.12 

.429 .76+ .13 .78+ .09 .97±.07 

.667 .99+ .24 1.0+ .2 • 98±. 08 

.852 1.5+ .2 1.6+ .2 .95+.03 

1.86 3.3 + .5 3.4 + .6 .99+.05 

1.86 3.1 ± .4 3.0 + .4 1. 03+. 05 

32. 36. +4 36. +5 1.01+.05 

oJ; corrected for peak overlap at 241 eV and background at 71 eV 
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of this gun ,could be improved by biasing the sample negatively, effec-

tively increasing the ion energy. Later, another sputter ion gun 

(Physical Electr~nics) capable of generating Ar+ ion energies of 

1500 eV was used to obtain more efficient sputtering. Times on the 

order of 10 to 20 minutes were typically used for this source. In 

the RFA system the sample had to be rotated into the ion beam and 

various different angles of incidence were used. The sputtering 

efficiencies did seem to be better for grazing angles than for near 

normal angles of incidence. For neither gun was the ion flux, flux 

density or the point on the sample of highest flux density known. The 

data given in Table 6.1 are averages from several independent measure-

ments and the uncertainties given are the standard deviations of the 

distributions. The magnitude of the uncertainties probably reflect 

mostly the variation in the sputtering times. 

It is of interest to use this data to speculate as to the possible 

effects of sputtering. One possible result of sputtering is to remove 

the top layers at a constant rate and without regard for the composi-

tion, leaving the bulk alloy exposed. This is the simplest possibility 

and is the basis for some work in which the sputtered surface is used 

as a reference for calibrating the surface composition of an unsputtered 

alloy. 

It has been sho~~ experimentally that different solids have differ-

cnt sputter efficiencies. 121 122 Wehner ' has made measurements for many 

solids including Au, Ag and Sn for Ar bombardment with ion energies 

from SO - 600 eV. and indeed their sputter efficiencies are different. 
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As such, in binary alloys it may be expected that the species with the 

highest sputter yield may be removed preferentially, leaving a surface 

enriched in the other component. If the sputtering yield is denoted by 

y, then the surface composition, xs' of a sputtered surface may be 

given by Eq, 6.1 

Au x 
s 
Ag 

x 
s 

AU
I 

Au 
xb y 

Ag
i 

Ag 
xb y 

which can be rewritten as the following: 

Au 
x 

s 

y (x~u/x~g) 

1 + y (x~U/~g) 

6.1 

6.2 

where Y= yAg I yAu This model makes the unlikely assumption that the 

sputter yield of a species is independent of the matrix it is in, It 

also provides no information about the depth profile of the enrichment. 

Another possible effect of sputtering is that the surface might 

be altered by the formation of pits, towers, vacancies, dislocations 

and implanted Ar. It is very difficult to predict how the formation 

of such exotic topography will affect the Auger intensity ratios. 

The data in Table 6.1 make it possible to assess these three 

possibilities. If the effect of sputtering were to strip away the Ag 

rich segregated surface leaving an exposed surface having the bulk 

composition, then it would be expected that the normalized Au/Ag 

ratios would be equal and they would equal the ratio of the bulk atom 

AUI Ag h'l h A IA / 0 fraction, xb xb ,w ~ e t e u u ratio, R R 71/241' would be expected 

~o be equal to unity. From Table 6.1 (b) it is easily seen that the 
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Au/Ag ratios are all significantly greater than the ratio of the bulk 

atom fractions. This fact indicates that there is an enrichment of Au 

in the surface region which implies that Ag is preferentially sputtered. 

As with the equilibrated alloys, to obtain information about the depth 

profile of the composition require~ information from various different 

energies. Here there is no data from the Au(2024 eV) peak so only 

comparison of the 71 and the 241 eV peaks gives depth information. 

Due partly to the experimental scatter, it is difficult to see a trend 

in the data which might yield information about the composition 

profile brought about by the selective sputtering of Ag. 

In view of this, for a first approximation it will be assumed that 

Au/ Ag x x 
s s 

where x is the "surface composition." If there is a composition 
s 

6.3 

gradient, the x will be a weighted average of the composition in each 
s 

of the layers sampled by the Auger electrons. The surface compositions 

obtained from the ratios R/Ro71/356 and R/Ro241/356 using Eq. 6.3 

are shown in Fig. 6.1. The resulting surface compositions shmv the 

expected enrichment in Au. 

+ Wehner's results indicate that for normally incident 400 eV Ar 

ions, pure Ag sputters with an efficiency of about 1.3 times greater 

than pure Au. Using this ratio in Eq. 6.2 gives the expected surface 

enrichment shown by the solid curve in Fig. 6.1 labeled Y=l.3. It 

appears that the selective sputtering occurs to an extent even greater 

than predicted by the 400 eV sputter yields for pure Au and Ag. This 

may be due in part to the off-normal angles of incidence used in these 
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Au- Ag 
Sput ie red Values 

6 R/Ro 71/356 
o R/Ro 241/356 

XBL 7610-7598 

Fig. 6.1 The surface enrichment in Au of sputtered Au-Ag alloys as 

determined from two nornalized Auger intensity ratios. The 

solid curves give the predicted enrichment for the cases in 

which Ag sputters 1. 3 and 1. 7 times more efficiently than Au. 
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experiments. This may also mean either that the sputter yields depend 

upon the matrix in whicll the sputtered species is located, or that the 

model in Eq. 6.1 is a poor description of what is actually happening. 

The Au-Sn data given later indicates that for that system possibly 

the latter is true. 

The effects of the supposed increase in surface roughness brought 

about by sputtering are hard to estimate. One might expect the Im,Test 

energy Auger peaks to be attenuated more strongly than the higher 

energy peaks. If this is true, then the increased roughness would 

cause a decrease in the ratios R71/356 and R24l/356' Correcting for 

this factor would give surface compositions even more enriched in Au. 

To check for roughness effects, the absolute intensity of the 

Au(7l eV) peak from a pure Au sputtered sample was compared to that 

obtained after annealing the sample for about 700 seconds near 400°C. 

There was a slight increase in the intensity after annealing but the 

increase was less than 6%, which was about the same size as the experi

mental error. Intensity changes of this magnitude could not be respon

sible for the large apparent Au enrichment, especially since only 

intensity ratios are used and it might be expected that ratios are 

less sensitive to roughness than absolute intensi~ies. It should be 

pointed out that sputtered data was normalized using the reference 

ratios RO obtained from pure Au and Ag samples which had been annealed. 

The difference between using these ratios instead of those obtained 

from sputtered Au and Ag (which might be a more proper reference) is 

expected to be small for the reasons given above. The fact that the 
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Au 
normalized intensity ratios for the sample with xb = .97 indicates 

nearly no Au enrichment is very good evidence for the fact that the 

reference ratios RO are indeed correct. That is, for this sample 

sputtering can not yield a strong enrichment in Au; it must give 

something close to the bulk values which is what the normalized 

intensity ratios correctly show. 

Finally it should be restated that these surface compositions, 

calculated from Eq. 6.3, are weighted averages of the compositions in 

all of the layers sampled by the Auger electrons. If the enrichment 

in Au actually occurs in only the top monolayer, then the enrichment 

of this monolayer would be even larger than indicated by the data 

points in Fig. 6.1. However, the ratio R/Ro7l/241 is close to or even 

possibly less than unity for all alloys,which is not consistent with 

a monolayer type of enrichment in Au. Also, as mentioned above, the 

two Au/Ag ratios do not show the proper difference to be consistent 

with only a monolayer type of enrichment. 

6.2 The Au-Sn System 

The experimental and normalized Auger intensity ratios obtained 

from sputtered Au-Sn alloys are given in Table 6.2. The sputtering 

was done with ion energies of 1500 eV at a grazing angle of incidence 

(about 70° off normal) which was constant for all alloys. Sputtering 

times ranged from 20 to 90 minutes. Upon one occasion, the ratio 

R7l/43l was monitored as a function of sputtering times and it was 

found that after an initial rapid increase, the ratio continued to 

increase although rather slowly. As such, the ratios in Table 6.2 
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Table 6.2 Auger intensities from sputtered Au-Sn alloys. 

a) Experimental ratios 

Au 
R71 ! 431 R241!431 R2024 !431 R71 !241 R71 !2024 

Sputtering 
xb times (sec) 

.500 .88+ .02 .097+.002 .073+.001 9.1+.2 12.1+.3 1500-1500 

.610 1. 25 .127 .090 9.8 13.8 1425 

.650 1.03+ .07 .114+.009 .083+.007 9.0+.1 12.5+.5 1700-2100 

.755 2.31+.10 .241+.011 .169+.008 9.6+.1 13.7+.3 1900-2900 

.799 6.1 +1.5 .62 +.14 .430+.09 9.7+.3 14.3+.5 1500-2850 

.867 8.1 +2.2 .84 +.22 .58 +.16 9.6+.2 13.8+.5 1600-5200 

.990 37. +8. 4.1 +.9 2.9 +.6 9.4+.1 13.3+.3 1500-4700 

b) Normalized ratios 

Au/ Sn 
xb xb R/R71!431 R/R241!431 R!R2024 !431 R!R71 !241 R!R71 !2024 

1.00 1.58+ .06 1. 71+ .06 1. 84+ .08 .94+.02 .87+.04 

1. 56 2.24 2.23 2.29 1.00 .99 

1. 86 1. 85+ .14 2.01+ .2 2.09+ .19 .92+.02 .89+.05 

3.08 4.14+ .2 4.24+ .2 4.28+ .27 • 99±-.02 .98+.05 

3.97 10.8 + 2.7 10.9 + 2.5 10.9 + 2.4 .99+.04 1.02+.06 

6.52 14. + 4. 14.9 + 3.9 14.8 + 4. .99+.03 .99+.06 

99.0 66. +14. 72. +19. 73. +15. .97+.02 .95+.05 
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are probably not quite steady state values, The principle source of 

spread in the data seems to be due not so much to variation in the 

sputtering time as to the placement of the samples, since various 

positions were tried to acheive optimal sputtering, Because of the 

grazing angle of the sputtering, small movements of the sample along 

the axis of the CMA resulted in large displacements of the ion beam 

across the sample, so that the actual ion flux at the surface of the 

samples varied, The uncertainties given in Table 6.2 are standard 

deviations of the data from all o~casions on which the samples were 

sputtered. 

In spite of these difficulties, the qualitative information of 

interest can be obtained. The surface Au composition was obtained 

from the normalized Au/Sn intensity ratios using Eq. 6.3, and these 

are sho~~ in Fig. 6.2. The data indicates that sputtering does enrich 

the surface in Au for most of the alloys. For the 99 at% Au sample, 

virtually no enrichment in Au.is expected and the data indicates this. 

The data shows that for at least two of the samples the high energy 

Au peak· indicates greater enrichment of Au than do the low energy 

Au pr::aks, i. e, there is a trend in which 

R/R o R/Ro R/Ro Au/ Sn 
2024/431> 241/431 > 71/431 > ~ xb 

and 

These sequences indicate that the composition of Au increases with 

depth, but that there is enrichment of Au (over the bulk value) even 

in the region sampled by the Au(71 eV) @lectrons. It therefore appears 
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Au- Sn 
Sputtered Values 

6 R/Ro 71/43! 
o R/R

o 
241/431 

0.15 
o R/Ro 2024/431 

"Au "Au "s -"b 

0.10 

0.05 

o -------- ---------------

a. 
0.5 0.6 0.7 0.8 0.9 1.0 

XBL 7610-7599 

Fig. 6.2 The surface enrichment in Au of sputtered Au-Sn alloys as 

determined from three normalized Auger intensity ratios. 



as if the Au enrichment caused by sputtering not only occurs in more 

than one layer, but it increases with depth for some distance before 

decreasing back to the bulk value. The data are not accurate enough 

to provide a composition profile, and in fact the apparent inverted 

composition gradient may actually be a result merely of a roughened 

surface combined with selective sputtering in only the top layer. 

It should be pointed out that the decrease in the surface enrich

ment for the 65.0 at % Au sample seems to be real. This could suggest 

that matrix effects in the sputtering yields may be important for 

this sample. Wehner has reported that at normal incidence the sputter 

yield for Sn seems to be even lower than that for pure Au for energies 

from 50 to 600 eV which is interesting in view of these results \"hich 

indicate that Sn is selectively sputtered from a Au-Sn matrix. These 

facts and the evidence for the effect of sputtering extending for 

deeper than one layer indicate that the simple model suggested by 

Eq. 6.3 is insufficient to explain these sputter results. 
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7. SUMMARY M'TI SUGGESTED FUTURE WORK 

In concluding the results and discussions of these studies, two 

main subjects will be considered. The first topic will be a sumnlary 

of the information that has been learned from these experiments, both 

from a general and a more specific point of view. This includes no~ 

only facts learned about alloys, but also about the techniques used 

in the study. The second topic will be a discussion of the questions 

which have arisen and the experiments which are suggested by the re-

suIts of this work. 

Most generally, the experiments have shown that surface segre-

gat ion of the component with the lowest surface free energy does occur. 

~TIen this work was begun, this concept was appreciated, but had not yet 

really been directly or conclusively proven. In addition, the experi

ments have sho~~ that AES can be used (in favorable cases) to obtain 

at least semi-quantitative information about the extent of the surface 

segregation. The techniques of AES have improved in the last few years 

and will continue to improve as more is learned about attenuation, back-

scattering and matrix effects. Here the effect of the attenuation of 

the Auger electrons, which was included in the intensity expression 

proposed by Meyer and Vrakking,95 was applied to alloys and the neces-

sity for the simultaneous collection of information from Auger peaks 

of as wide an energy range as possible was realized. To study the 

equilibrium segregation of binary alloys necessarily·requires that the 

alloys be both binary (i.e. clean) and equilibrated. Much of the 
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confusion in the literature comes from experiments performed upon 

samples that do not satisfy these criteria. 

More specifically, the following things have been learned. 

Sputtering can be used as a means of cleaning alloy samples and its 

disruptive effect upon the surface can be exploited to determine the 

temperatures at which the surface can be equilibrated with the bulk 

(about 400°C for Au-Ag and about lSO°C for AU-Sn). The sputtering 

does lead to preferential sputtering of one of the components in these 

binary system (Sn and Ag in Au-Sn and Au~Ag respectively) so sputtering 

can not be used as a reference state for normalized Auger intensity 

data. It was found that surface impurities can also affect the Auger 

intensities and thus must be removed. 

From the Au-Ag studies it was found that the regular solution model 

does, not accurately predict the surface composition of a very simple 

alloy. Segregation of Ag was found to be present, but the driving 

force is only about two thirds of that expected from the surface ener

gies of pure Au and Ag. The discrepency is attributed to solid state 

effects which may also be responsible for an apparently enhanced segre

gation near the limits of dilute solutes. These solid state effects 

which enter into the free energy of segregation may include some entro

py effects such as due to the presence of short range ordering in the 

alloys or to the change in the vibrational entropy between atoms at 

the surface and in the bulk. There may also be strain effects due to 

different elastic properties of Au and Ag at the surface. A comparison 

of results measured with two types of Auger analyzers pointed to the 
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fact that instrumental effects (such as the perturbation of a high 

background) can lead to confusion. The consideration of possible 

backscattering corrections indicated the importance of fur'ther work 

to measure and understand backscattering factors. 

From the studies of the Au-Sn system it was learned that surface 

segregation can be detected not just by the absolute values of Auger 

intensity ratios, but also by the dispersion between intensity ratios 

involving different Auger energies. This dispersion was also present 

in the Au-Ag system which showed less segregation, but was not as 

pronounced. It was found that using the intensity model, the data 

from different energies for the S and the a phase alloys could be fit 

very consistently to a monolayer segregation, giving evidence to the 

suspected property that the segregation takes place only in a narrow 

surface region. It was shown that the uncertainties in the analysis 

due to the imprecise knowledge of the electron escape depths could be 

estimated. It was found that systems involving changes in structure 

and density with bulk composition required careful analysis which 

takes account of the atomic densities. Effects of applying the inten-

sity model to surfaces other than closest packed planes were also 

observed. 

The most important physical fact obtained from the Au-Sn studies 

was the discovery that the presence of strong long range ordering can 

prevent segregation (as in the 0 phase). whereas the segregation may 

occur for a disordered alloy (as in the ~ phase). The strong segrega-

tion found in the a and ~ phase is in agreement with that expected 
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from considering the surface energies of pure Au and Sn, and the rela-

tively larger effect in the Q phase"attributes to the effect of strain 

in the segregati.on. The fact that the two phase (cS + S ) alloys were 

found to obey the lever rule again provides evidence that the surface 

segregation is localized to only the surface or near surface atomic 

monolayers. Above all, the results of the Au-Sn studies ShOH that 

consideration of the bulk phase diagram and bulh alloy properties is 

essential in predicting the surface phase diagram of an alloy. 

Future studies of alloys might be expected to move in two possible 

directions. The first possibility is to study se~i-quantitatively a 

wide variety of phenomena Hhich occur at alloy surfaces. The second 

direction is to Hork hard on making AES more quantitative. Both of 

these possibilities \vill be discussed beloH, 

Important information about alloys can be obtained without a 

full quantitative treatment by studying the temperature dependence of 

the alloy's surface composition. This dependence is expected to be 

described by Eq. 2.9. 71 Burton has shown that for a very dilute 

alloy, this expression can be written as an Arrhenius type of equation. 

Measuring only the temperature dependence of an unnormalized Auger 

intensity ratio can give the heat of segregation Q. In this way, 

without knowing the actual surface composition, information about the 

driving force for segregation can be obtained and compared with 

theoretical estimates. Non-linearity in the Arrhenius plot might 

yield information about the temperature dependence of Q as expected 

from the entropy t'erms suggested by Seah. 19 Experiments of this type 
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would require carefully designed sample holders which would allow the 

sample to be held at high temperature without introducing electromagnetic 

fields which would affect the Auger analysis. The difficulties with 

these experiments is first that for non-dilute alloys the value of Q 

is not easy to extract from the data, and second that the experimental 

errors are usually non-negligible compared to the extent of the measured 

effect. 

Other studies might center upon studying liquid alloys. In the 

Au-Ag system studied above, it is believed that solid state effects 

enter into the segregation. In liquids, these effects and the effects 

of surface roughness are absent. Comparison between the surface compo

sition of the solid and liquid phase of an alloy in addition to the 

temperature dependence of these compositions may provide interesting 

information on the energetics of segregation. Solid state effects 

might also be elucidated by studies of small alloy particles, but 

Auger data from such samples would be hard to interpret properly. 

The effects of ordering might also be successfully studied. It 

may be useful to observe the Auger intensities at temperatures above 

and below the critical temperature of an alloy known to undergo a 

bulk order-disorder transition. This could be extended to order-order 

and even solid-liquid phase transitions. It might also be interesting 

to study a series of very similar ordered alloys which maintain long 

range order. For instance. the 0 phase Au-Sn alloy discussed above 

could be compared with PtSn .. NiAs and other structurally isotypic 

·compounds to determine for which ones the ordering is dominant in 



-200-

inhibiting surface segregation. The effect of ordering upon surface 

segregation is also generally lacking a good theoretical framework. 

This points to another possible means of understanding alloys. 

It enough reliable data is accumulated it may be possible to separate 

out a series of alloys in which one particular property, such as the 

heat of sublimation, of one of the components varies widely while 

other important properties remain nearly constant. This ,wuld of 

course permit speculation about the significance of the particular 

property. Not only the type of components but also the concentration 

can be varied in a series. This sort of empiricism requires identifi

cation of all physical properties expected to be important in determin

ing the nature of the surface segregation. 

Still more experiments may be done to study how the presence 

of impurities on the alloy surface may alter the surface composition. 

This may yield information about the surface site competition and 

about chemisorptive induced segregation. This problem is complicated 

experimentally by the attenuation of Auger electrons caused by the 

impurity, 

The other direction toward which future work may be expected to 

move is that of striving to make AES more quantitative, To improve 

the techniques of AES a number of suggestions can be made, Of first 

importance is to perform experiments to test and measure the effects 

of backscattering, Smith and Gallon97 have shown how to measure 

backscattering coefficients from solids. It would be interesting to 

measure the backscattering coefficients, r, for the pure solids and 
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the alloys of binary systems for which the surface compositions have 

been determined by Auger. The conclusions of those studies could be 

judged in view of the new backscattering information. The value of r 

should be measured as a function of the energy of the primary beam 

and for Auger transitions of various energies. In addition, these 

measuremenrs can be made for alloys of various compositions. The 

effects of backscattering can also be tested more simply by careful 

measurements of ~E as a function of the primary energy. Any change in 

SE with Ep is indicative of either a change in (r/rO) or of a matrix 

effect in which the energy dependence of the ionization cross section 

is different for an alloy than for a solid. 

Other problems which complicate the use of Auger to determine 

the surface composition of alloys is that of possible matrix effects. 

In t,he analysis here, these effects have been assumed to be absent, 

but in fact this assumption should be checked. The effect of alloying 

upon the ionization cross sections, Auger probability and escape 

depths should somehow be measured. The problem is that making such 

measurements will undoubtedly be very difficult, especially that of 

measuring any composition dependence of the escape depth. This is 

due basically to the fact that the Auger intensities carry too much 

information and it is practically impossible to uncouple it all. 

One of the principle difficulties of doing quantitative AES is 

that there are no good standards. In view of this, one approach to 

improving the technique is to continually search for specimens which 

may serve as standards. For example, if it is possible to grow a very 
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thin film known to be continuous and of uniform thickness, then it is 

possible to measure escape depths of Auger electrons emitted from 

h b d h f '] Th' h d h . fbI' d 48 t e su strate an tel ID. 1S met 0 as ln act cen exp olte • 

Such fil~s may also be used to study the effects of backscattering and 

possibly other important parameters entering into the Auger intensity 

expression. Other surface morphologies such as vaporized grids, 

uniform sandwiches, controlled roughness, cleaved single ~rystals 

exhibiting layers of alternating composition such as Ga~s(lll), etc. 

may possibly be used as standards to study the various factors involved 

in the Auger intensities. 

Another approach that may be useful in elucidating the alloy 

problem is to use complementary information from a second technique 

such as ion scattering spectroscopy (ISS). These two techniques 

(ISS and AES) have a different set of difficulties, so the use of both 

techniques simultaneously may yield information by supplementing 

weaknesses of one technique with the capabilities of the other. 
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APPENDlX 

The computer was used frequently as an aid in interpreting the 

Auger data, Variations on two basic programs ,verE' used in these 

studies, The first program, REGSOL, \vas used to calculate theoreti

cal surface compositions for alloys which obey the ~ular solution 

model, The second program, AUGINT, was used to calculate the expected 

Auger intensities from a hypothetical surface configuration, 

The program REGSOL is shov."'l1 belmv for the case of Au-Ag alloys, 

The surface monolayer compositions predicted by the ideal solution 

monolayer model (XIM) and the regular solution monolayer model (XRkl) 

are calculated as a function of bulk composition (XBULK), The 

compositions in each of the top four layer (~vl, ~V2,A~3 and ~v4) 

as predicted by William's3 four-layer regular solution model are 

also given, The program uses a form of Newton's method to find the 

roots, The output for a particular temperature (700 0 K) is provided 

along with the program, 

The program AUGINT as applied to Au-Sn alloys is shown below 

along with some of the output, The program is shown for the calcu

lation of nine possible normalized Auger intensit,Y ratios, t;E and 

R/R o

E/ E, (denoted by XC(E) and E/E' respectively in the output) for 

the energies E = 71, 241, 2024 and 431 eV, The intensities are 

calculated assuming that the first layer compositions Xl are the 

same as the bulk composition, The crystal parameters which include 

~he atomic density, RHO, and the interlayer spacing, D. are specified 
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for each of the 0, 1:. pure Au and pure Sn phases. The program repeats 

the calculation for various values of the escape lengths, IJ01BDA. 

Nany forms of AUGINT were used depending upon the particular calcu

lations desired. By altering the input format or various lines in 

the program, surface monolayer compositions, escape lengths, crystal 

parameters or bulk compositions could be altered so that the calcula

ted intensity ratios could be visually compared with the experimental 

data. Backscattering or multilayer effects could also be included 

by altering the second line of the program. 
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PROGRAM REGSOLI!NPUr,GUTPUT.TAP~Q=~UTPUTJ 
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X ',I( 1 ,K): Xl-D!FUxl,X2IIDIFP(Xl) 
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IF(Xh'(J,Kll33,:n,34 
)(wtJ,K)=.",J"l 
(011 T! Ii UE 
EP.!=C1Fl(X;;(l,KI,Xw{Z,K) 
ER2=OIF2IXri(I,Kl,XW(2,KI,XwI3,KII 
E p, 3= 0 r F 3 ( H. ( 2, K ) , x w ( 3 • K I , )( ~ ( 4, I() ) 

ER.4=DIF4(X ... (3,Kj,XVd4,Kl) 
ERR r = A B S ( cC; I I .. A 8 S ( E RZ I + A F, S IE;:' 3 ) ... 'Hi $ (E R4) 
IF(!':RRT.LT •• ,)ll GG TO 35 
IF(N.GT.2)1 GO TO 35 
)( 1" X,,! 1 ,K) 
)(2=X"{2.;() 

)(3=>:: 1'( 3, K) 
)(4=)(,,( 4,K) 

GCJ TO 3:1 
'" ,-, 1 r E (c' • 1 1 'j) X D tl ( K I , Xl! K I • X " (K ! , )( h { L f K ! , X " ( 2 , K I , X. ',J ( 3, '< ) , ,,, ( ,t, K ) ." 
Fe 1:,"1 t. T ( ;: 5. :: , 7 X • F 5. ,; , :> X ,F :;. 3 , ') X , F 5 • ~ , :; X • F 5 • .3 , :> X • F '5 .3, ') X • F 5 , 3 • :; x, [;. l 
C.ONT[NJE 
T"-I+100 
IF(T.LT.lt001 GJ TO 3J3 
EfI<O 
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fUK Tf': SYSTHI ALI- t.G 
UnACc Ht,S!C"! Of !lU=- Ib78 (,Y~J~S/Cf~ 
UkFACl TENSIO~ OF AC- 1392 nY~ES/C~ 

UPF~CE A~[A= 4.4JG~'U8 C~'C~/~J~~ 
~':'U~AI' ::'LJlUTICN Pt.R:">lEH:K. O"',EG!.= -42.)0 CI\L/"',SLE 
UH'L F:' T u",F= 7JJ 
lFLlClG;:;!.L PM;>t.I-,EHRS t.Rl 
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Xi) UL K =
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'" ~2 .... 1 
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.7::'0 
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• 7t .J 

.7 ;Jv 

Go 6~) ,,' 
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.'tVJ 

.,n.; 
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.9b) 

l= 12 
Z IfERTICLE :3 
Z LAYtr; '" 6 

XIM" 
• 151 
o2!J iJ 
.357 
.4';'1 
• .,92 
c~~3 

.:'8" 

.024 

.657 

.71 I 

.7:,3 
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.77.: 
.701 
• thl4 
'. t 1 d 
.b3J 
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,8:; j 
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088" 
Get; 7 
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• <; 17 
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• <,2 S-
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.<;3'1 
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.'757 
.901 
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• '17 t' 
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.,>7'1 
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o Ii b:) 

XPY,= 
.06'1 
.123 
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.212 
.2:11 
.201 
.322-
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'" .; 1 t· 
.4 L, t 
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.5: 2-
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H 
53 
61 

62 

112 

12:) 

124 
125 
12~ 

131 
132 
143 
145 
153 
154 
154 
157 
160 
171 
172 
173 
17b 
20<' 
2J5 
211 
22"-
231 
236 
241 
242 
245 

264 
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267 
270 
211 
214 
275 
306 
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3B 
321 
326 
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335 
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355 
357 
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PPOGRA"I AJG1",r{ !~PUT.JUTPUT) 
P '. A l f L A "I ( , I • P He' (" I • xeD ( " I • X C l (" I. R ( 4. " ), XC! ( " ) 
F 1 ( D 1 ,'lZ • f )" < fH ( I. - E XP (-I) lit E * • 7" 3) ) I ~ I X I • X2 * EX P (-0 Z! (f. ... 743 I II 

1 (1 • - EX P (- Oll ( E •• 7<. 3 ) I I I 
REM) 101,(PHC(I),r=1,4) 
ReAD 101,04U.DS",,)).:Jl 
R F 4) 1 i) ) • ( EL A ~ ( I I. I = I, 4 I 
IF(cLA"CU.EQ.O) 30 TO 8 
F,) R~ AT ( F 6. :3. 2X. Fl,. 3. 2X .F 6. 3.2 X. F 6. 3) 
FO 0\4 AT (Fe.". 2 X, F S .4. 2X. F 8.4. 2X. F 8.41 
PRI'H 201.R"IC(l) ,DAU,RHIJf2I.DSN,OHO(3I. DO, RHO(41.DZ 
<"l'l~AT(lIII!.7H~-iJ aU=.F".~.lOX.5HDAU =.F6.4,1.7HR-{O S","" 

IF6.5.lJx,5HOS,," ".FS.4./'!::Hflo-C DELTA=.F6.5.7X.7HJ:JELTA=. 
2F6.4.1,'l-{"-W ZeTA •• F6.5.9X.6HDlETA= .r6.41 
PP!~T 2C13.1!'LA'I(l).l=1.4) 
1 .'<'IAT(l)HLA"ROA 7l=.F6.!./.lIH..A/<BDA 2 .. 1=.F5.1,/, 
112YL~"'8')A 2024=.F4.1./.lIHLA~BOA 431=.F6.11 

p,< t~T 202 
rnr"AT 1!1!,2x.2HX.B.~X.~>iXC(711.5X,7HXC(2411. 4)(, 8HXC( 20241. 

15X. 7HXCI 431) ,6X.6-i71 '431 .5)(. 7HZ4l /431 ,4)( .8H2~24/431 ,6X.6H71/241. 
2:x.7H71120241 

n =. 5 
)( 2= • '5 
P H= RI-<O (3 1/ R HCl ( 1 I 
DO 1 ! =1 .3 
xc ° ( 1 J = F !( DA U. )0 ,::: L ~ "It I I I 
PH=RHCD)I RH(,(ZI 
xc I) ( 4) =" 1 ( D S N • D D • E L A '\« 4 I I 
X 1= .837 
X2 =. R 3 '7 
PM =,,-"W( 4) IP-HJ( 11 
I"D 2 1= 1,3 

2 XCl(II=Fl<DAJ.ol.ELA"'{III 
Xl=.I63 
)(2=.163 
PH=RI-<('(4! I "HOIZ) 
xc Z ( 41 =;: 1 ( i') so.; • D Z • E l4 .. ( 4 I I 
003'<=1.7 
X"=. 5< .05' (1(-1 ) 
0(1 4 1'1.4 

'" x C I ( I I = ( • ~ 3 7 - X B I I • '3 3 7 * X C n ( ! I • ( ( )(8 - • 5 ) I. '3;) 7* XC Z ( I I ) 
o [l 5 I =1 .3 
P( !.l.I=XC!( [IIXCI( ,0) 

P! 1.2 ) =X C I (1 II XCI (2 I 
R ( 1 , 3 I = xC I (1 I I XC I (3 I 
PPI'IT Z,)0,XB.!XC[(II.!=1.41.{P{I.41.!=1.31.R(1.21.Rll,31 

200 FC'R"AT(~6.3.'1F12.31 

'3 CONTI NU' 
)(8= .867 
Xl =.867 
)(2=.867 
PI-'=RHO(4!/RHD( U 
DO ~ 1 =1 .3 

6 XCI ( [ I =" l( D II U • D I • E L II ~ II " 
)( 1=.13 3 
)(2=.133 

PH = PH C (t,) I PH n (2 I 
xc I ( 41 = C l( D S~ ,DI • E L HI( "I I 
0f1 7 [=1,3 

7 R(!.41"XCl(l)/)(CI(~1 

R ( 1, 2) = xc !( 1 II x:: !( 2 I 
R« 1. '3 I =X C T (1 II XC! ( '3 I 
pq I '4 r 200, XB • ( )( C I ( I I • ! =1 ,4 ) • ( R ( I ,41. 1= 1. 31 • R ( 1. 2 I, R ( 1. 31 
r,o Tn " 

8 STOP 
~'m 



HO IIUm ,IH'IJ 
~O 5,"=.IJ??C' 
HO 'JEt T~ •• ()<11l0 
yo lFTJ\o.l3S4) 

lA"lRDIl H, 4.0 
1 A~ fFJ ~ 2 4 I • R .0 
lAMP-1111 2024%3".:) 
LII"IIlOA 431 3 R.O 

)0\ 

.5(10 
,550 
.S )J 

.650 

.DO 
,1) J 
.8JO 
.867 

KG AU: • 13QOO 
HO SNm.I<.l820 

Xr:lHl 
.37" 
.435 
.~o I 
.566 
• (, 31 
.1''1~ 

.761 
.831'1 

HJ OEl U·.09710 
HO lETA· .U~4() 

lAM!'<OA 71. 4.0 
lj\~.'lDA 241m 8.0 
lAMRDII 2JZ4.)0.0 
lA~r,Oi\ 431- 10.0 

)(1'1 H!ll! 
.5"0 • ~ 1') 
.550 .. 4 3fl 
.~ )0 .5?l 
.65t) .. ~6/:. 
.100 .6B 
.15J ."'1f, 
.r,OO • 761 
• tl6 7 .0,3'\ 

nllJ -2,3<40 
nSN ·2,~09H 
nn~lTft·2.1570 

nIFI~·2.3RJJ 

XC! 2411 )(C!20241 
.315 
.440 
.504 
.56~ 

• (, 3 2 
.1:>')6 

• r f) I 
.837 

I'lAU -Z. 3~40 
OSN 'Z .~198 
,)O::LTA~2.1570 

OlET 11,2.3800 

.3 HO 
.443 
.<01', 

• 'i 10 
.633 
.1\97 
.760 
.836 

XC!2411 XCI201 4 1 
.315 .3 AO 
.440 .. '~4:1 
• '04 • ~O(, 
.563 • <; 7,) 
.632 .1>33 
."'')~ • f,') 7 
.1 hi • rc,fI 
• n3 7 • A '3 I:> 

)(f! 4311 
.511 
'.5;>2 
." 72 
.'.23 
~ 314 
• 325 
.276 
.1')5 

)(( H,311 
.511 
.';21 
.477 
.41R 
.3711 
.3?S 
• Z 7fl 
• I ') 7 

n 1431 2411431 2024f4H 111241 1112024 
.64<1 .6511 .665 .981 .916 
.R 35 o A 1*,3 .1'4"1 .9'11 .9113 

L')6fl 1.01\6 1.072 .194 .989 
1.337 I. 342 I. v.e, .99& .'l'l :I 
1.687 1.6"10 1.69 :I .9'18 .997 
2. 1'.3 2.144 2.1 ',4 1.))) .'1'19 

2.7"l 2.759 2.757 1.001 1.002 
4.2"4 4.287 ".?n t 1.002 1.003 

I 
N 
0 
\0 
I 

71/43\ 241143\ 2024/431 1112"1 711202'> 
.. 6',2 .6';0 .6511 .91l7 .916 
.n 2& .. Pl?4 .840 .9'11 • 'liD 

L 04'l I. J 55 1 .06 I .. 99/~ .<l/19 

1.323 1.3? R I. } 33 ... 996 .993 
I .670 ! • I> 7" 1 .. f) 76 • ,)"g • 'J<17 
2. 1?3 2. Ill. 2 .1 ?', I .000 .Q'I'J 

7. nn 2 .. r V5 2. nJ 1.0(11 I. ~o 2 
I, • If, I 4.254 4 .. 2/~R 1.002 1. flO 3 



-210-

REFERENCES 

1. R. Defay, 1. Prigogine, A. Re11emans and D. H. Everett, Surface 

Tension a~ Adsorption~ John Wiley and Sons, Inc., New York (1966). 

2. F.L. Williams and D. Nason, Surf. Sci. ~, 377 (1974). 

3. F.L. Williams, Ph.D. dissertation, Stanford University (1972). 

4. R.A. Van Santen and N.A.M. Boersma, J. Catal. 34, 13 (1974). 

5. S.H. Overbury, P.A. Bertrand and G.A. Somorjai, Chern. Rev. 

547 (1975). 

6. R.A. Swalin, Thermodynamics 

Ne,v York (1972). 

Solids, John Wiley and Sons, Inc., 

7. R.A. Va., Santen and W.H.H. Sachtler, J. Catal. 11, 202 (1974). 

8. R. Hultgren, et. a1., ted Values of the Thermodynami£ 

Properties £i Binary Alloys, American Society for Hetals, 

Metals Park, Ohio (1973). 

9. G.A. Somorjai and S.H. Overbury, Faraday Disc. Chern. Soc., 60, 

279 (1975). 

10. J.L. Meijering, ACTA Hetall. 14, 251 (1966). 

11. C. Van Leeuwen, P. Bennema and D.J. Van Dijk, ACTA Metall., 22, 

687 (1974). 

12. J.E. Lane, Aust. J. Chern. 21, 827 (1968). 

13. A. R. A1tenberger and J. Stecki, Chern. Phys. Lett. 1, 29 (1970). 

14. G.A. Somorjai and D.H. Blakely, Nature 258, 580 (1975). 

15. J.J. Burton~ E. Hyman and D.G. Fedak, J. Catal. 37, 106 (1975). 

16. W.M.H. Sachtler and R. Jongpier, J. Catal. 4, 665 (1965)0 



-211-

17. D. ~kLE'an, .Grain poundaries in Metals, Oxford .University Press, 

London (1957). 

18. B.J. Pines, J. Phys. Sov. Un. 1, 309 (1940). 

19. M.P. Seah and C. Lea, Phil. Mag. ll., 627 (1975). 

20. M.P. Seah and E.D. Hondras, Prac. R. Soc. Lond. A 335,191 (1973). 

21. V.S. Sundarem and P. \vynblatt, Surf. Sci. 52, 569 (1975). 

22. J.J. Burton and E.S. Mach1in, submitted to 1'hY8. Rev. LQtt. 

23. I.H. Khan, Surf. Sci. 40, 723 (1973). 

24. K. Veda and R. Shimizu, Surf. Sci. ~. 789 (1973). 

25. W. Ellis, J. Vac. Sci. Technol. !. 1027 (1972). 

26. M. Huber and J. Oudar, Surf. Scio 605 (1975). 

27. W.M.H. Saeht1er. J. Vae. Sci. Technol. 2. 828 (1971). 

28. R. Bouwman, Electron Emission~ Surface Composition and Adsorption 

Phenomena of Heta1s and Alloys, Drukkerij Bronder-Offset N.V., 

Rotterdam (1970). 

29. EeD. Hondros, Proc. R. Soc. Lond. A 286. 479 (1965). 

30. R.F. Goff, J. Vac. Sci. Technol. 10, 355 (1973). 

31. S.H. Hercules and D.M. Hercules in Characterization of Solid 

Surfaces, P.F. Kane and G.R. Larrabee, eds.~ Plenum Press, 

Ne," York (1974). 

32. R.L. Park and J. E. Houston, J. Vac. Sci. Techno1. 11,1 (1974). 

33. W.D. Mackintosh in Characterization of Solid Surfaces, P.F. Kane 

and G.R. Larrabee, eds q Plenum Press, New York (1974). 

34. Leo Brewer in Electronic Structure and Alloy Chemistry £f. the 

Transition Elements, P.A. Beck, ed., Interscience~ New York (1963). 



-212-

35. i~.B. P~a:rson» A Handbook of Lattice Spacings_ and Structures of 

Metals and Alloys, Pergamon Press, Ne\-' York (1958). 

36. R. Bouwman, G.J.M. Lippits and \V.H.H. Sachtlcr, J. Cata1. l2., 

350· (1972). 

37. K. ChristDann and G. Ertl, Surf. Sci. 1}, 254 (1972). 

38. B.J. "(>lood and H. Hise, Surf. Sci. 151 (1975). 

39. H.J. Mathieu and D.H. Landolt, Surf. Sci. 228 (1975). 

40. S.H. Overbury and G.A. Somorjai, Surf. Sci. ~, 209 (1976). 

41. s.c. Fain and J • H. 11cDavid, Phys. Rev. B ,2., 5099 (1974). 

42. G.C. Nelson, J. Vac. Sci. Technol. 11, 512 (1976) • 

43. H. Farber and p. Braun, Vakuum-Technik 11, 239 (1974). 

44. W. Farber, G. Betz and P. Braun, Nucl. lnstr. Meth. 132, 351 (1976) • 

45. A. Jablonski, S.H. Overbury and G.A. Somorjai, to be submitted. 

46. C.T.H. Stoddart, R.L. Moss and D. Pope, Surf. Sci. ~, 241 (1975). 

47. C. Leygraf, G. Hultquist and S. Ekelund, Surf. Sci. ~, 157 (1974). 

48. P. Palroberg and T.N. Rhodin, J. Appl. Phys. ]2, 2425 (1968). 

49. H.C. Potter and J.M. Blakely, J. Vac. Sci. Technol. 12, 635 (1975). 

50. V.S. Sundarem, R.S. Alben and t-l.D. Robertson,. Surf. Sci. 46, 

653 (1974). 

51. W. Farber and P. Braun, Surf. Sci. 41 j 195 (1974). 

52. R.A. Van Santen, L.R. Toneman and R. Bouwman, Surf. Sci. ir, 

64 (1975). 

53. J.M. McDavid and S.C. Fain, Surf. Sci. 161 (1975). 

54. W.M.R. Sachtler and G.J.H. Dorge1o, J. Catal. ~, 654 (1965). 



-213-

55. L. Elford, F. Muller and O. Kubaschewski, Ber. Bunsenges. Phys. 

Chern. 21~ 601 (1969). 

56. D.T. Quinto, V.S. Sundarem and W.D. Robertson, Surf. Sci. ~) 

504 (1971). 

57. G. Ertl and J. Kuppers, J. Vac. Sd,Technol. 2." 829 (1971). 

58. G. Ertl and J. Kuppers, Surf. Sci. 24, 104 (1971). 

59. K. Nakayama, M. Ono and R. Shimizu, J. Vac. Sci. Techno!. 2" 

749 (1972). 

60. Y. Takasu and H. Shimizu, J. Catal. 29, 479 (1973). 

61. H. L. Tarng and G. K. Hehner, J. Appl. Phys. !ll, 2449 (1971). 

62. M. Ono, Y. Takasu, K. Nakayama and T. Yarnashina, Surf. Sci. 26, 

313 (1971). 

63. R. Shimizu, H. Ono and K. Nakayama, Surf. Sci. 1&" 817 (1973). 

64. Y. Takasu, H. Konno and T. Yamashina, Surf. Sci. 45, 321 (1974). 

65. C.R. Helms, J. C&tal. 1£, 114 (1975). 

66. C.R. Helms and K.Y. Yu, J. Vac. Sci. Technol. ~, 276 (1975). 

67. H.R. Brongersma and T.tr. Buck, Surf. Sci • .2l., 649 (1975). 

68. C.R. Helms, K.Y. Yu and \v.E. Spicer, Surf. Sci. g, 217 (1975). 

69. J.J. Burton and E. Hyman, J. CataL 12, 114 (1975). 

70. F.L. Williams and M. Boudart, J. Catal. 30, "438 (1973). 

71. J.J. Burton, C.R. Helms and R.S. Polizzotti, J. Vac. Sci. Technol. 

13, 204 (1976). 

72. J.J. Burton, C.R. Helms and R.S. Polizzotti, Exxon Corporate 

Research Laboratories, Report nCRL.17BEN.75 (1975). 

73. R. Bouwman and W.M.H. Sachtler, J. eatal. 19, 127 (1970). 



-214-

74. F.J. Kuijers, R.P. Dessi.ng and H.M.H. Sachtler, J. Catal. 1]" 

316 (1974). 

75. S. Berglund and G.A. Somorjai, J. Chem. Phys. ~, 5537 (1973). 

76. N.J. Chou, S.K. Lahid, R. Hall1mer and K.L. Komarek, J. Chem. Phys. 

63, 2758 (1975). 

77. S. Thomas, Apple 'phys. Lett. ~, 1 (1974). 

78. J. Ferrante, ACTA Heta11. 19, 743 (1971). 

79. J. Ferrante, Scripta Metal1. i, 1129 (1971). 

80. R. BOUY.'1IL"ln, L.R. Toneman and A.A. Holscher, Surf. Sci. ]2, 

8 (1973). 

81. R. Bouwman and P. Biloen, Surf. Sci. 41, 348 (1974). 

82. N.P. Seah, Surf. Sci. 40, 595 (1973). 

83. S.H. Overbury and G.A. Somorjai, submitted to J. Chern. Phys. 

84. C.C. Chill1g, Surf. Sci. ~, 53 (1971). 

85. A.J. Dekker in Solid State Physics, Vol 6, Academic Press, New 

York (1958). 

86. L.A. Harris, J. Appl. Phys. 39, 1419 (1968). 

87. C.J. Powell, Surf. Sci, 44, 29 (1974). 

88. I. Lindau and W.E. Spicer, J. Electron Spectrosc. 409 (1974). 

89. C.R. Brundle, Surf. Sci. ~, 99 (1975). 

90. N.J. Taylor, Rev. Sci. Instr. 40, 792 (1969). 

91. H. Hafner, J.A. Simpson and C.E. Kuyatt, Rev. Sci. lnstr. ~, 

33 (1968). 

92. P.W. Palmberg, G.K. Bohn and J.C. Tracy, Appl. Phys. Lett. 

254 (1969). 



-215~ 

93. S.C. Fain and J.M. McDavid, Bull. Am. Phys. Soc. 11t 357 (1974). 

94. E.N. Sickafus and D.H. Hollm.;ray, Surf. Sci, .21., 131 (1975). 

95. F. M0yer and J. J. Vrakking, Surf. Sci. 33. 271 (1972). 

96. H.E. Bishop and J. C. Riviere, J. App!. Phys. 40, 1740 (1969). 

97. D.H. Smith and T.E. Gallon, J. Phys. D; Appl. Phys. 1, 151 

(197':'). 

98. D.H. Zehner, J.R. Noonan and L.H. Jenkins, Sol. State Cormn. 18, 

483 (1976). 

99. J.R. Noonan, D.H. Zehner and L.H. Jenkins, J. Vac. Sci. Technol. 

13. 183 (1976). 

100. F. Meyer and J.J. Vrakking, Surf. Sci. 45. 409 (1974). 

101. H. Bambynek, eta a1 •• Rev. Mod. Phys. 44, 716 (1972). 

102. P.H. Holloway. J. Electron Spectrosc. 1. 215 (1975). 

103. M. Gryzinski, Phys. Rev. 138, A336 (1965). 

104. L.L. Levenson, et. a1., J. Vac. Sci. Techn01. 1. 608 (1972). 

105e P.We Pa1mberg, et. al., A Handbook of Auger Electron Spectroscopy, 

Physical Electronics Ind., Edina, Minnesota (1972). 

106. R.E. Honig, Vapor Pressure of the Elements, wall charts prepared 

by Radio Corp. of America, Princeton, Ne\.,r Jersey (1962)@ 

107. H. J. Hasserman and J. S. Vermaak, Surf. Sci. ~, 164 (1970). 

108. J.S. Vermaak and D.K. Wilsdorf, J. Phys. Chern. 4150 (1968). 

109. D.C. Jackson, T.E. Gallon and A. Chamhers, Surf. Scie 36, 381 

(1913). 

110. M.P. Seah, Surf. Sci. ~, 703 (1972). 

111. E.R. Jones, et. al., Phys. Rev. 151',476 (1966). 



-216-

112. E. D. Greenhill and S. R, NcDonald, Nature 171 ,. 37 (1953). 

113. T.B. Massalski and H.h'. King, ACTA Heta11. .§" 677 (1960). 

114. B. Chalmers, Pr~c~£ ~ .solidification, John Wiley and Sons, 

Inc., Nev York (1964). 

115. J. W. Colby in Adva"ces in !\-ra): ~sis, 11, 287, Plenum Press, 

New York,(1968). 

116. R.D. Giauque, et. aI., LBL Report (/4481, Lawrence Berkeley 

Laboratories, Berkeley. California (1976). 

117. J. V. Smith, cd., Povyde:!, Diffraction File. American Society for 

Testing and Materials, Philadelphia, Pennsylvania (1967). 

118. L.V. Azaroff, Elements of X-ray Crystalloe;raphy, HcGraw-Hill, 

San Francisco, California (1968). 

119. F.N. Rhines, Phas~ Diagrams in Metallurgy: Their Development 

and Application~ McGraH-Hill, San Francisco, California (1956). 

120. R. Farro, et. al., Atti. Accad., Lincei. CI. Sci. Fis. }~t. Nat. 

Rend. 54, 634 (1973). 

121. N. Laegrid and G.K. Hehner, J. Apple Phys. 32,365 (1961). 

122. G.K. ~.J'ehf1er, General Mills Report #2309, General Mills, Inc. t 

Miruleapolis, Minnesota (1962). 

123. MoP. Seah, J. Phys. F; Hetal Phys. 1538 . (1973). 



-217-

ACKNm;rLEDGNENTS 

In appreciation of guidance and support during my graduate 

career I would like to thank Gabor Somorjai who has provided incite 

into the realities of working successfully within the scientific 

community as constrained by the goals. needs and demands of our 

society. I would also like to express sincere thanks to Roy Caton, 

Glenn Crosby, \\1. Flick Coleman, Wigbert Siekhaus and Art Hubbard vlho 

have contributed in guiding my career to this point with their scien-

tific and philosophical advice and ideas. I also do not wish to dis-

count the stimulating input I have received from my friends and 

colleagues including Larry Firment, Jeff Buchholz, Susan Freier, 

Peter Stair, Don Blakely, David Bocian, Stephen Brumbach, Steve 

Bernasek, Rebecca Gale, Bob Brickman and John Gland. For techni-

(:;al help received in completing this thesis and the research 

contained herein, I am indebted especially to Phil Eggers, Emery 

Kozak, Weylon Wong, Gloria Pelatowski, Bob Stevens, Laura Lindsay 

and Galen Paine. 

Finally, for emotional and moral support through bumpy times, 

I would like to acknowledge those whose friendships I could always 

seem to rely upon: Jean Wirtanen, Larry and Judy Firment, Patricia 

Nassos, Susan Freier, Sue Weis, my Mother and Father, Nan Bray, 

Bill and Dorothy Scrivner, Charlotte Overbury, Douglas Hoore and the 

Sierra Nevadas. 



. , 
" 

This report was done with support from the United States Energy Re
search and Development Administration. Any conclusions or opinions 
expressed in this report represent solely those of the author(s) and not 
necessarily those of The Regents' of the University of California, the 
Lawrence Berkeley Laboratory or the United States Energy Research and 
Development Administration. 

) . 
·1 " f? to 1lOJ;~ 'f';-~~ 

f' ~ 
''':" 

f'1 0 tl ~ t, ~. f 

(; ) " 


