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ABSTRACT 

The Calculation of Autoionization Positions and Widths with 

Applications to Penning Ionization Re:1ctions 

by 

A1 ",n David Isaacson 

Using an approximate evaluation of ~iller's golden rule formula 

to c31culate autoioniz2.tion widths which 311mo!s for the con:3ideration 

only of L2 functions, the positions and lifeti",es of the lowest 1,3p 

autoionizing states of H~ have been obtained to reasonable accuracy. 

This method has been extended to molecular problems, and the ab initio 

confjguration interaction potential energy and width surfaces for the 

He(23S)+H2 system have been obtained. Quantum mechanical close-coupling 

calculations of ionization cross sections using the complex v* - ~ r 

potential have yielded rate constants in good agreement with the 

experimental results of Lindinger, ~~ The potential energy surface 

of the He(2 1S)+H
Z 

system has also been obtained, and exhibits not only 

a high degree of anisotropy, but also containS a relative maximum for a 

perpendicular (C
2v

) approach which appears to arise from s-p hybridiza­

tion of the outer He orbital. However, similar ab ~ calculations 

on the He(ZlS)+Ar system do not show such anomalous structure. In 

addition, the complex poles of the S-matrix (Siegert eigenvalues) have 

been calculated for several autoionizing state!=:; of He RnJ H-, with 

1 



encouraging rf~sults f.::·J(~n for quitE! modest basis SetS. This ~ethod has 

been extended to molecular ?roble~s, and results have been obtained for 

3 1 
the 118(2 S)+H ar.:l He(2 S)+H systems. 
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I. I~TRODUCTION 

Penning ionization is the collisional auto ionization of a two particle 

system A*-B, in which the excitation energy of particle A is greater than 

the ionization potential of particle B: 

1+ B .. A + B+ + e (l.la) 

AB+ + e (l.lb) 

(Actually, reaction (l.la) is referred to as Penning ionization, while 

reaction (l.lb) is often called associative ionization.) These reactions 

play an important role in many phenomena, such as gaseous discharges, 

shock waves, photolys is, and' plasmas'. In fact, Penning ionization involv-

ing He atoms in the lowest metastable states is important in the physics 

of the atmosphere-,of stars and planets. 

Under the Born-Oppenheimer approximation, we can separate the 

electronic problem of the ionization from the nuclear motion. Thus, for 

a given (fixed) nuclear geometry, the (electronically) bound A"-B state 

is sicting in a continuum of A-B++e- states, since the energy of the 

ejected electron is not quantized. From quantum mechanics, however, we 

know that in such a situation, the bound state rapidly decays to the 

cont: "lum, with a lifetirae on the order of 10-13 sec. A way to view 

this decay is as follows: For energies close to the resonance energy 

~ > 0, the eigensolutions have large amplitudes for a bound A*-B -r 

configuration near the nuclei, but asymptotically behave like oscillatory 

continuum sol~;ions.l If we imagine that at time t=O we form the system 

in the bound state, then this corresponds to a linear combination of 
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eigen functions Ln '"hich all of the "asymptotiC oscillations interfere
ll 

destructively. "However, at some later time (still • .. ith fix.;'d nuclei),' .. ~:, 

2 

chis-linear combination of eigensolucions ch.ang,es, and thus the asymptotic 

oscillations grow, cor~esponding to a net outward flux of ionized electrons. 

}lithin a classical or semiclassical framework, all of the'interesting 

aspects of the dynamics--ionization cross sections, branching ratios for 

associative to Penning ionizat}on, the angularldistributions of both 

electrons and heavy particles, and the energy distribution of the ionized 

• = * -,18 r electrons--are determined by the three funct10ns V , V+, and,.. V and V+:C, 

are the potential energy surfaces for the A"'-B and A-B+ systems, respecL~ 

ively, while 1 is the width, or probability of ionization, as a function 

of nuclear coordinates. (Alternatively, r/h is the autoionization rate, 

* while h If is the lifetime of the A -B state with respect to autoionization.) 

The present work deals I:lainly with the calculation of these three functions. 

Since A-B+ is an ordinary bound electronic state, the v+ surface can 

easily be obtained with standard techniques of electronic structure calcu-

* lations. However, since the A -B state is imbedded in a continuum of 

ionized states, other techniques are necessary for the calculation of 

'" '" V and f. V can often be calculated with relative ease by using the 

stabilization method. 2-5 In practice, this method reduces to a variational 

calculation in which the trial wavefunction is restricted to those 

configurations which one intuitively assumes should contribute most to 

the bound part of the resonant eigenfunction. The form of this trial 

function is also chosen to decay asymptotically, so that bound state 

techniques (e.g., integrals over orbitals and matrix diagonalization) 

may be applied ~·;ithout modification. The calculation of the uidth 1.s 

much less straightfor~'ard. On'., method which has been relatively successful 
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emplo~/s the golden rule appro:,;:.imation of ~!iller. 6 -Cting Feshbac:t 

projection operacor techniques, J }liller !ound °thaS t:ht! ~.:id~h is siv .. ·:·. 
~ ~ 

by (in atomic units) 

(1.2) 

where ~ is a normalized boun~ state wavefunction des.:!"i~i~..; th:;- ::l(;t.:J.stable 

* -, 
A -B state, X is' a continuum function degenerate, wi th ;. · ... ·:lich dcscri~es 

the ionized A-B+ + e state, and ~ is th~ density ~f cunt:i1:':'uc. st.J::'cs 

at E
r

, the resonance en~rgy: 

(1. 3) 

;:;:::: 
This result suggests, that we ::lay view the width as the square of the 

coupling matrix "element between an initial (bound) and final (conr.~~~u~) 
" ' "-, 

state, in analogy to the standard result from time-dependent perturbation 

8 
theory. (The -Er<¢lx> term of Eq. (1.2) results fran ~rthogonalization 

of X to ~.) 

* A more direct method of determining V and ~ which recently has sho~~ 

great promise is a variational calculation of the Siegert ~igenvalues ~f 

the system. 9- 1l These eigenvalues correspond to c0mplex energies at which 

the Green's function or, equiv~ently, the S-matrix,. has poles. These 

occur at the resonances of the system as well as at the hound states. 

Physically, the pole in the S-matrix for a resonance arises because there 

is only an outward flux of electrons from the auroionizing state. Since 

i * these poles occur energies Er -"2 r, WE! obtain both V and;' from the 

same calculation. 

Until fairly recl:!:ntly, :' had been oht~ined Oil 1:-' fer two and three 

electron systems. 12 ,13 However, these calculations employed the golden 

" o 



set:; (!r tile c~alualion of~~a~rix eleffi~nts bet~ccn bound and continuu~ 

:~Jj(Jt!H'r ;qJfirY;lLh, t:lf- ;'Jo...:~hod of rotat't:.~ cOQrdina.t,~s, has also been used 

·.tlCLf.!~> ,fully fur c.J.lculations on sm.all atumic:, s:rstens,14 and apFears to 

4 

~H· 'did 1 ~;ujted to proh]f.~ms with SPherical\tSYITliTl(:trv. However the extensfon 
. \~~'\ - , 

Lo nU!1-spheri~'1LJJ' s:/:nnet/:iic probl(!rn:1--f::;=f:-~e-~'\ molecules, '~is not clear. 

T:J('refon~1 th0 gO::ll o~ tile " .. JOrk presl.mted, in thi.s thesis has been to 

develop simple :-al'tilo<is ior th~ c.:ll cul2--tionf; of autojonization enc!"'gies 
~~), ,~, 

nn ~,/~~·n·d.:1rd (>l(>ctro~ic structure tcchniC1ues, 

and Wllicll can be a~'I)lied to larger, molecular ~ystcrns. Of particular 

em'phc'1sj~: in this "t1o'rk have bC'C'n systems ' .... hicn invQ1ve the lot'lrest 1,3S 

states of He coll~di.ng with various targets (e.g., H, H2 , and Ar). These 

systems were chosen for a numb~r of reasons: (1) There are relatively fe~ 

e1ect.:rons, so that rather extensive electronic structure calculations arE: 

feasible. (2) It is possible, once the potential energy surfaces 2nd 

\.;ridths are available, to obtain cross-section information for thE:se systems 

fairly easily, «hich can then be compared with'lexperiment. (3) Reliable 

experimental data are avnilab~e on these systems. (4) Experimental 

1 
results on the He(2 S)+H2 ,Ar systems have indicated that the corresponding 

potential curves contain relative maxima,15-17 a rather unusual fea.ture. 

The following chapters contain the implementation of ~oth the 

stabilization--golden rule and Siegert eigenvalue approaches outlined 

above. Chapter II con taiLS a preliminary calculation of some He 

resonances by an approximate version of the golden rule method, in which 

the conti.nuum function X of Eq. (1.2) is repl;~ccd by .:l functioll ~·:hich 

asympcotically decays. The extension of. this method to m,,:"ecular calculations 

http://corr.pl


Chapter V, boU: qU.Jntur.J iTlec!'.:111ical '";1na cl.:1ssic.:.1l scaLt..:ri.:l(; c.J:cul.:.J.tio:1s 

1 
of the ioniz~tion cross. sections and rate constants for the H~(2JS)+~12 

system are discussed, and shoo. ... '11 to be in good agreement · ... ·:i.t:1 e;-:?c!"i~ent, 

thus d~monstratin~ that the surfaces and widths arc reasonably accurate. 

Chapters VI and VIr present our results fur the potential energy surfaces 

of the He(Z l S)+lI
2 

3:1d He(2
1

S)+Ar systems, respectively. The former is 

shOw'11 to contain .:!n ,:lnom.::llous strt:cture for certain geometries, :..;hilc 

5 

the L"1t ter dues net. Finall:: t the calculat:ons of the Siegert e:igcnv.:l!ues 

for both atcr.lic and molecul.l:"" systems at"e discussed in Chapter VIII, and 

the results for the He(2 3S)+H and Hc(ZJ.S)+!I systems are presented. 

.... 



II. P'·:EI.Hll:;,\R"{ ATO:·lIC C,;LC;;L"TlO:;S 

In order to study rhf.! feasibility of approximating the cont1nuurn 

[unction I in the ;;olden rule formula [Eq. (1. 2) J by a function '.hich 

asymptotl ca.ll:: decays, ca lculations have been performed for the positions 

and widrtls of two autoionizing states of He.
19 

Section A discusses the 

theoretic~l aspects of Lhc calculation. Results tor the He(2s2pl,3p) 

autoionizjng states are presented in Section H, and compal2d with more 

accurate calculations of l1i11"r6 and Bhatia and Temkin.
12 

A. Theoretical Considerations 

Th.e motivation for the idea of this approximation lies in the fact 

6 

that the bound function? used In Eq. (1.2) decays rapidly to zero outside 

of a region of space near the nucleus. This implies that tvC only get 

conlrthutions to lhe width :;'nside: of this region, and .... 'e thl !:"efore only 

need to knot..J the [arm cr the continuu·". function X of Eq. (1.2) inside 

this region. Thus, X can be approximated by a function which a130 decays 

asymptotically, i.e., X can be taken as a linear c~rnbination of some set 

? 
of square-integ,r:J.ble (L-) functions, as long as this set spans Cl region 

of space at least as large as that spanned by~. (Furthermore, since 

¢ approximates the exact resonant eigenfunction in the region of configura-

tiou space characterizing the metastable state, the quantity (a-Er)~ is 

approximately zero. Therefore, the form of X is actually important only 

in some "shell" near the extent of .p.) 

As will soon become cle2T, a convenient choice for this approxi~at2 

X is one of the non-reson3nt eigenfunctions of the Hamiltonian matrix used 

in the st.:lbilization ?rccedure. For, follO'. .. .'ing Hazi and Taylor's 2!1.-::.1ysis 

of a one-dimensional model problem,.t.. when we performed a stabilization 



calculation, ~e st3rt ~ltn sune basis of X orthonor~al spin ccnfi~~r2-

tion!:i 

H .. 
1J 

<.~. 'H! ~.> 
1. J 

(2.1) 

On ?hysical grounds, we can then identify oec root as the resonance: 

and obtain the resonance position: 

In addition, as Hazi and Taylor demonslratEo,2 ::;ome of the other )1-1 

eigenfunctions of H .. are ;pproximate "continuum-like" solutions of 
1J 

energy Ec that correspond to the ionized state He++e- for various 

electron energies: 

N 

L aci <l>i 
i=l 

(2.2) 

(2.3) 

(2.4) 

These approximate solutions oscillate within the space spanned by the 

basis set, but decay rapidly to zero outside of this space. But since 

this space is the same as that over which Wr is defined, approximating 

X of Eq. (1.2) by one of the Xc having the proper energy should still 

provide a reasonable result for the width. 

A further consideratio~ is that Wr of Eq. (2.2) also contains 

contributions from confi~uratjons which correspond to continutlm-]ike 

solutions. To get a bound function ¢ for the golden rule e;-:prcssion, 
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then, we must first pr0j~ct out of ~r rhese continuu~ contributions. 

This is easily done by re:stric.:in?, the> sum:n.atiOTl in Eq. (2.2) to exclude 

these contjnuum configurations. Tnis then provides us ·."ith our appro;.:imate. 

1>: 

rp -
Nt 
~ a . ~\ 
i=l n. 

(2.5) 

where the prime on the summation indicates the exclusion of certain 

contigurations. (~ote that if tllis projection is not done, the ortho-

gonality of 'I'r and Xc ',lDuld ~be a zero widrh.) Substituting the 

approximate X and 1> cr,oices of Eqs. (2.4) and (2.5) into the golden 

rule formula (1.2), and using the fact that 

we trivially obtain our working equation for the width: 

r 

(2.6) 

(2.7) 

where the prime emphasizes that the summation e:<cludes certain configurations. 

Before using Eq. (2.7), however, we must f.:rst dete"mine p, the 

density of continuum states at the t:esonance energy. As discussed above, 

Xc decays rapidly at the boundary of the space spanned by the basis set. 

This roughly corresponds to the boundary condition of an infinite wall at 

some boundary L, so that ~.Je mo.:.: use a particle-in-a-box analysis to claim 

that the energies of continuum states corresponding to He+Te which are 

determined by the basis sat are roughly given by (in atomic lInits) 



E 
n 

_ 1: Z2 + :!:. k 2 
2 2 n 

\·,here - 1:. 22 is the energy oi the He + core and i< is given by 2 n 

k ~ 2TIn/L 
n 

(2.8) 

(2.9) 

This analysis is substantiated by the fact that when k
n 

is dete-rmined 

for each continuum eigenvA.lue, a k
n 

vs n plot is nearly linear. From 

Eq. (2.8), it is clear thac 

or, for a unit change in n, 

dE 
__ n ~ 
dn 

fiE "k lIk 
n n 

However, since the eigenfunctions are normalized to unity by the 

stabilization procedure, we can take 

p 1 1 
fiE" k lIk 

n 

(2.10) 

(2.11) 

(2.12) 

The slope lIk of the k
n 

vs n plot can be determined to an accuracy or 

10-15%, causing a corresponding uncertainty in p. 

B. Results for He(2s2o l ,3p ) 

The positions and 'vidths of the 2s2pl,3p autoionizing states of He 

·.ere calculated using the HETINT and HRINO programs ,vritten by Schaefer.
20 

The bctsis sets for these calculations ~.Terc co~poscd of lin'2Clr com'hin.:1tions 

of Slater determinants formed from Slater type orbitals with eXpOn1211t5 
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given in Tnble 1. (Each orbital in this list is orthogonalized to those 

prccecding it.) The. 25 and 2p exponents .... c..:=re chosen b:1 optimizing the 

~ncrey oE the autoionjzing state in a separate ~alculation consisting only 

of the Is2p and 2s2p configurations. A set of diffuse p functions was 

then added La represent an oscillatory continuum orbital. (The rath~r 

large exponent for this p set was chosen so that the outermost maxima of 

tbe radial p functions roughly matched the extrema of a radial coulor.Jb 

function of the proper energy.) 

From the orbital basis in Table I, ls2p and 2s2p configurations 

were chosen to represent the bound resonant state, and a set of ls2p', 

ls3p, ... , ls8p configurations '..;as taken to rcpresf'nt various continuum 

solutions. That is, since these configurations roughly correspond to a 

bound Is elec tron and a p elec tron • ... ith large ampl i tude far from the 

nucleus, a linear combination of such lsnp configuratjons sho~ld approximate 

the He++e- state. Configuration interaction (el) calculati0ns ~ere then 

performed with this set of 9 configurations. Since only the Is2p and 2s2p 

configurations were chosen to describe the resonance, the primed summation 

in Eq. (2.7) consists only of two terms. r is thus not only very simple to 

evaluate, but is also a direct measure of the amount that the resonant 

state mixes into the continuum st3te, and vice-versa. 

It was initially hoped that the resonant root would be closely 

bracketed by continuum-like solutions, providing (approximately) th~ 

degeneracy to ~ required by the golden rulE formula and allowing for 

the computation of an average width. However, since adjacent continuum 

solutions differ (roughly) by onE!-half of a wavelength over the effective 

length of the "box" formed by the basis set (see SectioIl .\) 1 these 
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Table 1. Basis s~ts for atomi:: calcul;:tions. 

3p 

Is Z 2.00 Z 2.00 

2s .74 .56 

2p .85 .99 

, 
3p-8p 2p , 1. 71 - 1.81 1. 71 - 1. 81 
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F l~:ure I. f' for He (3p ) reson.1nct:! 35 determined fro~ the gr)lden rule 

equation (2.7) fur ~(!vcral basis sets giving continuum roots 

in a l'ange nC."lt"" the r€ 50nance. energ:r Er = -0.7504 a. u. 



0.0 I I .----r--r---r--r--r--r--Ir----1r----1'--'-""'-"--'--"--'----' 

0.010 
:;: 0.009-
~ 0.008 
j:...., 0.007-

0.006 

o o 0 0 a 0 o 
o 0 0 

0.005 I I ! I I I ! I L 
-0.68 -0.70 -0.72 -0.74 -0.76 -0.78 -0.80 -0.82 ,,0.84 

Energy of Closest Continuum Root (au) 



solutions c'lre widely spaced. It ·Jas possible, though, by adjusting the 

exponent.:. c:;, of the 2p '-8p set, to get. one continuum-like solu'Cion fairly 

close t.o resonancea In fact., as s. · ..... as varied, the energy Ec of the. 

closc,st continuum root moved monotonically through an interval about 

The width I' was then calculated f.or a number of E values. Since c 

both rand Er were relatively stable against variations in 1;, f(E c ) 

values could easily be interpolated for a value at Ec E. Results 
r 

for r as a function of Ec are plotted in Figu.e I for the HeC 3p) 

resonance. Final interpolated results for the positions and widths 

14 

oE the 1,3p resonances are given in Table II, and compared with the more 

accurate golden rule calculations of Hiller,6 and with the accurate 

Feshbach projection operator calculations of Bhatia and Temkin. 12 

The agreement in the lp widths is quit,~ good, while our 3p width is 

about a Eactor of twO too large. From the crudeness of the approxima-

tions described above, however, even an error of a factor of t~·70 is 

quite reasonable. It is also important: to note here that good result!> 

can be obtained for the widths even though the errors in the resonance 

energies are quite large. Of course, the resonance energies could be 

improved by performing larger CI calculations, but the interest here 

was in determining if reasonable widths could be obtained with a small 

enough basis such that the method presented above could be applied to 

larger systems, as will be discussed in the following chapters. 



Table II. Final results for atomi.c resonances. 

This Hark Hiller's Resu Its 
a 

Accurate Villlws 
j,----

State E (a.u. ) r (eV) E (a.ll.) r ("V) E (a.u. ) l' (eV) 
r r r 

lIe(2 l p) -0.6577 0.0420 -0.6579 0.0375 -0.6929 0.0374 

He(2 3p) -0.7504 0.0170 -0.7531 0.0078 -0.7615 0.0084 

aSee References 6 

bSee References 12. 
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METHOD TO :lOLEC:;l..AR CALCUL\TIO::S 

In the preceeding c.naptf;;:r, ",Ie. de::&onstrated that one could obtain 

;/ 
reasonable results for the width of an autoionizing statE even !.olheo the 

continuur.l function X in the golden rule formula ~E:q. (1.2) 1 is replaced 

by a func t ion wh ich asymptot ical1y decays. However 7 the procedure dis-

cussed above possesses sC!'Jeral serious dr~rHbac.ks, ?rohihiting a direct 

application to molecular 'systems. First, the method is not accurate 

enough for quantitative calculations. Second, the need: for running 

several calculations with different basis sets would na~e the method too 

costly. Finally, the procedure requires the identification of a 

"continuum-like" eigensolution, \,,;'hich is difficult, if not i:npossible, 

for larger, molecular systems. 

These drawbacks {".an be eliminated, however, by a more ·"::ccurate 

(but still practical) choice tor the continuum function x. For, with 

~ a different choice for X (involvin~ the tr~e coulomb orbital for 

the ionized electron), 1-lill.or6 obtained very aecurate widths for the 

atomic systems discussed in Chapt~r II (cr. Table II). The major problem 

with such a choice for X, though, is that the matrix element evaluations 

required by the golden rule formula are too time-consuming for general 

application to larger systems. The basic idea of the approach developed 

in this chapter, then, is to explicitly expand t~is coulomb orbital in 

a set of square-integrable functions. As we shall see, this leads to 

a practical way of defining the P and Q projection operators of the 

Feshbach approach
7 

such that standard configuration interaction (eI) 

techniqueS can be used Wit~l almost no modifications. Application of 

http://ran.be


., ./,,' 
.~/ 

of this ::1e:~oJ to t:,e Hn(,3S)-" 
• C - .,"J s::s~.::::::j :)i~> tn'est!at~d fa 
,:;~ '/" -

As be~or~, let ~1.}\~c th(:=- cl~C"t!",n,;:,;,: 
. '~' 

probler:! wit~ :; electro~~~. (The n1lc[".o.r 

o\s diS.cusst!d in ChaFt'!.!f \:;", :::it: rt!! ':!,j!!":t.~ 

" ::..l::.il t...Jf!i.j:l, :-L~:'- ~1r.. 

:::.' .. :0 

diffe~:~t cc;;:ponen~f~l on" "hie:J r'e~,,:::bles ~\\r"lY bourcd S:dt';' 

another >liJ

o

i 7;\]e\e::lbleS tOle ;>rud·"ct of an ~;-l J~ectron ion core 

f\lnction and a function ..... hL.::h 3.s:.;.'l?t:otic~ll:: :'e!\,3v(:S like 3 coulomb 

wave. \~ow s~pp'ose ,~e choose an 

{¢l' ... , 'Pn J which is ilL!xible 

~ 

or~honcr~al $et of L- s~atial orbitals 

t:nough to.> r~prt!si::nt. ~ tilt:: b0und and 

the ionized co~?on(:nts of the resonant ei 5c:I:\.,mct1.0n in some ::f-nite 

17 
(\ 

" 

region of space. '!-ie then const ruc~ crt.~lOnc::-:;!a 1 configura:: ions ': ~ i: :,y ta;c.ing' 

linear combinations of Sluter determinants fo~ed from this orbital set 

which have the proper spatial s:nnmetry. This set of orthonormal configura-

tions {~i} for~s the basis for ~ space A of ~ electron ~avefunctions, 

where A is a s!-1bspace of At the space of all possible N electron wave~ 

functions. Let us next denote by if the representat:ion or H in this space 

A. that is, 

(3.1) 

where 

<<p./Hlo.> 
]. J 

(3.2) 

We now wish to partition the space A such ::hat we can identify the 

bound and ionized components of the eigenf'Jnctions of H. For this 

purpose, let 0; ion !:Ie an approximate: ';,,·':!'le£ur!c:::.i.on fo!' the grouGd st;lt..:! of 

theN-l electron ion core which has been constructed from ~he {~i} set, 
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nnd J~~ us d~finc 

A ·~,"()n (;1' ."., ";" J)';'" (; .. ) i ], ~ •. , n (3.3) 
.~-. 1 .1 

wfJf're A j s the an t is:r.1::l€·t ri zer. Then each Xi has the form of an ion 

{'ore times another orbital, and since 'Pion has been constructed frolJ 

til" (,1,,1.} set, each Xi can also be 'Nritten in terms of the ~ electron 

confi"urations Oil. The set [Xi) therefore spans some subs;>ace of A. 

We can then define the desired projector P on~o this subspace as 

p 

and the conjugate projector"Q as 

Q 1 - P 

Imat these definitions mean ;>hysically is that any element in the P 

subspace of A cnn be ~ritten as an antisymrnetric product of an ion 

.... 
wavefunction for N-l electrons and another function ferN)' while an 

element in the Q subspace cannot. That is, the bound function ~ in 

(3.4) 

(3.5) 

the golden rule formula is an element only of the Q subspace. In fact, 

$ is an eigenfunction of QHQ,7 so that both $ and Er can be easily deter-

mined, as we will see. 

l~e now consider the appropriate form for the continuum function X 

which we shall use in the golden rule expression, following closely the 

development of Miller, ~~l3 As a physical assumption, suppose we take 

"". ( .... r, .... r)'" ( .... ) 
1\ '10n 1 ... , N-l ~c rN (3.6) 
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~ .. .'hete ~'c is .:J coulomb orbital for the ionized electron ""lith as:.";nptot':c 

energy E and direction ~. Employing a partial wave expansion of 
c 

the major interparticle axis, we obtain 

=.2: 
lm 

* .J. 
Y I.m ~ (3.7) 

where a~ is the usu.:ll coulomb ph.:lse shift ano:! the par~ial coulomb 

orbit~l. ".:lm is 

(3.8) 

with k = (2S)l/2. (~and r are referred to the major interparticle axis.) 

Since the radial coulomb function Fl is normalized for large r as 

F2 (-l/k,kr) 'V sin[kr + (1/k)ln'(2kr) + (112/2) + 01 J (3.9) 

the density of continuum states p is given by 

21lp 4/k (3.10) 

Defining Xsim by Eq. (3.6) with ~s2m replacing $c' we substitute the 

expansion in Eq. (3.7) into the golden rule formula CEq. (1.2)J. and 

obta_n the autoioniz,tion width in the direction c: 

(3.11) 

where 

(3.12) 
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For a coil inc.1.r ca.se in '..:hich lh(: c:xcited and ioniz8ci states are of the 

S:lme sp:.n:ial sYIDrnctT:t, anl? the m = 0 term contributes to the sum!nation 

iIi t:q. (J.ll). (Other Cil3t!t;i • .... ill be consid(!reu as they occur.) Furth-=:r-

cor~, th~ maBnitude E of the energy of the ionized electron is fixed ~y 

('ner2Y conservation. That is, for a fixed nuclear geometry P.:, 2. is 

simpl; tIle vertical difference between the excited and ionized surfaces: 

V*(R) - "+(R) (3.13) 

Therefore, to get. a total width, we need only int.egrate over angles: 

0.14) 

Finally, substituting Eq. (3.11) for rei) into Eq. (3.14) and performing 

the integration over dZE trivially (since the YlO(~) functions are ortho­

normal), we obtain 

r 
It (3.15) 

where 

(3.16) 

We now wish to obviate the problem of needing to calculate matrix 

elements containing coulomb functions, as in Eq. (3.16). From the 

discussion in the preceeding chapter, it would seem reasonable to expand 

the coulomb orbital ~E£O in the orbital basis {~i}: 

(2,) 
a. 

1 



In fact, Hick:nan, ~ ~21 de:i1onstrated · ... rich c31cul':.tions on the He(2
J

S)-:-H 

system that f::.r the choices of P ana Q ;:>roject.crs ~rt"'::;2ntcd 2bo·;t.-', t~1tl ?3ft 

of O€:J.O wbich is not square-integrable m;J.~· be neglected in a calculation 

of the · ... 'ioth. Th2reforc, .. ~re may i3.?pro:-:inate \:;:'0 by 

(3.18) 

or, 

n 

- 2: (3.19) 
J.=l 

where the quantity in square brackets is an element of the P subspace, 

as discussed above, and is identically one of the basis con~igurations 

<1>. of that subspace when a single determinant is chosen for tP ion ' as 
1 

has been done in our '-lark. Thus, Xe:l!.O of Eq. (3.19) is a linear combina-

tion of elements in the P subspace: 

(3.20) 

where the P subscript signifies that <l>i is a member of the P subset. 

Furthermore, since the bound function", of Eq. (3.16) is an eigenfunction 

of QHQ, it can be written as a linear combination of elements in the Q 

subspace: 

cP =Lb.<I>. 
Q J J 

(3.21) 
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Using the expressions for I
E10 

and $ given by E~s. (3.20) and (J.2l), 

we obtain: 

0.22) 

But since ~. and ,~. have been constructed from the same -"'!t of orthonormal 
J 1 

orbitals, they are orthonorL1al, 50 the -E
r 

term is zero, and we are thus 

lef~ with only off-diagonal (i.e., PfiQ) matrix eler.lents which are normall;: 

calculated in a CI proccdur~. Our final ~orking equation is therefore 

given by 

(3.23) 

Before proceeding to some actual calculations using Eq. (3.23), we 

will summarize the basic step£ in the computation: 

1. An orbit::ll basis set {,~~, •.. , 1>~) is chosen. An orthogonal 

transformation is performed on them (i.e., a self-consistent-field 

calculation is done) to generate better orbitals [~l' ••• , 1>n} from 

which we conGtruct the N-l elec~ron ~ion function, the ground state of 

the core ion. This procedure also provides V+, the ionized state energy 

at the given nuclear geometry. 

2. The same {~l' •••• ~n} set is used to construct a set of N 

electron configurations needed for a CI calculation. 

3. This configuration set is divided into P and Q subspaces, with 

the P configurations following the Q configurations. P configurations 

are those I'hich have the form of IP
ion 

• another orbital. ,\11 other 

configurntions are in the Q subspace. 



4. The H.:lmiltoniall Ulc1trix Hij is computed. It has the folLl· .. :ing 

blocked form: 

[ 
~ , ~ J ~~~--L-~~~-

QHP : PHP , 

5. The QHQ block of H is diagonallzed to yield ~ (i.e., the {b
j

} 

coefficients) and Er' the resonance energy V* for the" given nuclear 

georne t ry. 

23 

6. From V+ and V*, C is computed from Eg. (3.13), giving k = (2s)I/2. 

The a~~') coefficients nrc then obtained by evaluating thQ nQcQss.:lry over-
1 

lap integrals of Eq. (3.17). 

7. Finally, using the PHQ black of matrix elements, Eg. (3.23) is 

evaluated to yield the width at the given nuclear geometry. 
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LV. THE fle(::C'S)+H
Z 

5"l5T::::-1: p(fn~:;TU'~ E:~E?"G·l t'~~D t·:IDTH SGRFACES 

The cllapter pres~nts the results for the potential energies V* 

and V + and widths r for the lie (ls2s3S)+H2 system as functions of the 

nuclea.r geometry, obtained from the stabilization--golden rule method 

described in Chapter III. Because the excitation energy of He(2 3S) is 

so large ('" 20 eV) ~ ionization must. be consid.ered. for ,all nuclear 

geometries. The geometric pa.rameters for this system are shown in 

Fig"re II. R is the distance from the helium to the midpoint of H2 , 

r is the HZ bondlength, and 0 is t":1c angle bet<..,reen the t~..,ro. 

It should be pointed out here that the only other theoretical 

calculation of the potentials and widths for this system were carried 

24 

out by Cohen and Lane,22 who also studied the corresponding singlet system. 

However, their procedure is somewhat limited in applicability, as they 

employed a smaller, valence-bond CI with a single-center expansion to 

describe the H2 molecule. In addition, they present results only for 

the equilibrium bond length of 11
2

. They also obtained widths using a 

golden-rule procedure as described above, but employing a slightly 

different (and less practical) expansion of the coulomb orbital in L 2 

functions than that used here. 

Th€~ self-consistent-field and Hamiltonian matrix element calcula-

tions described in Chapter III "ere performed with the GAUSSIA." 70 SCF 

program
27 

plus the CI package developed by Horokuma and co-workers. 23 

The basi~ "et of Slater type orbitals used in our calculations is given 

in Table III. Each STO in this list was expanded in six Gaussian 

orbitals, with exponent scaling factors rec"I'1mended by Hehre, et a1. 28 

This "double zeta plus polarization" level basis set ',.Jas used in 



25 

T2ble II!. n~5i5 set of Slater-type o~bitals fo~ the c31culatians on 

Atom Or.bital Zeta 

He 1s 2.00 

Is 1.00 

2s 0.61 

2Px,2py,2pz 0.61 

Each II Is 1.50 

Is 1.00 

2PX,2py,2pz 1. 00 

a Each STO ~as expanded in 6 Gaussian-type orbitals. 



Figure II. Coordinates (R,O,r) specifying the geometry of He+H
2

. 



27 
Figure II. 
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j 1 d . L • • • H" "H
2 

d " 1'+' , ore eT to accurate y CSCrllJ{! DotH tne rC!,sono'lncc an l.e.
2 

IonIC 

stnten. liowcver, in order to be able to identify the rcsona~t eigen-

soluti.on of qHQ, only a singl~ 25 orbital ',Jas included in the basis set, 

wi th iln exponent that ·,..,.15 OIJtimized in a separate calculation of He (2
3
5). 

It w~s thus hoped that the resonant root could be characterized as having 

~ major contribution from the configuratj.on corresponding to a single 

pxcitation from the lowest molecular orbital (essenti~lly a Is orbital 

on lie) to the molecular orbital most res(,mbling a 2s orbital on He. This 

'...J.:1,S found to be truc:. In fact, since the reson.:::nt stare we are i:l.tf:res[cd 

in has triplet spin synunctry, it was !Jsudll:1 the: lot-Jest root of QHQ. 

The SCF procedure described above was then used to cr,tain good 

molecular orbitals for a description of the ground state of !lE:H;, as 

required by our choices for the P and Q projectors. In order to demon-

strate that this choice of molecular orbitals does not significantly harm 

the accuracy of the CI description of the He*H2 state, tests were run 

with different basis sets. Since it is well knowrr that when every 

possible sYllUnetry-allO>led configuration arising from a given orbital 

set is retained in the CI basis (i.e., when a full CI is performed), 

the eigenvalues of the CI Hamiltonian do not change when the basis 

orbitals are rotated (as happens in the SCF procedure), we first 

considered an orbital basis set which was sufficiently small that a 

full CI could be performed. Such a basis was obtained by deleting 

the hydrogenic p orbitals from the basis given in Table III. CI potential 

energy and width results f01: this basis were then eompared with those 

obtained from a CI calculation in which only single, and double excita-

tions from the ground state reference OCcp.lncy :?]¢1~2:i2 are retained. 

(Again, since the ~l and ~2 orbitals are obtained from an SCF calculation 



of the HeH~ ground state,. '~H H+ = 1': 1:
1

;'2!' then :I} is essenti;111y a He 
- ue· 2 -..... 

Is orbital and ~2 is ~ssentially a 10 orbital for !i~.) EX2~Pt for tile 

expected aiffercnces in as:~ptotic (R - 00) limits, the ?otcnti~l surfaces 

obtained in these calculations ~ere virtually identical, and the width 

surfaces differed by less than 5%. Therefore, in our fina! calculations 

with the full orbital basis of Table III, we retained only single and 

double excitations in the ci wave function. This produced a manageable 

number of configurations spanning the QUQ subspace: 150 3. configura­'-'1 

tions for C
2v 

(5 = 90 0
) geometries, 237 3r+configurations for C~ 

(8 = 0 0
), and 315 3,,' configurations for C ('3 = 45'). Two further tests 

s 

of the potential surface were t.hen carried out ror' this basis. !Firsc, 

with the helium far removed (Le., R ~ 00), the H2 bond length (r') ·.as 

varied, and the dependence of the energy was found to be exactly! that 

'4 for an isolated HZ molecule.- Second, with one of the hydrogens far 

removed and the other near the helium, the energy dependence was j;n good 

agreement with the-He(2 J S)+H results of Hickman, ~~21 

The dimensions of the PliP-blocks of the matrix, i.e., the numb~r of 

P-type configurations; were relatively small: 6 for C2v geometries,\ 8 

for C"",' and 11 

of coefficients 

\ 
for Cs • This is fortunate in that these are the nwm~ers 

a~t) = <¢.I~ > which must be computed for each .9. in 
1 1 E20 

the partial wave sum for r. The overlaps were evaluated by Gaussian 

quadrature, with the coulomb orbital (which is centered at the midpoint 

of H2) evaluated using the continued fraction algorithm of Steed. 23 

It is worthwhile to point out that once the QHQ block is diagonalized 

and the (b.} coefficients for the resonant root have been determined, the 
.1 

quantity'2:b_H._ can be ccnputed :or each of t:,e (6-11) i v.:l1ues o~ ::!1e !' 
Q J J 1 
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subsp.1.C(~. As the CI matrix is now no longer needed, the a~l) coefficients, 
1 

and the I;~ va] nes and total r can then be computed in a separate calcula-

tjOIl. Before this can be done, however, the energy of the ejected electron 

~j~en in Eq. (3.13) Qust be computHd and corrected for the errors in the 

asymptotic (R -r 00 ) limits of the V* and V+ surfaces. The correct 

asymptotic limit for H<.o+H;(r=2.0) 

et al. 26 For He(2 3S)+H
2

(r=1. 40), 

of -3.5063 a.u. ~as taken from Edciston, 

the correct asymptotic limit of 

-3.31,95 a.u. '" .. s computed bl adding together the energy of two hyd:rogen 

atoms (-1.0 a.u.), the experimentall:: accepted H2 well depth (De = 

0.1743 a.u.), the helium ground state (-2.9037 a.u.), and the excitation 

energy of the ls25 3S state (0.7234 a.u.). 

One final comment must be made concerning our calculations. Even 

though this is a triatomic system, only m = 0 contributions were included 

in the· partial wave summatio" for r (see Eq. (3.11) and the subsequent 

discussion). This procedure is valid for the following reasons: For 

Coov (collinear) geometries the ionization is a ~ ~ E transition, so only 

the m = 0 term contributes, as discussed in Chapter III. For Clv 

(perpendicular) geometries, only even m terms can contribute, since the 

R axis is also an axis of C
2 

symmetry. Also, the maximum i (and hence 

m) in the orbital basis of Table III is i = 1. so that only the m = 0 

term will contribuce in this c2se; otherwise, the angular integrations 

in Ii [see Eq. (3.12)] involving the product of ¢ and the coulomb orbital 

will give zero. Finally, in the C
s 

(6 = 45~ case, all m contribute in 

principle, so that the m = 1 term does have a non-zero effect in this 

case. However, this contribution has been shown to be small,22 as the 

resonant wave function ~l contains only very small contributions [rom 

configurations which do not possess ~ symmetry. This implies that the 



r, 
r! 

(/ 
ii 
Ii 
·r 

~..Jhich is bo:-ne out ~:/ t~e/ f.1ct * tho.:: r and rare iai!"ly ins(>nsici'.'c' ~~! 

the angle :j, and. ci:.;,t thes~ quantiti€:s change sr.loothly as S is var icC. 

from 0° to 90°. An 3ddi~i;)~al r.:let ~·hich supports this .Jxgl!!:!ent is th~J.c 

if the H2 is treat.ed 3.5 sphe:-ically syr:unet.ric, i:alc.ulat.ed ionization 

cross sections for various collision energies arc in excellent agr~\.·-

ment with thuse calcu13ted by tre3ti~g the HZ as 3 rigid rotator (see 

Chapter V). It was thus felt that m = 1 terms could be neglecteo in 

these calculations. 

Potent inl energies \r* and \"+ and widt~s ~ ' ... ·cr,.:; calculated for 

several values of R, 9, and r (cf. Figure II).. (The nuclear repulsion 

energy is ah.,a)~s included in the potentials.) The complete results are 

listed in Table IV. Even though the orbital basis set was not optimized 

"-
for the HeHi syste"" the collinear SCF V+ energies ·"e obtained are in 

good agreement with the results of Brown and Hayes.
29 

In addition, the 

* V results we obtained are in good agreement with, though somewhat less 

repulsive for R < 6 a , than those obtained by Haberland 30 by fitting 
o 

molecular beam differential cross sec cion measurements. 

Since there are three degrees of freedom in this system, it is 

difficult to graphically display the results. However, as the scatter-

ing calculations presented elsewhere in this thesis are based on a r~gid 

rot8.tor approximation to the H2 molecule (see Chapter V), we ... ill discuss 

the "slices" of the e:<cited state V* potential and width r corresponding 

·to a fixed value of r ; 1.40 a
o 

(the equilibrium bond length). Such 

* slices of V and r are shown in Figures III and IV, respecti·Jely. 

Considering Figure III, we see tha.c the potential is basically rt:!pulsive, 

as would be expected from the repulsion of the excited heliUlll electron 
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0, 
~" 

"';:-(!j,lt." 1';, C ... "'):I ~ i.n.J ·t:. 
r! '+ 

1 .. 0 90 1.:·5 -3.29.'.0-3 1.35 :< 10-3 
-3.lt~:::3: 

4.0 9D 1. 88 -3.272:!3S 8.69 :< 10 
-4 

-3.L.51<J~6 

5.0 0 l,/,r..1 -3. 29f·~~O ~.23 >: 10-~ -3.421461 

5.0 0 2.SG -3.222:-:2 t.]!. ;:.: 1(1-~ -3.t.!.76J3 

5.0 0 3.00 -3.21L.2':i: -3.433381 

5.0 0 4.00 -3.201510 -3.404606 

5.0 45 1.40 -3.2~9i..39 3.67 x 10-4 
-3.421413 

5.0 90 1.40 -3.300937 2.BB x 10-4 -3.421335 

6.0 0 1.00 -3.254250 9.15 >: 10-5 -3.305106 

6.0 0 1. 35 -3.301580 7.07 x 10-5 -3.413250 

6.0 0 1.40 -3.301357 6.96 x 10-5 -3.420990 

6.0 0 1.45 -3.30109~ 6.88 x 10-5 -3.427517 

6.0 0 1. 80 -3.279458 6.91 x 10 
-5 

-3.450831 

6.0 0 4.0 -3.200593 -3.403446 

6.0 45 1.40 -3.302615 6.01 x 10-5 -.3.420994 

6.0 90 1.00 -3.255096 
-5 

B.10 x 10 -3.304798 

6.0 90 1.40 -3.303270 4.89 x W -5 -3.421038 

6.0 90 1.80 -3.280749 3.66 x 10-5 -3.451174 

6.5 0 7.0 -3.202478 -3.370072 

7.0 0 1.40 -3.304333 -" 1.05 x 10 - -3.420802 

7.0 45 1.40 -3.304538 8.97 x 10-6 -3.4207f,5 

7.0 90 1.40 -3.304747 7.58 x 10 -6 -3.420827 

7.5 0 7.0 -3.191493 -3.363930 

8.0 0 1.00 -3.257331 1.57 x W -6 -3.304754 

8.0 0 1.35 -3.305258 1.58 x lC-6 -3.413002 

B.O 0 1.40 -3.305482 1. 62 :{ 10-6 
-3.4::0712 
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Tah]p "PI, r',':H "inu,·d. 
~'. 

l! 6 
.. 

10-6 'J+ 
8.0 1. 4] -3.3(,':' 7S8 1. S~ x -3.l.27236 

8.0 0 1. 8'.1 -3.283062 2.00 ;0: 10-6 
-3.450479 

e.G t.:. 1. 40 -3. 3GS:·~3 1 .. 32 x 10-6 -3 .lt2Q~Sv 

B.O 90 2.00 -3.25732? 1.26 >: 10-6 -3.304600 

B.O 90 1. 40 -3.305565 1.10 Yo 10-6 
-3.420713 

8.0 90 LBO -3.282984 1.16 Yo 10-6 
-3.450615 

9.0 0 1. 40 -3.305947 2.46 x 10:,7 -3.420002 

9.0 90 1.'.0 -3.3059"0 1.50 Yo 10-7 
-3.420653 

10.0 0 1.40 -3.305108 3.B~ >: 10-B 
-3.420630 

10.0 45 1.1.0 -3.306093 2.&5 x 10-8 
-3.420622 

10.0 90 1.40 -3.3060.37 1.89 x 10-6 
-3.420520 

14.5 0 23.0 -3.206108 -3.368466 

15.0 0 22.0 -3.200393 -3.300540 

17.0 0 18.0 -3.134897 -3.358469 

19.5 0 13.0 -3.129821 -3.358542 

23.0 0 6.0 -3.129245 -3.369960' 

24.5 0 3.0 -3.160397 -3.431992 

25.0 0 1.40 -3.306141 -3.420572 

25.0 90 2.00 -3.453147 

25.0 90 1.00 -3.257929 -3.304509 

25.0 90 1.35 -3.305916 -3.412854 

25.0 90 1.40 -3.306141 -3.420572 

25.0 90 1.45 -3.305415 -3.427102 

25.0 90 1. 80 -3.283589 -3.450367 

a The energies fo~ + 
HeH2 were deten:rlned from the scr wave fun~tion. The 

exact asycptocic li:::its ror thess potentials arE V"(R-. r - 1.4) 

-3.3495 a.u .. and V+(R-. r - 2.0) D -3.5063 a.u. 

b 
R, and 9 r, are the coordinates defined in Figure II. 
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fror:l the closed she.ll H
2

. The long-range van der ~~n;)ls attraction \0.'35 

not calculnted, since it would not h~vp been reliable for our choice of 

basis set. t-:e also see that the potenti.=l is not ver:y anisotropic, 

justif:.'ing the concept or a 5pherical1y s~';ITL-:!ctric HZ discussed above. 

From. Figure IV, ' ... ;e note that .:llthough there is some leveling off for 

small R, r shmvs the typici.Jl ~xponent ial behavior calculated or estimated 

(or other auto ionizing ~olecul~s. This is not surprising, since in the 

golden rulo...! picture, r depends on the overlap of cwo functions which are 

exponentially decaying in R. 

For the sC3ttering calculations presented in t!lC following cl apter, 

it is qui te useful to partl!:lCterize the potential V* with width r for 

fixed r by tile following Legendre expansions: 

V*(R,8) (4.1) 

feR,S) (4.2) 

where, since H2 is homonuclear, only even terms contribute. Since the 

potential and width are fairly isotropic, these expansions should converge 

rapidly. In fnct, since V* and r wece calculated for three values of 

8 at each R, we have assumed that the series can be truncated after the 

first three terms (~ = 0,2,4). That is, we substitute results (at each 

R) for 8 = 00, 45 0 , and 90 0 into Eqs. (4.1) and (4.2) and solve explicitly 

for the Legendre moments v~ and r ~: 

1 
15 [V(R,OO) + 8'V(R,45°) + 6'V(R,900) 1 (4.3) 



Figun: Ill. Interact jon r-ot£.!ntial 'J
7

(R,:=;) for He(2
3

S)+H ... ....,ith S fixed 
< 

(i;-:;cd al the equilibriuiil value ro 1.40 a. The calculated 
a 

asymptotic: li;nit for this potential is V*(?-.... .o, r = 1.£.0) ~ 

-3.306141 a.u. 
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equilibrium value: ro 1.40 a. The e = 45°(C ) results 
o s 

1ie in between those of g; OC and 8 90°, and have been 

omitted for clnrity. 
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21 [:;-V(R,OO) + 4-V(R,4:;O) - 9--:;(R,900)] (4.4) 

~~ [V(R,OO) - Z-V(R,45°) + V(R,900) 1 (4_5) 

1,.li th analogous equations for r
O

' f2' and r 4. These Legendre moments for 

V· and r are tabulated in Table 'land are plotted in Figu.es 'land VI, 

respectively_ Since vo v2 '» v4 , this procedure appears justified. 

In fact, f4 is so small relative to f2 that it can be neglected. 

Considering b.iefly the r dependence of the potential and width 

surfaces, we found that for R 2 6 ao ' the equilibrium value of r (r
o

) 

is unchanged from the value for an isolated H2 molecule_ In fact, e'len 

at R ~ 3 ao ' ro is only 0_12 a
o 

less than the isolated value. Further­

more, a cubic fit of the potential in r about ro (for fixed Rand 8) of 

the form 

V*(r) V*(r ) + a(r-r )2 + S(r-r )3 
o 0 0 

(4.6) 

shows that in the Coov case, the a and S coefficients at R = 3 a
o 

only 

change by 52% and 12%, respectively, from thei. asymptotic values; for 

the CZv case,a and S remain virtually unchanged at R = 3 ao ' These facts 

strongly suggest that the electronic structure of the H2 is relatively 

unperturbed until R ~ 3 ao ' Since at thermal energies the region R < 5 a
o 

is roughly energetically forbidden (cf. Figure V), and since the dependence 

of r on r was not found to be pronounced for r near ro' treating the H2 

as a rigid rotator in the calculations of ionization cross sections seems a 

reasonable approximation. Such calculations are presented in the 

following chapter. 



Table v. Legendre expansion coefficients of the potential energy surface <lila 

I<idth, in atonlic units. 

R(ao) va V2 v4 rO r 2 

3 .065113 .029598 3.67 x 10 -3 7.20 >: 10-1, 

4 .015107 .007986 .000685 1.59 x 10 
-) 

3.09 x 10 
-I, 

5 .006416 .002679 .000206 3.39 x 10-1, 9. 1.4 )( 10 -5 

6 .003315 .000922 .000047 5.62 x 10 -5 1. 1.1 x 10 -5 

7 .001533 .000277 -.000002 8.52 x 10 -6 
1. 92 x 10 -u 

8 .000609 .000059 -.000010 1.25 )( 10 -6 3.31 -" ;< 10 ' 

9 .000199 -.000005 1.82 x 10- 7 6.1,0 l( 10-8 

10 .000049 -.000012 -.000004 2.42 x 10-8 1. 21 x 10- fJ 
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Figur(! V. Lt·gcr.dre J:10;",Jent:-; ·lJ.(P.) , J.::: O~2,!I, of t!J\::: Ee(2
3

S)+H
2 

potential 

cncr~y surfncL' [cr. E'1. (4.])J. r:lC H2 bond length is fi:-:ed 

at the equilibriurD. value r = 1.1 .. 0 a • 
o 0 
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'I. SCATTE!{l::C CM.Cr;r.:;rrc::s 0:; THE He (2 3S)+:1 2 5"{STE:1 

This chapter presents 3 study of ~ha scattering of triplet metastable 

helium, 11<:(2 35), by an H2 molecule. Such a study is · .. orthwhile for a 

nuwber of reasons. First, several elastic and reactive channels are 

possible: 

* + 1I
2
(j ') (S.la) He 

+ 
(S.lb) lie + H2 + e 

* 1I~ (j'.(~ He + 
HeH+ + H + e (S.lc) 

+ _ lIeH2 + e (S.ld) 

Second, because the system has-Duly four electrons, extensive C1 calcula-

tions for the interaction potentials and autoionizing width are feasible. 

In fact, such calculations have already been presented for this system 

in the previous chapter. Third, as was discussed above, the interaction 

* . * potential V between He and HZ is baSically repulsive, so the cross 

sections for the various reactions given in Eq. (5.1) should be strongly 

energy dependent. This means that the accuracy of the calculated cross 

sections should provide a sensitive test of the potential and width. 

Finally, it is possible to judge the accuracy of our cross sections, as 

there is a considerable amount of experimental data3l-3~ with which to 

compare. 

The potentials and widths presented in the last ch~pter have been 

used in both qu.1ntum mechanical and classical studies of the cross 

sections for the reactions given in Eq. (5.1). In Section A, we discuss 
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quant~jjl mechanical close-coupling calculations of the elastic~ rotationally 

inelastic, nlld total ioniz3tion cross sections in the (cent2r-of-mass) 

colli~ion energy range 0.010 to 0.500 eV. 36 Section B presents a 

discussion of classical calculations of the total ioniza~ion and 

associative ionization cross sections, based on a spherically symmetric 

appro:·:in.otion to the HZ molecule, in the energy r.onge 0.010 to 1.000 eV. 

A. Quantum Mechanical Calculations 

In this section, l.;e discuss quantum mechanical close-coupling calcu-

lations of the various cross sections related to the scattering of 

3 36 
He.(2 S) by H2, based on a rigid rotator .oppro:<imation to the H2 . The 

Cl interaction potential and autoionization widths needed for these 

calculations were presented in Chapter IV. A brief summary of the 

theoretical aspects of the calculations is given in Section I. Cross 

section and total ionization rate constants a:e presented in Section 2, 

and are shown to be in good agreement with the experimental results of 

L · d' 37 1n 1nger, n ~ 

1. Theoretical Considerations 

The scattering calculations presented in this section are based on 

the well-known Arthurs and Dalgarno formalism for the scattering of an 

atom by a rigid rotator,38 and are exact within this approximation. For 

the present case in which ionization is possible, however, the loss of 

incident He ~'t atoms due to Penning ionization is described by the comple.:< 

potential,18,39-42 (V* - in" V, where V" ;.s the interaction potential 

3 
for He(2 8)+112 and r is the auto ionization width. Roughly speaking, 

since the sqUQrc modulus uf tll~ true: wave£lJ.nction is proportional to 



eYop(-ft/h) (5.2) 

we see that the ~idth corresponds to a damping of the resonant statc t 

i.e., a los:? of the excited specie to ionization. The inclusion of 

this imaginary part of the potential is thC! only change needed in the 

ArtiJurs <lnci Dalgarno for:;,alism. The coupled-channel equations arising 

* . [rom the complex, angularly-dependent potential V - 1 rare tben 

numerically integrated to provide the complex S-matrix, from · ..... hich the 

variOUR crORS sections can be derived. Since the method eI!1~loyed here 

and tests of its accuracy are presented elsewhere43 (see also Ref. 36 

and re ferences contained therein), we '",ill present only a brief summary 

of thp cheory and computational method. 

We start by considering the Schrodinger equation for Dur problem 

(5.3) 

where nO = HO{R) is only a function of the radial distance (cf. Figure 

II) and HI Hl {R,9) is a function of both radial distance and angular 

orientation. {In terms of a Legendre expansion of (V* i 
Z-rJ=Vas 

in Eqs. (4.l) and (4.2.), HO contains the 2. = 0 term of this expansion 

[VO{R)] while the higher order terms comprise HI [VZ(R), V4 {R), etc.].) 

We next express the approximate set of solutions to Eq. (5.3) as 

N 

'I'JM = I: 
n=l 

(5.4) 

where J is total angular momentum quantum number, j(2.) is the rotational 

(orbital) angular momentum quantum nurubt:!r, and U is related to the product 



of spheric<ll har"onics Y. (li) y. (~) by a Cl"bsch-Gordan serie.'. T'I·e 
Jmj :...mZ 

solutions 'r' J:-[ are npproximat€ since the SUnlIili1tion is finite. Usjn .. ~ 

Eq. (S.ld in Eq. (5.3) It:!ads to a set of :.; coupled-channel equations 

(axpressed in matrix rotation): 

o 

..... here the elements of tlo are given by 

6 , 
nn 

:;: (1 +1) 
n n } 

R2 

(5.5) 

(5.6) 

and "here the elements of ~l involve products of V1(R) times angular 

integrals of Pi (cosO) w"i.th the lj functions. The solutions U(i) to 
J f. -

component>. JJj'~' (R), where Eq. (5.5) are expressed in terms of the 
J j~. 

U
j

'2' is the amplitude for a transition between the approximate st3tes 

j? and j'9.'. Since the VQ.(R) functions are complex, the coupled r.~annel 

equations of Eq. (5.5) have complex solutions. These solutions can be 

generated using a complex version of the Nwnerov algorithm. 44 In this 

procedure, the N complex coupled-channel equations are separated to give 

2N real coupled equations, to which we determine N linearly independent 

complex regular solutions ~(i). The proper linear combinations of these 

~(i) must then be taken to insure that our solutions have the correct 

asymptotic behavior. To accomplish this, the asymptotic form of our 

complex solutions is matched direction to the complex S-matrix. Foll,ow­

ing the notation of Arthurs and Dalgarno,38 we write the desired 

asymptotic form as 



k. 1/2 J 
(-1.) SU'i.',j/.). 
kJ' 

[ '(k ~ ~"'.)] • exp 1 'j'" - 2 (5.7) 

For convenience, we write Eq. (5.7) in matrix notation, so that for 

cach .J, w(> have N Yo: N complex matrices 

t .... hcre 

and 

± ii,(k.R)] 
• h J 

(5.8) 

(5.9) 

(5.10) 

The j2. and "2. in Eq. (5.9) are spherical Bessel functions, and have 

asymptotic forms such that 

± i j 2.(k
j

R)1 '" k\ exp[± i(k/ - 7T2~,)1 
J 

(5.11) 
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as is required for Eq. (5.7). \-Iriting the set of linearly independent 

solutions y(i) as XJ, the asymptotic matching of Eq. (5.3) is accomplished 

~y solving the equations 

H-'A + 
=1 = 

H+'B 
=1 = 

yJ 
=1 

(5.12) 

!'G'~ + H+·B 
=2 = 

•• J 
'2 (S.12b) 



where t!lC suhscri?ts and 2 indicate that tile r.1ntrices arc eV.:11U.;lu:d 

43 It can then be sho· ... 11 thac the 

S-rnatrix is given hy 

~J ~1/2.~.~-1.(1/2 (5.13) 

In actual COr.1put.:ltions, the real a.nd imagjnary p.3.rts of the above 

matrix equations are separated for convenience. 

NoW" that the S-!:latrix has been detel"'::lined, the el.3.stic and 

rotationally inelastic cross sections can be expressed in terms O! 

it, exactly as Artllurs and Dalgarno have done. The ionization 

cross section, on the other hand, is obtnined by inverting the 

normal proof of tile unitarity of the S-matri:< 45 b3sed on the 

assumpti"n of flu~< conservation. For the rotator initially in state 

2 
j and for an initial translational energy of E = kj /2, the total 

ionization cross section is then given by43 
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TT 

(2j+l)k~ 
J 

~ 
J=O 

E 
7.=IJ-jl 

(2J+l) [1 - ~ IS\j'l',jl)l~ 
j'i' J 

(5.14) 

The lack of unitarity of the S-matrix implies that the term in square 

brackets is non-zero, hence describing a loss of incident flux to ioniza-

tion. Note that the cross section 0ion(j) given by Eq. (5.14) is for 

the total amount of ionization over all possible channels [e.g., for Eq. 

(S.lb) through (S.ld»). Other cross sections can also be obtained from 

the (comple:<) S-matrix by application of the Appropriate formulae. In 

particular, tnt:: diffl..-!renr.ial e.lastic sC;"lt.tl.;!rin~ cross section (i.e. t the 



eross section for sc~tterc(i 11c(2 3S) as a function of angle with the 

112 rcm~lnin~ in the j = 0 state) is give" by 46 

1_1_ ;, (2J+1) ( SOJO
-1) P

J 
(cosS») 2 

2ikO .t... J=O 

,,,here s~O is th" (1,1) element of the S-matrix. 

2. ~~ 

(5.15) 

The c()ordinates for the He (2 3S)+H2 s:'stem are shown in Figure II. 

The ~on,plex potential v* -1 r used in the calculations presented in 

this section was given in the prececding chapter. As discussed there, 

we are considerinp. the "slice" of the V* and r surfaces corresponding 

to a fixed H2 bond length of ro = 1.40 a
o 

~e have already shown that 

these "slices" can be accuratc.ly e:{pressed ~s a Imy-order SUI:l of even 

order Legendre moments 

V* (5.16) 

Valu~s for va' V2 ' v4 , rO' and r
2 

are list~d in Table V, and these 

functions are plotted in Figures V and VI. f4 was found to be negligible. 

These moments were in turn fit to some form which can easily be inter-

polateu. In the region spanned by the calculated values, vo ' v2 ' and 

ra were fit by a cubic spline procedure. Vo and v 2 were set to zero 

for R ~ 11 ao and 9 ao ' respectively. For R ~ 9 ao ' rO was set to 

(14.008) exp(-2.0177 R) a.u., obtained by fitting the exponential form 

to Lhe calculated values at R = 9 ao and R = 10 a
o

' Finally, for all 

R, f2 was set to (0.73648) exp(-1.7924 R) a.u. and v
4 

was set to 



(0,08375) ex?(-1.2013 n) n.u. Ti)~s~ approxi:Jat~ fits to v4 a~d ~1 

were found to be sufficii:ntly .J.ccur.:lte, sin.:.:c lhe toc.Jl ioni:!.Jtion 

cross section ~as i~sensitive to their incluHion o~eT the entire 

(center-of-mass) collision energy range investigated (0.010 eV tll 

0.500 eV). In fact, v4 had only a minor effect on the rotational 

excitation cross sections. 

5'3 

All calculations presented here '",ere run \,'ith the OrCHA.'IX progra:u. 43 

Only open (energetically allowed) rotational channels were included in 

our calculations. He found that including only the j = 0 and j = 2 

rotational states produced converged ionization cross sections for the 

entire energy range studied. For example, just above the thr-cshold for 

the j = 0 to j = 2 transition, inclusion of the just-opened channel 

produced less than a 2% variation in uion(O). As could ~e expected, 

the cross sections for- rotational excitation were somewhat more sensitive 

to the addition of extra channels. For collision energies just above 

the j = 0 to j = 4 transition, for example, inclusion of the j = 4 

channel increased the QO~2 value by 12%. 

Calculated total ionization cross sections as a function of center-

of-mass collision energy are given in Table VI for the case in which the 

H2 molecule is initially in the j = 0 state. Deviations from these 

results of only a few percent are obtained with the H2 initially in 

the j = 1 or j = 2 states. As is apparent from Table VI, u
ion 

is a 

strongly increasing function of the collision energy. This is a 

reflection of the fact that since V* is repulsive, high collision 

energies lead (on the average) to closer approaches of the particles. 

But since r increases rapidly AS R decreases, closer appr0nchcs have 

much higher ionization probabilities. 
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T3bl_c VI. l'oen! ionization cross sections ns a fu~ction of energy for 

E(eV) O.(a 2) 
1 0 

0.010 .34 

0.040 1.6 

0.070 3.5 

0.100 6.4 

0.140 11. 

0.200 20. 

0.300 30. 

0.400 35. 

0.500 39. 
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Table VII. Cross sections for the rota~ional1y inel~stic process 

E(aV) 
2 

a G->2 (llo ) 

0.070 0.10 

0.100 0.63 

0.140 2.2 

0.200 5.3 
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Rotational ~:-:r:llali'J;1 r:r()~~s S(:ctlOn n:sults fur tb:! j :: 0 to j = 

trnn:;l[i.on ns a function ()f collision cner2J' are gi'/en i:1 T.:!ble '111. 

an analogot1s argulncllt can be made for this bet!i1vior. That is, higher 

collision energias lead to closer approaclles, where v2 is larger. 

Since v
2 

(and high~r Legendre moments) couple the = a and states, 

[here is consequently morl.: rotational excitation. However, the 0Q-1-2 

values are much lower than those [or G. 
lOn 

This is due not only to 

the fact that r 0 and v2 arc of tht..' same order of magnitude for close 

approaches, but also to the [act that, unlike rotational excita::ion, in 

which flux can go back ;::md cqrlh, ionization is ;] virtually irrevcrsibl.:-

process. 

Assuming that both the initial and final rotational states of liZ 

are j = 0, the angular distribution of He(Z3 S) in elastic collisions 

was calculated from Eq. (5.15) at O.leO eV. The results are show~ in 

Figure VIr with the "idth included (lower curve) and not included (upper 

curve) a Two comments concerriing these results are in order: 

(1) The effect of including r is to decrease the amount of wide 

angle elastic scattering. Since collisions involving small impact 

parameters generally Jead to large scattering angles for repulsive 

potentials, this suggests that the ionization iB occuring for small 

impact parameters, i.e., for close approaches of the particles, as was 

postulated above. 

(2) Unlike thp total ionization cross section, the differential 

elastic cross section is quite insensitive to the inclusion of v2 , as 

well as to the inclusion of rZ" In fact, ~xcluding both v~ ~nd !2 

causes noticeable differences only at large angles; even then, the 
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Assuming .:1 !'laxwcllian distribution of coll.ision energies. cross 

so..!ction rt2'sults ::ionun C.1.n :'12 ther::l.:llly <;,ver'"}b(!d to yi(~ld tht? ioni::.1-

ti'Jn rate constant k(T): 

(5.17) 

wher~ k all the right hand sid" of Eq. (5.17) is tJw ilolt3",;mn constant. 

In our calculations, the integral in Eq. (5.17) was pcrror!!'!2d numerically 

with Lhe tr3pezoid rule. The results we obtained ror k(T) agree 

rc,1son.Jbly '",'ell with the experimental results of Lindi.-tger, et ~, 37 

as sho',m in Figure VIII. Although the strong temperature depend"nce 

is correctly reproduced, our absolute values are somewhat low. In fact, 

if our results were scaled up by a constant factor of 1. 7, they would 

lie well within the allowed error bars from 300 0 to 900 0
• 

In general, then, the results presented in this section indicate 

that the Vk 
and r functions presented in Chapter IV are reasonably 

accurate, though not perfect in all respects. As the width is based 

on a golden rule expression employing an approximate continuum function 

(see Chapter IV), r could be too small, leading to ionization cross 

sections which are too small. This would also be the case if V* is 

too repulsive (see discussion above on Gion(E) results), but this is 

contraindicated by a comparison with results obtained hy Haberland 30 

by fitting his experimental differential cross sections (see Chapter 

IV). Some error could also be due to the approximation of H2 as a 

rigid rotator, but it Has felt that these errors would not he on the 

order of those. presented here. The best ~Jay to solve tha question of 



P"igure V1 I. Difff!n!nli.:1i (!):1~~tl(; :;c:attf:ri!1n C!,r .. ss sections for HC:::(23S)~r.2 

at (c.m.) collisi0n e~ergy E = 0.100 eV, assucing th~ initial 

cur'le ' .. /.1:., calCl11~ted wit~~ 1* alone, while the ]o~cr cur~e 

* . was calculated with V - t r. The cusp at S = 20~ ~s due 

to the change in horizontal scale. 
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1" 
wllerc the error lies ~,J:l Df! bj' r~co!!l.puting V and ~ by anothf:.r pro<:cuun:!.. 

In Chapter VIII, WE: discuss ho· .... a calculation of the Sie=gert eigenvalues 

for a qystcm can provide tllcse quantities. In fact, results for the 

lIe(:!) , 3:;)+11 sY!:it~:n::; lndic;lte th:lt th~ golden rule method may sorne'~hat 

url(iprcstimaLe the width in certain cases. 

B. Classical Calculations 

Tills section preSC!lts clnssical calculations of the total ioniza-

tion nnd associative ionization cross sections for the scnttering of 

lIe(Z3S) by HZ under the a~sumption of a spherically symmetric HZ. 

ThHt is, \-IC aSJume in this section that the full interaction potentials 

*' and width are given only by the Vo and fO terms in the Legendre expansions 

of the precee=ding section. That this assumption is reasonable is based 

on the bct that the higher order terms in Legendre expansions made only 

a 10% contribution to 0. at 0.100 eV in the quantum mechanical calcula-
10n 

tions presented above. However, since the first [PO(cos6l1 te["l!l in the 

Legendre expansion is independent of the angle 9, the problem is thus 

reduced to one having only a single degree of freedom, R. (The H2 bond 

length is still fixed at r 1.40 a
o

.) We can thus discuss the problem 

in the language of an atom-atom collision, which has been thoroughly 

developed by ~!iller.lS The basic aspects of Miller's derivations of 

the classical cross sections for total and associate ionizatjryn are 

presented in Section 1. Results and comparsions with quantum 

mechanical calculations and with experiment are presented in Section 2. 

1. Theory 

The fol.towing discussion closely follm-ls Hill~r's dc"'rivations,18 

but e~ploys the notation used in Garrison, Miller, and Schaefer. 47 We 



assume throlli;houc that the cotal .::allision Erler,;:: E is fi:·:eLi an,: t:l.J~ 

all quantities are given in atomic ·mits.. Th~ cl.:1ssic.31 t~l(:( ry of 

Penning ioniz;J.tion is then for:;tul.:lted i:1 th.e l.;lr.gl.!~ge ,)i t'r,)b.~~ili.tics. 

For a given i~pact parametcr b, Pb(?,,)dR L:; the prob.:J.bility that 

ionization occurs in the interval (R,R.+J.R). Then,. for.). ll.:Irtici<2 

aporoaching • .. dth impact parm:lcter b, it can be shown that
13 

r(R) (1"" r(R') 
"b(R)exp-RdR Vb(i(')] (5.18) 

where r is the auto ionization width and vh(R) is the radial velocity 

at R: 

* ? / [1 lE _ vo(Rl _ Eb; 1)1 2 
m R-

15.19) 

Sinc.e r is the ionization rate and v. ~R) is roughly the time spent in 
o 

the interval (R,R~dR), rCR)/vbCR) is the probability of ionizing in 

the interval CR,R+dR). The exponential Eactor is the survivc_ ractor 

for reaching R ~ ionizing. Similarly, for a retreating particle, 

PoutCR) r(R) . r ,rCR') [R dR' 
b = "b (R) exp [-J

R 
dR vb (R') -

. O"RO 

rCR' ) 
v (R') 1 

D 

C5.20) 

where RO is the classical turning point, i.e., the point for which 

E (5.21) 

(see Figure IX). The total probability for ionization at R is thus 

given by 
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F1~ur0 IX. C]assic~lJ pu[(·ntiaJ curve m0d~1 us~~ for the descri~tiun of 

Penning and ~s~ociati'/~ ionization in an atc~-aton ?r0ble~. 

Sec text [or d~finitions of indicat~d quantities. 



Fi.gure IX. 
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(5.22) 

and the total probability for ionization along a trajectory of i~pact 

paramet.er b is simply 

(5.23) 

To obtain a total cross section for ionization, We thus need to add up 

all the contributions from indiviti~ . .Lal impact parameters: 

(5.24) 

Performing the necessary substitutions and the integration over R, we 

obtain 

271 1"'db'b'[I-exP\-2 J'" dR' feR:)}] 
o R vb (R ) 

o 
(5.25) 

We would al,;o like to calculate the amount of associate ionization, 

i.e., the cross section GAL for the formation of HeH; in our atom-atom 

picture. We can ther. compute th" branching ratio R = kAL/~ot' which 

can be compared with experiment. Classically, we can c('nsider the 

ionization as a vertical transition from the excited v~ curve to the 

ionized v~ curve, where the nuclear kinetic energy is locally conserved 

(see Figure IX). + (The Vo ~ucve is just the l = 0 Legendre moment for 

the r = 1.40 SCF results for V+ presented in Chapter IV.) If, after 

the ionization has occurred, the nuclear kinetic energy falls within 

the shaded region of Figure IX. "e have a bound (i.e., associated) 
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product. This includes both a component which is truly bound (E 1"5s 

+ 
than vo(~» as well as a component which is only quasibound (E less than 

the centrifugal barrier). The criteria for deciding if the fiIla1 nuclear 

kinetic energy falls within the shaded region can be included by 

restricting the limits on the R integration of Pb and by multiplying 

the integrand in Eq. (5.23) by a step function hex), '",hich equals one 

if the final energy is sufficiently low and equals zero otneroNise. 

Assuming, as is the case presented here, that the topology of v~ 
+ 

and Vo are such that only a single reaction of R contributes to GAl' 

we obtain for VAl a triple integral 

t}- feR) 1"'" r(R') 
°AI Z1T..tdb'b·~OdR h(:\) vb(R) exp(- ROdR Vb(R'» 

r (R') 
~) 

b 
+ exP(-l dR' 

o 

feR' ) 
v (R'» J 

b 

+ Eb
Z 

.. 

Vo + --2- possesses a 
R 

where B is the maximum value of b for which 

well, R is R + (b) (eE. Figure IX), and X is 
max 

x 

given by 

(5.26) 

(5.27) 

For the amount of the truly bound component only, R is taken as the 

point RD where 

(5.28) 

and X becomes 
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(5.29) 

I: ....... JC!L P,,'(b) he th(: largf.ist value of R in the interval (RO' R~ay"(b) 

or XC)~ for ;.'f.ich heX) = J. we can re'Nrite the triple integral in Eq. 

(5.26) as the double in tegrn.] : 

I (b) 
.r(R) 

sinh[ dR v, (R) 1 
RO 0 

(5.30) 

In general, the values of RO' B. R+ (b), and R
O 

must be determined max 

numerically. For certain ciloices of potentials, ~Iowever, such as 

those descrihed below, some of these values can be found analytically. 

2. Results 

The integrations in Eqs. (5.25) and (5.30) were performed with 

a Simpsons rule procedure. The R integrals pose a problem, however, 

in that since vb(R) approaches zero as R approaches RO' the integr~nd 

is singular at RO' Fortunately, th~s problem can be obviated by a 

suitable change of integration variable. Letting :<=..jRl-R
O
" we get 

the following transtormation. 

Rl Vl\-RO' 

1. feR) r 
R dR Vb (R) = 2 J 0 dx 
o 

f(RO+X
2

).X 

2 
vb(RO+x ) 

The integrand is nOl; finite for all x in [O • ...;Rl-ROJ. 

(5.31) 

ilOlV'ever, the 

integrand has % for" as " + 0, so that the limit of the integrand 

as x -)0 t) must be properly determined for evaluation at or near the Im.,rer 

limit of integration. For the choices of potential forms used 



llere, tllis can be done by st~ndard limiting procedures invulvin~ 

expansion techniques. ~ith this limiting procedure taken illto account, 

the integrands in Eqs. (5.25) and (5.30) arc s::looth, well-bc!tavt:d 

(unctions of Rand b. In fact, for energies less th.1l1 0.500 eV, 20 

integration points '-de'Ce sufficient. for four-figure accur3cy in Ctot. 

For higher energies, 40 points proved to be enougil. A somewi13t larger 

number of poi.nts "as required for the a,u calculations. In addition, 

the infinite limits in Eq. (5.25) .. ere set to "bout 20.0 for the band 

R intcgr<1tions. 

Before pres0ntjn~ the results for the total ionization cross 

section, ~ few rem~rks are in order on how the classical turning 

point RO ·.'~s obtained in these calculations. Basically," strictly 

numerical technique was used. That is, suppose we define the function 

feR) by 

feR) 

We thus want the value R 
o 

such that feR ) ~ O. 
o 

Given the ith 

(5.32) 

approximation to R
O

' ,ye can determine the (i+l)st approximation by 

(5.33) 

,. . 
Sir.ce Vo 1S fit by a cubic spline function, both f(R

i
) and f' (R

i
) can 

be determined analytically. Given some initial guess to RO then, Eq. 

(5.33) can easily be iterated until the change in the computed RO value 

bet .... ·een successive iter~ltions is sufficiently small. An efficient 

method of choosing tile initial guess to RO is to take the final RO value 
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Tot,11 ionj;.:;ition Crf.JSS 5f.:C tions 
J 

";tot for He(2 S)+H
2 

[ef. 

Eq~ (5.25)]. The classical results obt~in(!d ~..;ith an -1.tom-

qU.1ntum mt'o'::hilnical results of Secti.on A (crosses). 
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obtain~d f0r ttlC pr~~inus ~aluc of b. Since th~ incr~ment hct~~en b 

values .",.1.~' not too large (~. 1), this provided a. soad initial guess for 

!{o' Tln.:s, only the initial zucss for b = 0 is u!ldeter:nin.:.d. HowC"/cr, 

for b :::: 0 I th.~ condi t ion for RO becomes 

o f(K) (5. 34) 

* . !~8 which, since ~O(R) is a cubic spline, can be solved analytically. 

" Also, sincl' E crosses vO(R) at one and only one point in the interval 

between Lwo cubic fit points, the choice of root is unambiguous. 

Results for t11C! total ionization cross s-ection for the collision 

enc.rcy range. 0.010 to 1.000 eV arE! plotted in Figure X, .;lnd com;>3red 

with the quantum mcchi.lnical results of Section A. \ole see that the 

classical ato~-atomresults are slightly lower than the quantum ones, 

but still within lOX. Since the effect of v; in the quantum mechanical 

caiculations was to lower the ionization cross section by around 10%, 

classical mechanics (i.e., the neglect to tunnelling) appears to 

introduce roughly a 20% error over quantum mechanics. The magnitude 

of the error caused by the neglect of tunnelling is rt'3.50nable for 

the case of a r:epulsive potential and a width which rises rapidly 

as R decreases. Thermally averaging the cross sections to obtain 

rate constants as in Eq. (5.17) similarly produced results which 

are within 10% below those obtained in Section A. 

In order to calculate the cross section for associative ioniza-

tion GAl' the ionized V~(R) curve is needed. This function was 

derived from the SCF results for V+ presented in Chapter IV by the 

use of Eq. (4.3). It is li.t~d In Table VIII and is plotted in 

Figure Xl. To interpolate between the computed points, the v; 
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Table VIII. 0 Legendre r.l\)~L'nts for .+. 

(a ) + 
(".u. ) R Vo 

0 

"3 + 0.0006:,2 

4 - 0.001381 

5 - 0.0::10833 

6 - 0.000439 

- O.Ou0231 

8 - 0.000129 

9 - 0.000076 

10 - 0.000050 



o 

r 

" 
" 

.. :,,": :", t :: ((..:.~:.~Ii·d '~':':-'/I:'~;J r~~.Jrrt:"':>i~~"": 

t'l fit·, of t':,., f'J:'",:: 1:1 :-jio (,).}S, • .• d:~l ,. :: ~f ... ;f .. :f.: ar.r~ L" :::; 

c.) 

',of). '~J-). rl '.rJ/·~"t 1 )1':::, 

7 i. 



+ GoeJ ~ 
I 

0 
I ------
\ 
I 
I 
I 
I 

I· 
I 

~ 
.00051- I-Fit I 

~ 

f 

I 
I 
I 

0: 

I I 
+ 

I 

::- I 

.00101 I 
I 
I 
\ 
1 
I 
I, 

- .0015 

_.002d-__ ~~~ __ ~ __ _L __ _L __ _L __ _L __ _L __ ~ 

8 9 10 3 4 5 7 

R (0.) 



c 
8 
f( 

c' 
f(4 

(5.35) 

'fll" va]ue of c' ·..,as set to 0.69, the polarizability of h~liW!l. Taking 

two rliff~r~lll ~~lup~ of c (obtained by a least-sqlJares fit of the data 

':oJilh and ~}j UiOut lile computE.:d value at R = 3 ao) prod1.,!ced t· ..... o clif::l!rcnt 

+ 
fjl~; to vo' dij-fering primarily in the. position anti depth of thE: 

mLnLmum i.n lhl.' alLrac.ti·[{.! ·#l(:.ll (c{. Figure. X.l) and ~r:ac.k(!t.i.nb t.he. c'Jrr:ec.t. 

TIJi: true results should thus lie bet·,..,ee.n those obtained from 

Th" ad'mllt,os" of using a fit of th" for:n in Eq. (5.35) is that 

certain upper limits needed in Eq. (5.26) and (5.30) can be deter:nined 

analytically. The position of ,the max.imum of the centrifugal barrier, 

+ + Eb 2 , 
Rmax(b), and the largest value of b for which "O(R) + -2- conr~~"s a 

R 
well, II, can both be obtained by setting the derivati'", of the effective 

potential to zero: 

o d (V+OCR) + Eb
2

) 
dR 'R2 

(5.36) 

As mentioned above, su..:!h c.ubic equations have analytic, solutions,48 so 

that R+ (b) is relatively easy to determine. Since no real solutions 
max 

exist when the discriminant for the equation equals 0, we "btain the 

condition for Bas: 

B 
[(Z/3)c'j3/4 

1/2 1/ i l 
E c 

(5.37) 



.,f; 
r. , the ·J.:1..1.1!~ 

+ !::b
2 

for '..;hich vO(i~) + crosses "'8([') (needed 
R" 

(.):\1 for truly bound cOr.1pont:'nt), can siI!1ilar1y be I.)btained hy 5ulvjn,·, ::1' 

cubic equation 

o (5.38) 

dirL:ccl:;. The fi.:l.11 quantity to be dcr.:erminL!d, RI (b)? corresp ... :mdillb 

lo the largest nllowed R value for which the step function h(X) is 

nnn-::ero, c~:rn.not he determined an;).lyt iC:J.l1y. It \.;as det('rr.1ir:ed bY' .:1 

straiglltforwarJ numerical search. 

Associ;]ti~e ionization cross sections GAL were calculated ';itll 

both of the fits .si .... en in Figure XI, and with and without the qu;]si-

bound component. The four sets of cross sections were then ther~ally 

averaged via Eq. (5.17), producing associative rate const~nts k.AI at 

300 o K. From these, branching ratios R ~ k,U/ktot "p~e computed. Results 

for the total (both component) associative ionization for Fit 1 and Fit 

2 are 16% and 17~, respectively. mlen just the truly bound component 

is considered, these results are 12% and 13%. From these results, we 

can conclude that the branching ratio is not very sensiti'tJe to the we.ll 

region of the ionized curve, w!!ich is consistent with the picture that 

at ther~al energies, the particles cannot get much closer than about 

5 a
o

' He also note that the quasibound component contributes only 20% 

to 30% of the branching ratio. However, the experimentally determined 

branching ratio for the formation of HeH; is a mere 1.5%.32,34 Clearly, 

some. factor : • .,s not properly been accounted for in this comparison, 

since classical mechanics would be expected to underestimate the result, 

through the neglect oi tunnelling. The difIerence betw~en this 
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theoreti.cal treat;:}ent .1nd ",:hat is experimentally determined thus li~s in 

th(~ ;Jtmn-atom approximation en,plo),c .. d here. That iS t this ::.odel cannot 

+ + 
di;;lLflf~uislJ between trlle !/f.:H2 and Ht:!H

Z 
• .... hich is [urmed ",.lith C..i su[ficlent 

;lGIOllrll of '/ihriltional excitation to subsequ.;ntly decay to HeH-t-+H• Since 

th(; brilI1chine ratio [or HeH+ formation is around 10% at 300'}K, this is 

a I)lausible e~p]ilnation. In terms of potential curves, this means that 

. + 
La properly compare with experiment, we nerd :0 add the ~z vibrational 

! + h . . I' I energy to tlC Vo curve, t ereby raIsIng it re atlve to the origina 

+ 
vO(~) value and decr~asing the size of the well. In fact, for a 

sufficiently larg~ amount or vibrational enerEY (2 .002 a.u.), the 

well would disappe .. 'lT entirely, corresponding to a zero classical cross 

section for associative ionization. The observed branching ratio for 

+ . 
HeH

Z 
fonnotwn could then be calculated only in a quantum mechanical 

framework. This last idea is supported by the work of Preston and 

Cohen,49 .... ·ho obsc:.rved 

of ,his problem. 

+ no lIe1I
2 

formation in a cldssiL:CLl l["ajectory study 



This chapter presents th~ results or our stabilj~,]tion--Folden 

1 50 
rule calculations on th~ :Ie (ls.2s-S)+::''l s::stcr:1. Thi.<-> systcm is L1! 

particular interest in th.:1t rece:1t c:·:?Cr:'ment..Jl ::lC.J.!::iUrc;n~'lltS tht: 

differential scatterizlg cross 5~ction15.16 sU~8est ~~l~~, unlike tile 

-': 
triplet SYSt2:;], the. singlet i.H.cr.1.ct:'Jn ~Jt....:;-!L:...!L •• 

relative maximum (cf4 Figure :,:lI)4 In.:3 ?rev.iou3 t.:ll.!or~tic.:ll st.udy 

However, siilce their c:.llculation E:r:1ploycd a rat:h::r l.i::iited vo.lence-

bond CI wavefunction -..;i:.h a singlt2: center e:-:p.:lasion lur the II.) 

orbitals, a reliable ma:-~imu::J was either not observed or :lot reported. 

The method employed in our work was presentcd in Chapter III. 

All comments in Chapter IV concerning the procedure and progra:;Js apply 

het'e as ·,.;Je1l, and need not be repeated. ly t>;.;o dif ferences between 

the work presented in Chapter IV tind the current case are si6nific2nt. 

First, the orbital basis set listed in Table III was used as given, 

except that the 2s and 2p orbital exponents on He were changed to 

0.505, as determined in a separate calculation of He(2
1S). Second, 

unlike the triplet calculation, the ground state (ref"rcnce) configura-

tion for HeH2 must be included in the configuration set. Since it was 

considered a part of the Q subspace of H, the root corresponding to 

resonance was thus the second eigenvalue of QHQ. 

The results for the resonance energy V* are listed in Table IX. 

+ Since the singlet SCF calculations on HeH
2 

diEfer from the triplLt 

only in the 2s and 2p He exponents, the V~ re-sults \"ere al-:::ost the 

same as before (dif£~ri~:; ~J 0.0G02 2. _.), and n8ed not ba repeated. 



1.60 ~. The dashed 
o 

('urH~ iri Haher;u:1d's effecti'/C spheric.1.11? syrJDC=tric pvt0ntic11 

(see reference ]0). All curves are plotted with the sa~e 

zero. The c'1.1culilted as:rr.:.ptotic limit is V*(R ........ .n, r = 1.40) 

-3.273656.1.U. 
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Tablp ke<;uJts [or lh,..! If pIS)' 'f v* pou::ntiiila " lX. • r= - • "'r 2 

b 1j*1 1= * !( 'J r R r V 

'I. 00 fJ 1.M) -).19167g 6.00 0 1. 40 -3.269032 

3.01) ,~5 1.40 -3.216420 6.00 145 1.40 -3.270!,60 

'~ . (J(J 90 1.40 - 3.2348].0 6.00 90 1.00 -3.222912 

1,.00 0 1. 40 -3.256806 6.00 90 1. 40 -3.271680 

I, .00 45 1. 40 -3.263535 6.00 90 1. 80 -3.249739 

4.00 ')0 1. 40 -3.269144 6.2'0 0 1.40 -3.26~508 

4.5,) 0 1.40 -3.263758 6.25 45 1.40 -3.270702 

4.50 45 1.40 -3.267951 6.25 90 1.40 -'.271725 

4.50 90 1.40 -3.271489 6.50 0 1.40 -3.269971 

4.75 0 1.40 - 3.265431, 6.50 45 1.40 -3.270956 

4.75 45 1.40 -3.268869 6.50 90 1.40 -3.271806 

4.75 90 1.40 -3.271769 6.75 0 1.1,0 -3.270414 

5.00 0 1.40 -3.266548 6.75 45 1.40 -3.271217 

5.00 45 1.40 -3.2691,06 6.75 90 1.40 -3.271923 

5.00 90 1.40 -3.271817 7.00 0 1.40 -3.270829 

5.25 0 1.40 -, .267350 7.00 45 .1..40 -3.271479 

5.?5 45 1.40 -3.269749 7.00 90 1./.0 -3.272061 

5.25 90 1.40 -3.271776 7.25 0 1.40 -3.271215 

5.50 0 1.40 -3.267983 7.50 0 1.40 -3.271571 

5.50 45 1.40 -3.770007 7.50 45 1.40 -3.271987 

5.50 90 1.40 -3.271714 7.50 90 1.40 -3.272368 

5.75 0 1.40 -3.268528 7.75 0 1,40 -3.271890 

5.75 45 1. 40 -3.270231, 8.00 0 1. 40 -3.272175 

5.75 90 1.40 -3.271677 8.00 45 1. 40 -3.272429 



Table IX, cO:ltinued. 

* V 

8.00 90 1.00 -3.224158 

8.00 90 1.35 -3.272406 

S.OO 90 1.40 -3.262672 

S.OU 90 1.45 -3.271987 

8.00 90 1.80 -3.250440 

8.25 0 1.40 -3.272423 

8.50 0 1.40 -3.272638 

8.)0 45 1.40 -3.272786 

8.50 90 1.40 -3.272938 

9.00 0 1.40 -3.272978 

9.00 4~ 1.40 -3.273062 

9.00 90 1.40 -3.273150 

9.50 0 1.40 -3.273217 

9.50 45 1.40 -3.273260 

9.50 90 1.40 -3.273314 

10.0 0 1.40 -3.273381 

10.0 45 1.40 -3.273401 

10.0 90 1.00 -3.224905 

R 

10.0 

10.0 

10.0 

10.0 

25.0 

25.0 

25.0 

25.0 

25.0 

25.0 

25.0 

50.0 

50.0 

50.0 

50.0 

50.0 

r v* 

90 1.35 -3.273164 

90 1.40 -3.273431 

90 1.45 -3.272747 

90 1.80 -3.251202 

o 1.40 -3.273657 

45 1.40 -3.273657 

90 1.00 -3.225122 

90 1.35 -3.273388 

90 1.40 -3.273657 

90 1.45 -3.272975 

90 1.80 -3.251443 

90 1.00 -3.225122 

90 1.35 -3.273388 

90 1.40 -3.273656 

90 1.45 -3.272974 

90 1.80 -3.251442 

33 

aA11 quantities in atomic units; angles in degrees. The exact asymptotic 

limit for the potential is V*(R ~ 00, r = 1.40) = -3.3204 a.u. 

bR, r, and e.are the coordinates defined in Figure II. 



,U"(· lljntt(·d in Figure XII t ."1n'd cUMpared '..Jith lhe (..=:-:p(:rime:1l:illy d~cu(:(;d 

;,ole!lti.11 f)f lI.1hf.rland.
30 

From lhc figure, ',..'e see t~lf'lt th(: ?otL!!ltial 

i;: flui.!.l' anisotrupi.c, and that, whereas the C"Jro./ appro."1cn is purely 

rl'l)ul~;j~~, the C
2v 

nrJproacil actually does posscss a r61ativc maximum. 

In addiljon, a C (0 
5 

4jO) appruach (not shm . .Jn) has .:1 pronounced 

lI"'liggJ.ell
, lhou.l.'.h not a true :na:-::imum. Since the potc!1tial curve inferred 

by ltabcrl,Lnd
30 

']!>Surll(.'S an Lst)'tropic potential, .::l dir2ct conparison or 

Otlr results with experiment i~ not possible. Such a cOr.1p.1rison could 

be nlade with scattcring calculations cr.1ploying the complex ?otential 

tc i 
V - ~ r, but the auto ionizing width for this system is not currently 

available (see below). However, the fact that the height of the relative 

maximum in our C2v potential is roughly the same as that o[ Haberlandts 

30 
effective potential strongly suggests that our calculation is correctly 

modeling the physics of the situation. 

The Legendre moments vo' vZ ' and v
4 

defined by Eq. (4.1) are plotted 

in Figure XIII. The larg~ u~gree of anis0tropy is easily visualized 

from this figure, although the "wiggle" is not very pronoun.:.ed. In 

fdet, the maximum region in the C2v approach is converged in the Legendre 

moments to a crossing of the Vo anj Vz curves. For if Vo ; v2 and v4 

is neglected, l.t can easily be shown [cf. Eqs. (4.3) to (4.5») that 

V (90 0) ; 1:.
4 

V (0 0 ) , I' I' ltd R 5 Wl~Cl ~s near y .rue aroun ; a
o

' 

The physical origin of this unusual structure in the potential 

+ -
does not appear to be due [0 .3.11 avoid02d cro:-;sing with tht? He -H

2 
ioaic 

seate. Such an interaction is precluded by the face that for the C2v 



s·!!m:Il:'Lril:~.. It should ~llso be Ih)i:1tctl c'ut rhat thtCO ='tructur ... · ~~; :1dt 

+ 
SCi' (','Jl·'lil;it.i:"l;: ior the Hl.'H2 ~t.1tc, a~; lhe corrc-':.?ondin~ Cl L,11c~11.:llion 

will! an seF LHl the HeH
2 

g.round state .3.1so p:roduced i!. C
2v 

curyE" '..Jith a 

i)rOilct:I~CL~d ~tr:.;\..'tt..:rc. ..\.11 analysis of the r0son~:nt.:L:' t .. :avcfun.::tion for 

v<lriolJ;"; r: · ..... l1Ut·s in til(' C
2v 

approach indicates that the structure is 

(!u~ tu tile int0r~Clioll bctwCCll two excited stat~s Wllich asy~ptctic.:llly 

Th.Jt is, for R larger than 

has (>ss,,:nt i.:iJl:: 2:-:; character, while for R inside the maxitr.um, the c]c'ctron 

is in .:1!1 orbital characterized as a Zs-2pz ~::brjd. Such s-p correJ.2tion 

was ;11so found to be important to Cohen and Lane.
22 

To gain a more 

quantit;1tive ·]ie·..J of this hybridization, we performed a crude population 

.::anaJ:/sis, as follows: For fi:-:ed R, we consider the eigenvectors for 

the two roots ·..,hich dissociate to He(2 l S), He (2 l p)+1i
2 

(roots 2 and 3 

of our calculation). For each root, the electron density in the 

2s and 2p ~~ orbitals of He is then roughly given by the squares 

of the coefficients for the configurations corresponding to single 

excitations f.~om the ground state to the resFective orbitals. To obtain 

the atomic orbital densities, these squared coefficients are then 

m'lltiplied by the proper coefficients of the atomic orbitals in the 

molecular orbit~ls, anJ the r.esults for a given atomic o~bital are 

summed over the 2s and 2p molecular orbitals. \,e thus end up with" 

crude measure of the electron dens;,ty in the excited sand p atomic 

orbitals, v/idch we ca.n cienote by Ds and Dp' ~ .. 1e then define the mixing 

ratio for each of the eigenvectors as Ds/Dp' These mixing ratios are 



, 
Figure XIII. Lr·gendre :!lC,:"'J~flls IJJ~(P.)" 9. = 0,2,4, of the Ec(2..1. S)+H

2 

potL'r1li<1'l iir.':":!"f~:: :;ur!ac~ [cf~ £q. (4.1)). The H2 bend 

le.n~~th is fixpd at the equilibrium value: r = 1.40 a . 
o 0 

-1, 
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given in TabJe X. From these results, it is clear th .... t outside the 

rel.~tivE: ;naxi::'Li:;l, the t· .. .'o roots correspond quite '"Nell to distinct S 

and P excited orbitals, whereas inside the maxi~~m, the two roots 

becom~ mixed, and at 5 a
o 

the excite~ orbitals are probably quite 

n(·arly sp hybrids. 

'J1lC structure in the potcntia.l surface may now be explained in 

t~rms of this s-p hybridization. For the hybridization provides a 

mechanism '.hereby electron charge density may be polarized along the 

R axis and away from the H2 . Thus, more of the +1 charge of the He+ 

core is bared to the H
2

, provi:iing a charge-quadru~ole interaction, for 

which the C2v approach is the most stabl". Of course, such an eff<!ct 

is also possible for the He(2
3

S)+H2 system discussed irl Chapter IV. 

However, the He(2 3S)-He(2
3

p) spl.itting is 1.14 eV, as opposed to 0.60 

eV in the singlet case. Such s-p interaction would then be expected 

to occur at smaller R values, 50 where the potential is too steeply 

repulsive to support a well. 

Using the same procedure as was used in the triplet study (see 

1 Chapter IV), the autoionizatiun width for Re(2 S)+R 2 was computed. 

Unfortunately, in the present case the width did not fall to zero as the 

112 ,"as moved away (R + 00). In fact, r reached an asymptotic value of 

~ 10-
5 

a.u. To understand the origin of this result, ~e will restrict 

our discussion to a e2v .geometry with a fixed H2 bond length of ro = 1.40 a
o

' 

We also consider the case in which R is large, for in this linit we may 

talk ~bout molecular orbitals which are centered on either He or H
2

• 

Si.nce in our calculatIons the SCF is used to obtain a good set of 

orbit31s with ~hicll to descrihe + 
He+H

2
, in t~t (T the ;-efercnce (f::rr"L.:!1d 



Table X. D /D s p 
population ratios for He(21~)+H2·a 

R (a ) 
a 

Root 2 Rcot 3 

3 1.07 1. 23 

4 1.55 1. 20 

5 2.34 1.01 

6 3.66 0.48 

4.83 0.20 

8 1. 99 0.66 

a See text for definitions of quantities 

involved. 
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stolte) COIlfi~tlratiun, 'IJhich is in the Q subspace~ will :nix ~.·!ith the 

single excitations in the P subspace to provide a better description 

of H2~ Unli.ke the tt"iplet cas~, then, in ·...,hich the reference configura-

tion is not included, this normal CI correlation of the H2 is counted in 

the "PQ coupling, and thus contributes to the width. Since such 

corrC!la tion ....... ould reach some non-zero as)'"II1ptotic value for large R, 

r ,,/QuId be expected to level off as rr ~ "', as is observed. In addition, 

since such CI correlatjon changes ... lith R in some unknown rlanner, the 

asymptDtic limit cannot simply he subtracted off to provide the width. 

In fact, when such a procedure is used, the results we ohtain are about 

an order of magnitude smalle~ than those for the triplet system, in 

contrast to the results of Cohen nnd Lnne,22 who obtained an approximate 

singlet uidth which was slightly larger than their triplet. (Cohen and 

Lane 22 did not observe the correlational difficulties discussed here as 

they did not use the golden rule approach for their singlet calculations.) 

It should also be pointed out that these asymptotic difficulties were 

not observed by Hickman in a golden rule calculation on He(2l S)+H,5l 

since as R ~ 00, there is no electrGnic correlation for the H atom. 

In an attempt to remedy our correlation difficulties, we tried a 

few other schemes, corresponding to different effective choices for 

the P and Q projectors. First, the reference configuration was remJved 

from the Q subspace ~nd placed in the P subspace, so that the mixing 

between the ground configuration and the P configurations would not be 

counted in the width. However, since the reference configuration mixes 

strongly with the entire Q space, this procedure was not effective. 

Second, with the reference configuration repl~cQd in th~ Q Subsp3ce, 

+ 
the SCF calculation was performed on lieH

2 
instead of HeU

2
• This choice 
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of molecular orbitals provides 8 poorer descr~ption of the co~ti~uu~ ~unction 

X in Eq. (3.12) ~ but this is prob.3.bly not a serious concern, as Co"nen and 

Lane Z2 obtained reasonable widths for He(ZI,3S)+H
2 

"sing quite modest 

wavcfunctions. The advantage of such .3. ciloice of molecular orbitals, 

however, is that by Brillouin's Theoren:.
52 

we know that the reference 

configuration cannot mix with those configurations which are single 

excitations from the reference (i.e., the P configur~tions). We thus 

obtained no contributions to the width from the mi;<ing bet~ ... ~een the 

reference configuration and the P subspace. Eo~ever) a different type 

of correlation in the H2 ~as obsE!rved in this case. For large:: R, double 

excitations in the HZ (~Q) mixed strongly with the single excitotions in 

HZ (€P), 8gain providing an asymptotic contribution to the "idth. 

In a final attempt to remove the electronic correlation from the 

width, ,;.](:~ replaced t.he single dctcrminental ionic wavefunct.ion :V
ion 

in X [ci. Eq. (3.6) J by a three elec tron CI wavefunction. The ~dea 

here is that by "precorrelilting" the continuum function X, the correla-

tional effects described above could be expected to cancel out in the 

golden rule matrix element of Eg. (3.12). That is, suppose we reconsider 

the physical approximation assumed for the continuum function X, 

(6.1) 

where, as before, we expand the coulomb orbital ¢E20 as 

(6.2) 
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~ ~ ~ 

HOT~IC'Jer, for -;licn(rl,r2,r3)' ' .. :r.:. no''';" take. the ground state eigenvector 

- + from a CI calculatlon on HeH 2: 

(6.3) 

~Jherc the superscript 3 indicate::s that ~~ is a 3-electron configuration. 

We ·us obtain for X: 

(6.4) 

4 
where ~ik is a 4-electron configuration corlesponding to a proper 

spatial and singlet spin coupling of the 3-electron configuration 

$~ with the orbital 0i' 
4 

~ik can be written as a simple linear combina-

tion of configurations 1>i for HeH2• Assuming that the $~ configurations 

contain single and double excitations from the 3-electron reference ground 

4 
state, the $ik will involve linear combinations of single, double, and 

some triple-excitations from the 4-electron reference configuration of 

the original HeH2 set. It should be noted here, however, that the only 

terms in X of Eq. (6.4) which contribute to the I~ matrix element of 

Eq. (4.16) are those terms which were not included in the original 

Q subspace. To demonstrate this, we assume that a given $~k corresponds 

to a configuration $t (or a linear combination of such configurations), 

where <l>t is an element of the Q subspace. Then the contribution to Il!, 

4 
fror.! the <P ik tel"m is rcl.J.tcd to 
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<'PO!H-E P > = < l:>, ~,iH-E 1<:> ;> 
, r t j J J' r't 

= ~>, (lI, -He, ) 
j J Jt Jt 

o (6.5) 

where the last expression equals :ero because the final equality of 

Eq. (6.5) ~s sim;..ly the secular equation which derennines the coefficient" 

{b,} for the eigen'.'ecturs of QHQ. Contributions to the width only arise, 
J 

then, from matrix elements between Q configurations and P configurations 

and between Q configurations and triple excitations from the reference. 

rnfortunately, bot~ types of matrix elements do not go to zero as R 00, 

and the results from this procedure are not very different from the 

original calculation described above, with the exception that the 

asymptotic limit for r is now ~ 10-7 a.u. This indicates that a partial 

cancellation of the correlational effects ~2y be occurring. In conclusion, 

for cases in Hhich such correlational effects as those presented here 

are important, the choices of P and Q projectors presented in Chapter III 

are not suitable for an accurate calculation of the «idth. A different 

method presented in Chapter VIII, based on a calculation of the Siegert 

eigenvalues of a system, shows great promise for the calculation of Hidths 

in such cases. 



VII. THE He(2
1

S)+Ar SYSTE~! 

Another reaction of current scientific interest is the Penning 

lonjzation of Ar atoms by singlet metastable He: 15- l7 ,53-55 

94 

(7.1) 

Haberland
J7 

recently published an ex;:ensive study of -the differential 

elastic scattering cross section for this system at several collision 

energies, from which it is concluded that a proper calculated fit to 

the cross section results requires an excited potential V* which 

contains a relative maximum (cf. Figure XIV), similar to that observed 

1 for the He(2 S)+HZ system (cf. Chapter VI). This unusual feature is 

necessary in that it gives rise to a well-resolved rainbow maximum in 

the differential cross section observ"d at interm"diate angles (20 0 for 

100 meV). This anomalous rainbow peak has also been observed by Siska,55 

who obtained the differenticl cross section at a single collision energy 

(64. meV). Using a considerably Jess flexible potential form t:han that 

of Haberland, Siska55 was able to obtain a good fit to his data with a 

potential containing a pronounced shoulder (cf. Figure XIV), though not 

a relative maximum. Nevertheless, the position (7 a
o

) and height (25 

meV) of the structure in Siska's potential are in good agreement with 

those of Haberland's. In addition, Siska's time-of-flight measurements 55 

contain a single peak corresponding to elastic scattering, indicating 

that the observed behavior does not arise from an excitation transfer 

process producing Ar*. 

Since this system has only a single:. dc..:gr8e oi frcedolil for ti1e 

nuclear motion, a theoretical calculation of the V* potential is most 
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t .... orth· . .;hile, as it can be directly compared \\'ith the cxperi:nentally 

deduced potentials. Such a calculation is presented ~.n this chapter. 

As the nUJ-:1ber of e.lectrons in the HeAr system (20) is relatively large, 

extensive CI calculations were not considered feasible. HOtJever, the 

reasonably-sized calculation presented herein, while not of sufficient 

accuracy to' reproduce the exact details of the potential. "ad consiJer­

ed adequate enough to furnish the gross shape of v*, i.e., two high-slope 

regions separated by about 2 ao and joined by a low-slope region. 

The calculation of V* presented in this ch2pter differs 

significantly from the method detailed in Chapter III in three 

respects. First, those configurations corresponding to a HeAr+ core 

plus another orbital (the P subspace of Chapter I!I) were included in 

the CI diagonalization. This corresponds to the alternative definitions 

of the P and Q projectors as used by Miller and SchaeferS in a stabiliza­

tion calculation for the He*H system. Such definitions place all the 

L2 functions of the basis set into the Q subspace, while the P subspace 

contains only non-L 2 functions. Second, the molecular orbitals from 

which the configurations were generated were determined by an SCF 

calculation on the E.~ HeAr system, instead of on HeAr+. That 

such a procedure does not change the overall characteristics of the 

calculated potential was discussed in Chapter VI. Third, all structure 

calculations discussed in this chapter ware performed with the BERKELEY 

system
56 

of minicomputer-based programs. 

The atomic orbital basis set of 34 contracted Gaussian functions 

used in our study is listed in Table XI. Those orbitals centered on 

He arc the same as chose used for the He(2 1S)+;1.2 calculations {Cf4 
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Figure XIV. Interaction potentials for He(2 l S)+Ar illotted on a linear 

scale. The solid curve is the theoretical result. The 

dashed curve is Haberland's deduced potential (cf. Reference 

.10), .,hile the dot-dashed curve is Siska's deduced potential 

(cE. Reference 55). All curves are plotted with the same 

zero. The calculated asymptotic limit is -528.944849 a.u. 
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Table XI. Contracted Gaussinn orbital basis set for He(21S)+Ar. 

Atom Orbital 

Ar 

Ar 

Ar 

Ar 

Ar 

Ar 

Ar 

Ar 

Ar 

Ar 

Is 

Is' 

2s 

2s . 
3s 

3s 
. 

4s 

2Px ,2py, 2pz 

. , . 
2Px ,2py, 2pz 

3Px,3py,3pz 

Exponent Coefficient 

118186. 0.00030 

17688.8 0.00238 

4r~7 .30 0.01233 

1l4:,.96 0.04908 

376.954 0.15104 

138.070 0.23140 

138.070 0.10000 

54.9540 0.40780 

23.1650 0.18556 

7.37688 1.0 

2.92369 1.0 

0.6506603 1.0 

0.232877 1.0 

0.083348 1.0 

660.901 0.00299 

157.219 0.02364 

50.0639 0.10589 

18.61l9 0.28567 

7.43692 0.44322 

3.08857 0.30458 

1.10267 LO 

0.414763 1.0 
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Table XI~ c'ontiI!,ueci. ~) 

Atom Orbital ExpOntoCLV Coeiil..:.ient 

, • ! 

0.145449 1.0 Ar 3Px,3py,3pz :::> 
Ar 4Px ,4py, 4pz 0.051006", 1.0 '" 
Ar 3d xx' 3dyy • 3dzz 0.81 

'/ 
3d Xy,3dxz ,3dyz 

0 

's 
He Is 92.4121 0.00916 

16.9437 0.04936 

4.74023 0.1685.'. 

1.62840 0.37056 

0.63235/, 0.41649 

0.260438 0.13033 

He Is' 23.1030 0.00915 

4.23592 0.04936 

1.18506 0.H854 

0.407099 0.37056 

0.158088 0.4164S 

0.065110 0.13033 

He 2s 7.06036 -0.004151 

1.29480 -0.02067 

0.363866 -0.05150 

0.052034 0.33463 

0.023616 0.56211 

0.011262 0.17130 

He 2p ,2p ,2p 
x )' 7-

1. 49656 0.00792 

0.390272 0.05U4 
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Table XI,continued. 

Atom Orbital Exponent Coefficient 

He 2p, cont'd. 0.139643 0.18984 

0.058374 0.40499 

0.026692 0.40124 
r 

0.012619 0.10519 
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Chapter VI), except that the expansion of the STO's in Gaussians is given 

( ) 
Sf. explicitly. For the Ar, the l2s,9p Gaussian set used by Veil lard 

was contracted to a [6s,4p] set by Dunning's rules.
58 

This "double-zeta" 

level basis set on Ar was then augmented by diffuse 4s and 4p Gaussians, 

'th h b h d' . 59 Wl exponents c osen y t e even-tempere ness crlterlon. These 

diffuse functions were included for a better description of either Ar 

* or Ar states, as it was felt that such states might 'play a role in 

determining the interaction energy. In addition, a 3d set of polariza-

tion functions was added to the Ar, with an exponent of 0.81. The 

final Ar basis of 28 contracted Gaussians gave an SCF energy which was 

only 0.006 a.u. higher than that obtained by Veillard57 with an uncontracted 

Gaussian set. 

For a given nuclear separation (R), the SCF calculation on HeAr 

thus provided 34 molecular 'orbitals from which the configurations were 

generated. 226 With the Is 2s 2p core of Ar and the highest five virtual 

orbitals frozen out of the configuration generation, all allowed single 

and double excitations from the ground state reference occupancy 

yielded a CI basis set of 1398 configurations. An iterative procedure 

was used to obtain the desired root of the resulting Hamiltonian 

matrix. This root was identified by considering the molecular orbital 

populations determined from the eigenvectors. * . The results for V are 

given in Table XII and are plotted in Figure XIV. Clearly, no "wiggle" 

is obtained, although the potential does appear to be roughly linear 

in the 6 a to 8 a region, with a sharp rise for R < 6 a. However, 
o 0 0 

when V* is plotted on a semilog scale, an anomalous feature is readily 

apparent (cf. Figure XV). For a normal repulsive potential, such a 

plot would produce a roughly linear curve for the low-energy repulsion 
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Table. XII. Resonance energies for He (2
1
S)+Ar. 

R (a ) * (a.u. ) V 
0 

4.0 -528.918737 

4.5 -528.933942 

5.0 -528.939501 

5.5 -528.94143/, 

6.0 -52P. ~'I2164 

6.5 -528.942595 

7.0 -528.942987 

7.5 -528.943373 

8.0 -528.943740 

8.5 -528.944055 

9.0 -528.944308 

9.5 -528.944489 

10.0 -528.944627 

25.0 -528.944849 
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region. Our calculated V* curve for He(2
l
5)+Ar, on the other hil.ld, 

definitely possesses a dO\iilWara curvature for this region. ~,.,te also 

See that tht::= structure in our curve occurs over the same region as the 

structures in both Haberland'sl7 and Siska's55 curvps, t~lougll it is not 

llearly as pronounced as tileirs. 

A f ... ~w more commenrs un our calculated potential .:Ire i.n order. 

First, the cOIilputed van der lvaals t"il is too unreliable to be 

included in our discussion. Second, the computed '::;'s},-mptotic excita­

tion energy [or the He(2 l S) state is 23.6 eV, as opposed to 20.6 eV 

froD (!:':periment. Illis implies that our calcula.tion is providing a 

much hetter description for the ground state of the systc~ than for 

the excited state under consideration. Third, the calculated asymptotic 

splitting between the 21S and ZIp states of He is 0:58 eV, in good 

agreement '.>li!..h t.he experimental val:11=> of ':.60 eV, indicati.ng that 

the calculation is treating these states equally. 

In analogy to the findings of Chapter VI, the anomalous structure 

obtained here could be expected to arise from the coupling betHeen the 

tHO states which dissociate to He(21S), He(2
l

P)+Ar. That is, hybridiza-

tion of the excited He orbital would allow charge density to be dn,;.,,, 

away from the Ar, baring more of the He+ core to Ar, and lowering the 

energy. In the present case, we define the s-p mixing ratio as the 

ratio between the populatio~ densities in the 2s and 2p molecular 

orbitals fot the resonant root. (This mixing ratio is somc\-lhat crude, 

for it does not take into account the s-p hybridization of the molecular 

orbitals.) These mi~ing ratios are given as a function of R in Table 

XIII. We. note that the amount of s-? hybridization rises sharp]y in the 
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Fi-gllre Xl.'. Tnt(~r;');I",:i.:ior. P,)t(..:~tii'.l13 for H(:(2
1

S)+Ar plotted on a loga"4 ithr:iic 

scale.. The soltd ("urv~ is the theoretical result4 The dc1shed 

curve is fiaber land's deduced potential (see Reference 3.j) , 

while the dot-doshed cur~e is Siska's deduced potential (see 

Refercnc(! 55). /~ll curves assume the same zerc .. 
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r<.·~~i(ln of the· anor'l<.!lolJs str'Jctur(' in V* but not ne:arly to the sa::te 

1 

degree as ·,.'.1S obscn/ed for. H('(2~5)+H2' These fc:::-ts sef!r:: to indic.;.tc 

that tbe:. ::;.,H\I(: mcc.hani:-im can be applied to both sys::ems, but that much 

mort.' c:-:tr.!I1si.v'.?: calcul<ltio!1~ need to be perfor.ncd on He*:"r to obtain 

IT' order to detcr:ninc th(~ e:-:tent to ... ;hich our ab i:1itio potential 

a~r0PS with the experimentally observed cross sections, we pprformed 

fluanl:um MC'chanical calculations for the differential elastic scatter­

ing cross section for iIf'!.(2
1

S)+Ar, using the single-channel SCAT program 

provided by Hickman. This program t-.'(;1S first tested by reproducing the 

crlJSS sections obtained by Haberland l7 a~ld Siska 60 when provided with 

thl! potentials and widths
17

,60 those authors found best fit their 

data. Wote: The A and C coe~ficients of Haberland's r should be 

corrected
61 

to read A = 1632.6 eV, C = 0.0163 eV.) * Our V curve ~Nas 

p.:1r<1Ineterized in the following manner: for R between 4 a and 10 a , 
o 0 

V* "as fit ty a cubic spline function through the computed points. 

For R > 10 a , V* WdS set to (96e565) exp(-O.96796 R) a.Ua, while for 
o 

R < 4 a , V* was set to (766.82) exp(-1.7460 R) a.u. These exponential 
o 

fits "ere determined by a fit of the exponential form to the last two 

and first t"o computed points, respectively. Regardless of the form 

assumed for the ionization width r, th'" calculated potential did not 

yield a differential cross section with a rainbow peak for 100 meV. 

In3tead, a very broad shoulder is obtained, with a breaking angle (i.e., 

h 1 h · I dcr d . . ) 30· d 70 0 t e ang e at w 1C 1 de starts to rop prec1pHously bet .. een an , 

depending on the form of r. This is to be compared with the experimental 

rt:!5u] t of <1 r.JinbcH pC:Ak at 20° for a col] iSl0n ('ll<!r&~Y of 100 meV. Even 



Table XIII. Ratio of P to S character in }!j~(:l~)+Ar.a 

R (a ) Ratio (j;) 
0 

9.0 0.20 

8.5 0.24 

8.0 0.60 

7.4 1.9 

7.0 3.7 

6.5 7.3 

6.0 12. 

5.5 19. 

5.0 25. 

4.5 29. 

4.0 27. 

aSee text for definition of 

this ratio. 
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forr:1S for the 'Width containing broad r.1ilxima did not change the general 

~hnp0 of t!~~ differential cross section. Similarly, addition of the 

dcr Waals tail~2 to our potential did not significantly 

;1 J t L'r our rcsult:s. Although it '..Jould be useful to compute an ab initio 

',.JLdUJ for thp H.c(2
1

S)+Ar Sj'stCIil, then" it is doubtful if any such width 

c'1l111J ;H-ovidf:> a differ( .. ntial cross section with a rainbo'.ol peak, given 

* nl1r c;!~ culo.ted V. However, as an anomalous shoulder in the cross 

.!~ction is obtained with our potent.ial, it is possibly fairly close to 

tla.' accurate onc. That is, our potential may need to be modified ..;n1y 

sliglltly (e.g., perhaps made flatter in the 6 a
o 

to a a
o 

region) to 

produce n peaked cross section. 
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\' II 1. TEE Cl,LCt:LATlO:: OF SIEGERT EIGE:;V"iXES 

In previous chapters, it was demonstrated that the stabiJizi~tion--

golden rule method presented in Chapter III can in serne cases be used 

to obtain reliable positions (Er ) and widths (f) for autoionizing 

systems. In other cases, notnbly those involving a singlet system 

which correlates stroTlgly with the ground st.:lte, the.~ethod was observed 

to fail in the computation of the autoioni~ation width. In addition, 

it s}10uld be pointed out that the method is an approximate one, not 

only in tht::' approzimation of the continuum funct.ion by a function which 

is squ~re-i~tegrable, but .:11so in the neglect of non-resonant scatt~I-

ing processes. It was thus considered most useful to develop a more 

exact and direct method to compute Er and r, which could th .. " be applied 

to molecular problems. As discussed in Chapter I, the aim of such a 

method is to calculate the complex poles of the S-matrix, or equivalently, 

of the Green's function, which correspond to resonances. Since the 

position of such a pole is 

E (8.1) 

we can directly obtain the position and width of the resonance from the 

real and imaginary parts of the pole position. This procedure therefore 

obviates the need for choosing P and Q projectors, and avoids the 

approximations inherent in the golden rule expression. 

As mentioned in Chapter I, one such direct approach, the method of 

rotated coordinates, has already proven successful for calculations of 

smaLl atomic systems,14 e.g .• HAnd He-. Howevcr t this me>thod ~uffers 
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from t}l~ ambi}~~lity (~S w~11 as excess co~?utatjon) o! cxarninin; the 

"~.:;t.1:hil it:," of tht: complex eige:nvnluc ',dth respect [0 the rotation 

angJt!. A more seriuus drawback with this method is that the extension 

to n(JII-~;ph'-!ric;)lly symmetric SystEj!l.S, i.e., :nolecules, is unclear. 

Another dinlr:t <:ipproach, the one which ""Jill be discussed i:l. t.his chapter, 

i[-; b.:J~;ed on a variational cnlcula+::ion of the Siegert eigenvalues of the 

system.
9
-
ll 

As will be demonstrated below, this approach contains 

sevcr .... ll import.ant advantages: (1) the method requires little moY"e than 

stnndard electronic structure techniques, (2) the resulting comple>: 

eigenvalues ar8 stable with respect to increasing tile size of the 

basis set, (3) only a relatively small number of diagonalizations must 

be performed to obtain converged results, (4) the extension to molecular 

systems is quite straightforward, and (5) no significant approximations 

are involved. 

The metl..od employed in this chapter stems from the varia tional 

calculation of Siegert eigenvalues proposed by Bardsley and Junker,lO 

and applied by them to a one-dimensional model problem, to the 2s2 

autoionizing state of H-, and to the lowest 2S resonance of He-.
ll 

It will be demonstrated below, however, that Bardsley and Junker's some-

what pessimistic conclusions on the applicability of this method to 

more complicated systems can be disr~garded when a proper iterative 

scheme to obtain the Siegert eigenvalues is employed. The basic theory 

of the Siegert eigenvalue approach is presented in Section A, along 

with the results for a one-dimensional model problem, from which it 

will become evident that the method c0nverges in a completely stable 

manner to the cor-rec t rPRld t. as the bn~ is s(' t ~ i 2A is in(,TPC'lsed. 



aUloiollizill~ states of H and He, and it is de~0nstrate2 that results 

vari.'H iOli.ill [unctions (:-: 10 configur':ltions). 63 T!IC f>:-:!..C'ns:t"1n ~o ::101-

t:L'uLJr proble.ils and results for the He(23S)~H .Jnd ilt:(2
1

::-')+H systeTJ5 

are ?resented in Section C. 

To illustr3te the variational calculation enployr1 by ~ardsley 

and Juuker
10 

to calculate the Siegert eigenvalues 0' ~ syste~. we 

consjdcr S-W'.J·,t~ sc.:!ttering frora a potential ;:(r) ·.-:hieh C.:ln support 

a resonance. We also 2ssurne that VCr) is identically zero for r > rOo 

F~ploying atomic units throughout (and taking m = 1 as ~ell). the 

Schrodinger equation for our problem is given by 

III 

o (8.2) 

where k = J2E. The usual scattering boundary conditions require that 

the solutions 'Vk(r) to Eq. (8.2) that we desire be regular at the 

origin and asymptotically (r ' rO) behave like 

(8.3) 

where S(k) is the S-rnatr:'· ~ '.7hich for real k is a number of unit modulus. 

We then need to look at ~lex values of k for "hieh S(k) has a pole. 

The corresponding complex energy E = .!. k2 is a pole of the analytically 
2 

continued ~reen's function, and thus 
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E E 
r 2 ' 

18.4) 

It can then be sho·dT1 9 that S(k) has f! pole at k if and only i: 

o (2.5) 

Hp thw.; h;I'/C an eigen'Jalue problem for Eq. (8.2) with the boundary 

conditions that ~k(r) be regular at the origin and satisfy Eq. (8.5) 

al r ::. rOo It is interesting to note that this eigen"Jalue problem 

is not Hermitian. The conseqt:enccs of this fact (e.g., that the 

eigenvalues need not be real) will be discussed below. Of great('r 

importance is tIle fact tllat for physical systecs, there is no finite 

djStill1C'-· rO beyond which the pC)tential identically vanishes. ~·Je thus 

need to consider the limit oE Eq. (3.5) as rO ~ "'. This corresponds 

to a nct.; asymptotic boundary condition 

ikr 
~k(r) ~ constant X e (8.6) 

which can also be obtained from the usual boundary condition [Eg. (8.3)J 

by assuming that S(k) has a pole at k. Physically, this indicates 

that a pole in the S-matrix corresponds to a situation in which there 

are only outgoing waves, which, as discussed i~ Chapter T, is the case 

fDr an auto ionizing state. Our eigenvalue problem for physical systems 

thus requires a solution to Eq. (8.2) which is regular at the origin 

and contains only outgoing radial waves fo~ large r~ 

As in the case of a normal, Hermitian problem, we now wish to 

transform our non-HertT1iti.:!n eigenvaJue problem into a variationnl 

problem. Proceeding as in the usual Raleigh-Ritz variational method, 

http://f8.fi


we choose a trial function ~t having a form which imposes the desired 

boundary conditions: 

N-l 
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=2: c ¢ (r) + c
N

8 (r) 
n=O n n 

(8.7) 

The variational coefficients {c }, n = 0,1, ... , N are then determined 
n " 

by requiring that the functional I[~t]' 

[

00 "1 d 2 k2 
I[~ ] = dr ~ (r) [- - - + VCr) - -2]1)Jt(r) 
tot 2 dr 2 (8.8) 

be stationary with respect to variations in ~t' Before continuing, we 

note that the radial function on the left side of the integrand in 

Eq. (8.8) is not complex conjugated. This fact arises naturally from 

the transformation64
" of the eigenvalue problem to a variational one, 

in that otherwise I[~t] would be an infinite quantity for all values of 

k. The basis functions {¢ }, n = 0,1, ... , N-l in Eq. (8.7) are square­
n 

integrable functions which vanish exponentially, say, for large r (e.g., 

Slater orbitals), while the Siegert function 8(r) is chosen such that it 

imposes the asymptotic boundary condition, Eq. (8.6): 

8(r) 

'-r 
where the (l-e ) cutoff factor insures that e goes to zero at the 

origin, but still allows 8 to have the form of a linear combination 

of (complex) Slater functions. It should be pointed out that, in 

general, the functional I[Vl t ] is then formally defined only for 

Im(k) > 0, for which 8(r) is also square-integrable. However, we 

(8.9) 



t.}j]1 sr',' that it is p0ssiblC! to 2':aluate I['~t]' i.e., to solve the 

vc1r.i:Jt]on;il prob](~m) for ~ v::llucs of k by the process of anal'ltic 
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E.~.!_~t~;ltiol1 fror.l the reeion '~;h(~re I['J't J is forr.id.lly defined. Va["~·ing 

th0 coefficients (c
n

), n = 0,1, ... , N to make l[~t] stationary then 

leads in the standard way to the secular equation for the Siegert 

pil3envalucs: 

det[H I (k)] 
n ,n 

0, n',n 0,1, ... , N 

,2 
whc>rc i"11

'
,n (k) is the complex symmetric matrix of (H - it 2) over the 

full hosjs s"t (Le., including 8). The matrix elements !-f r (k) 
n ,n 

depend on k both by the k2/2 term and by the fact that 9(r) is a 

funcI:ion of k. Thus, the resonant eigenvalue Ei (k) obtained from 

Eq .. (8.10) is also a function of k. But, by the definition of k, 

(8.10) 

k 2 
Ei (k) - "2 = 0 (8.11) 

must be satisifet. for Ei (k) to be the true resonance energy_ This 

leads to the use of some sort of iterative scheme in solving for the 

true resonance energy. If, following Bardsley and Junker,lO we 

write Eq. (8.11) as k =~ and use the iterative procedure 
1 

0,1,2, .•. 

then convergence to the correct result is .!2£!. guarante·ed; in fact, 

we have found cases for which this scheme diverges. The proper way 

(8.12) 

to determine the resonance energy is to solve Eq. (8.11) by a Newton-

secant iteration scheme. Fat' all of the systems we have stuciied, only 
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.:l fc'...; iterations are needed for convergence. 

In general, the matrix ele~ents ~ I (k) ~hen one or both functions 
n ,n 

is the Siegert function exist only for truCk) > 0; otht-.rwise, e(r) is 

not an L2 function. However, the solution to Eq. (8.11) requires a k 

value ~oJith Im(k) < O. t·]c can remove this difficulty by analytjcrllly 

continuing the matrix elements fro~ Im(k) > 0 to Tm(k) • O. In this 

way, \· ... c determine a unique analytic continuation of the entire problem, 

as stated in Eq. (8.10), from a region where it Is formally defined 

to a region ,1here it is needed. The analytic continuation of the 

nlc..!tri:-:: elements can be accomplished in three 'Ways: 

0) If the matrix elements M I (k) are algebraic functions cf n ,n 

k for Im(k) > 0, we can simply use this function [or all appropri2te 

k, i.e., for Im(k) < O. For example, consider one of the terms in the 

overlap integral <9Ie>: 

J(k) = ldr 
o 

2ikr 
e (8.13) 

Clearly, this integral is finite only for Ir.l(k) > 0, for "hich we have 

i 
J(k) = 2k 

But Eq. (8.14) is finite for all k I 0; in fact, it is a unique 

analytic continuation of J(k) to the cegion Im(k) < O. ~,'e can 

(8.16) 

similarly evaluate all other integrals for}1 , (k), and th,·,s Dbtain 
n ,n 

Ei(k), for any k of interest. 

(2) If the mntri~ elements ~, (k) cannot be eV~ltlated analytically, 
n ,n 

i.e., the integrals are computed numerically at real values of the 



integration 'mri;:;blcs, :,e can only obtain :'!n',n(k) and hence Ei(k) 

for Im(k) :- O. From a set of Ei (k) values at ',arious k values in 

tilC upper half k-planc, however, we can construct a rationa). fraction 

fit to Ej(k) which then provides the analytic continuation of Ei(k) 

to the lower half k-plane, as long as the Ei (k) "surface" is 

sllfficj(~ntly smooth. 

(3) If the Ei (k) "surface" proves to be sufficiently structured 

116 

th:ll Hethocl (2) is impractical, fIle can perform the numerical integration 

by dluosing complex quadrature~, i.£:., by rotating the contour on 

which 'de do the integration. ~'!e can then evaluate the numerical 

integrals for all k of interest, provided the angle of rotation is 

sufficiently large. 

All three of these methods are equivalent, and all give the same 

result when they are applicable. lfuere possible, Method (1) is, of 

course, preferable, since it allows us to compute Ei (k) for Im(k) < a 

directly. 1-le have implemented each of these m'lthods for the various 

problems discussed below, and shall comment further on th~~ as they 

arise. 

As an example, we have applied the Siegert eigenvalue method to 

the problem of s-o;.Jave scattering from a one-dimensional barrier 

potentia163 

VCr) 
2 -r 

VOr e 

11.. 
This problem was also considered by Bain, ~ ~ although their 

(8.15) 

method did not ~~?loy a proper iterative scheme to solve Eq. (B.ll), 

and hence proper convergence to the corn:::ct energy t.;as not achieved. 



No SUCi1 difficulties ~ere observed jn the calculations J'rcsented here. 

For our calcul.1.ticns, ""'e used a basis set or orthonor::tal geneya!:~t..'d 

Laguerre polynomials
65 
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1> (r) 
3/2 

(t 

ytn+l) (n+2)' 
n ~ 0,1, ... , ~;-l , (8.16) 

n 

augmented with the Siegert function SIr) as given in ~q. (8.9), which 

must first be orthogonalized to the ('Pn }. The kinetic energy "'~tri:·: 

elements can all be evaluated analytically, w!lile all the other integrals 

may be computed by stahle recursion for~ulae or related to a finite 

hypergf:ometric series containing only positive terms, ",rhieh c~n thus 

be summed without rOIJnd-off error. Routines for the evaluation of all 

matrix elel!lents were provided by Dr. C. W. HcCurdy. Diagonalization of 

the resulting complex Hamiltonian 1T!3trix was performed with the EISPACK 

system of programs.
66 

The entire matrix construction and diagonalization 

was then used as an input function to a Newton-secant iteration scheme 

k, perro~med .dth the CZERO wutine. 75 
0"" ~r 

Re:ults for the complex resonanCe eigenvalue as a function of ~asjs 

set size, 1..e., the number of real basis functions, are shotm in Table 

XIV for the case Vo ~ 7.5. We see that, as the basis set is increased, 

there is a well-behaved convergence of the real and imaginary p2~ts of 

the Siegert eigenvalue to the exact value,ll obtained by a numerical 

integration of the Schrodinger equation. In addition, the convergence 

is seen to remain stable even after the basis set is increased far 

beyond thac required for practical convergence. Similar behavior was 

obtainl·J f.1r 2 very br~~d resonance, E = ~.2J~209 - O.1872~8 i a.u., 

obtained fo~ Vo ~ 2.0. It should be stressed here that c.nly ~ Si"gert 
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Table XIV. R~s0naace pusitio'l ~nd width (£ ; E 
res r 

i 
2 r) for 

square-intcgr3ble b;lSis functions (cf. Eq. (8 ~6), 

with a=: 2.0) uS2d in the e:-::pansion of the ~"a'Je-

function [cf. Eq. (8. 7)J. 

N 
E r r 

5 3.40822 .004812 

10 3./.V06 .022380 

15 3.1.2641 .025596 

20 3. 1.2641 .025591 

25 3,l.2633 .025586 

30 3.42638 .025553 

35 3.42639 .025548 

40 3.1.2639 .025548 

45 3. 4;~639 .025549 

50 3.1.2639 .025549 

60 3.42639 .025549 

70 3.42639 .025549 



function. ~as been i:1cluoc-o in the basis. Th,:]t is, only O:1E' s~ch 

function is required to impose the proper boundary condition on tile 

trial function. 

Before describing our calculations on some physical systems, we 

note a necessary ~odification to our procedure for the case in which 

the outgoing particle experiences an attractive coulomb potential, as 

occurs in Penning ionization. To satisfy the proper physi~a~ boundary 

condition, we require that the Siegert function have the asymptotic 

form of an outgoing coulomb wave,67 

i 
$k(r) ~ ~xp[ikr + k 2n(2kr)] 
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ilk ikr 
'" r e (8.17) 

We thus replace the Siegert function defined in Eq. (8.9) by 

8 (r) (8.18) 

for s-'.,Jave scattering, where the. e.xtra pot.J'e.r of the cutoff function 

insures that 8(r) ~ 0 as r o at least as fast as r. As pointed out 

before, though, it is most convenient to keep e in the form of a 

linear combination of complex Slaters, so that the integrations 

required for matrix element evaluations will be possible. 

B. The Calculation of Atomic Resonances and Results 

This section presents the results for the 215 resonance in Hand 

the 2
1

5 and 2lp autoionizing states of helium. 63 The trial function 

in all three cases is a linear combination of t~o-01ectrr'n sing10f 

configurations, ~'i' of the form 
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~!l~r~ .~ is a one-electron orbital, and ~ and e arc spin functions. 

TIll: bound onc-electron orbitals are simple nonnalized Slater functions 

N 
n 

n-l 
r (8.20) 

.~Jj th thE' exception that the 25 orbital is a linear combination of two 

Slilter functions "hich reproduces the hydro genic 25 orbital. The exact 

form of the Siegert orbital depends on the resonanc" t:nder consideration. 

Tl}C:! f() 110wing forms t'Jere used: 

- 1 .. ikr e -r 
for H (2 S): &(r) 

r 
(l-e ) YOo(r) (8. Zl) 

for He(ZlS): e (;) 
ilk ikr r e 

r 
(1_e-r) 2 YOO(~) (8.22) 

for He(2 l p): 
-> ilk ikr 

(1_e- r )3 r e 
Y 10 (r) (8.23) e (r) 

r 

The cutoff function, (l_e-
r

), insures that the Siegert orbital limits 

properly both as r -> 0 and as r ->~. Only one configuration involving 

the Siegert orbital was employed, i.e., the configuration corresponding 

to a combination of the Siegert orbital with the ground state of the 

remaining one-electron target [H(ls) or He+(ls)]. 

Using this configurational basis, the variational calculation to 

find the lesonant eigenvalue Ei (k) was performed using a modification 

of the "tomic configuration interaction program "ritten by Schaefer.
12 
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Apart from the con-/crsion to complex variables, th~ major modiiil;ati )1~ 

to Schaefer's prJgrarn involved the evalua[ion of matrix elements COl1t,Jin-

ing the Siegert function. Since this function h~s the for.n of ~ comrie: .. 

Sla.ter with an c:n:·;'~tr3.ry, complex po¥.'er of r, the one-electron inte::";l":J.ls 

can all be ~·"ritten in terns of the complex GaI1'L"11.a function,65 · ..... hilQ t.he 

cwo-electron integrals can be expressed in terms of the complex hypt2'r­

geonetric series,65 2Fl (a,b;cjz). The resulting complex Ha:niltoni.111 

matri;.; '.as then diagon"lizcd with the EISPACK syster.; of progr,;",s.66 

~s a test of the entire calculation, k was set to a pllrely i~agin~ry 

? 
number, so that 5(r) becomes a real, L- functio~. The eigenvalues 

obtained from this calcul"tion agreed exactly with those from a calcu-

lation involving only bound orbitals, with exponents chosen to ~atch 

those in the fiI:'st calculation. To obtain converged resonance energies, 

Eq. (8.11) was then solved by a Newton-secant iteration. At first, 

Ei(k) was computed directly for each iteration of the search. Later, 

the calculation was modified so as to compute Ei(k) at a small number 

of real k points in the region of the correct resonance momentum. :'he 

result.ing set of eigenvalues T"Jas fit to a low order rational fraction, 

which was then continued to find the solution to Eq. (8.11). This 

procedure resulted in a significant savings in time with no apparent 

loss of accuracy. 

As a test of both the method and the computation, large scale 

calculations were performed on the three atomic resonances listed above. 

The basis sets and results for these calculations are given in Tahle AV, 

,.;i18re: the resul!..~ arc:: also con;pareu to reli;,!.I::le unf=S obtained from 
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prl)jection operator techni~ues. In general, the agreenent is quite good 

in both the positions and the: widths. The small discrepancy in the 

position and 'Nidth of til" He(2
l

p) rlOsonance is probably du" to residual 

correlational effects not handllOd by the basis set. 

Since basis sets large enough to be of comparable accuracy for 

systems t..Tith more than two electrons are not feasible, we next studIed 

the accuracy of results from small basis sets. The r~sults for the best 

choices of s~lall basis sets are pres<!-nt.ed in Table XVI, along with the 

Inrgc scale results for comparison. For the S resonances, the positions 

<lTC quite stable even dm.·.11 to 5 configurations, 1J.,hile the widths remain 

·.:~thin 20% of the aCCUT.1'.te value down to 8 configurations. It can also 

Le noted that the disagn,ement in the width is larger f Jr the coulomb 

resonances than for the p.:ane-wave case~ This may indicate that the 

method depends on how rapidly the eigenfunction reaches its asymptotic 

form~ For the P resonance, removal of d functions causes a sharp change 

ill the pcsition, due to the loss of p-d correlation. Except for this 

(constant) correlation, the position is agllin stable down to 5 configura­

t iuns, and the width alsu remains within 20% of the accurate value do~\m 

to 5 configurations. These results suggest that this method can be 

practically applied to larger systems while still maintaining a useful 

degree of accuracy. 

Some comments on the choices of bound basis sets gi~ing the best 

small-scale results are in order. Since the Is functioll must describe 

the one-electron core in the. Siegert configuration, the Is exponent v!as 

set to (; = 2.0 (1. 0) for lie (II). The 2s and 2p exponents were determined 

in separate optir:1iz.:ltian j"uns involving only the Is, 2s, .::lIld 2p orbit<1ls. 

The optimum values we obcained for che 2s and 2p exponents were respectively 



Table XV, Accurate atomic calculations 
---------- -------------------------

Svstem Basis r <cV) _E_'r:;.,_<_"_'_U_'_) __ .L! e\'). 

11s4pJd/72 conflgs, -,14876 

lOs5pJd/67 configs. -.77767 0,126 

6s9p3dlf/76 configs. -.69181 0, 01,03 -,69JI6l~ 

a) Reference 73, 

b) Ref erenee 11, 

e) Rcferenee 74. 

1-.> 
W 
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ER (a.u.) r (e'l) 

72 confi ;;,<. -.14876 0.0469 

ls-6s)2~/23 co~figs. 0.0522 

ls~5s,2p/17 configs. --.14776 0.0528 

.- 1 
II (2 S) ls-4s,2p/12 configs_ -.1l!598 0.0493 

ls-3s,2p/8 configs. -.14551 0.0542 

ls-2s,2~/5 configs. -.14315 0.0351 

67 configs. -.77767 0.126 

ls,2,; + ls'-65' ,2p/38 con£igs. -.77644 0.151 

ls,2s + ls'-5s' ,2p/30 configs. -.77642 0.151 

ls,2s + Is '-45' ,21'/23 configs. -.77639 0.151 

15,25 + ls'-35' ,21'/17 configs. -.77635 0.150 

ls,2s + Is' -25' ,2p/12 configs. -.77621 0.149 

ls,25 + ls',2p/8 configs. -.77348 0.143 

15,25,2p/5 configs. -.77443 0.188 

76 configs. -.69181 0.0403 

ls,2s,2p + 2p' -6p' /8 configs. -.65833 0.0337 

ls,2s,2p + 2p'-5I"/7 configs. -.65833 0.0333 

ls,25,2p + 2p',4p'/6 configs. -.65834 0.0332 

ls,2s,2p + 2p'-3p'/S configs. --.65833 -, 0.034l 

ls,2s,2p + 2p' /i. L:onfigs. 0.0894 
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0.40 and 0·33 for H-, 0.93 and 0.81 for He(2
1
S), and 0.55 and 0.99 f0f 

He(2 l p). For the H-(2 I S) reson~ncc, reasonable results ~ere oDt3ineJ 

o ? 
by including just tIle 2s- and 2p- configurations needed to describe til~ 

bound state, along with a series of lsns configurati:lns, ~hQre ns 

represents a diffuse Rydberg-like orbital (n = 3,.',,5,6; 0; = 0.5). The 

configurations involving the. diffuse orbitals seem to be necessary to 

represent the background continuum~ However, in order to obtain the 

good results for the width presented in Table ~·VI, it was also found 

necessary to include. all s-s pairs, i.e., to perform a full CI, among 

the bound s orbitals~ This proc.edure probably corrects, to some extent, 

for the limited choice of s functions. For the lIe(21S) resonance, good 

small-scale results were obtained only Hhen the orbital basis used for 

II was augmented with d~ffuse Is and 2s functions. This is probably 

due to the increased nuclear charge of helium. Again, a full CI among 

the s orbitals was required. For the He(2 l p) resonance, just the 2s2p 

configuration was used to describe the bound state, augmented by a series 

of lsnp (, = 1.70) configurations to represent the background continuum. 

In this case a full CI among all s-p type configurations was not reqJired. 
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As demonstrated abo·/c, the variational calculation of Siegert 

eigen~alues is a ~ost ?romisi~g appro~ch to tIle deter~ination of atomic 

n.utoionization positions and 'Nidths, in that results of useful accuracy 

can be obtained with quite modest basis sets. In addition, this approach 

is advantageous in that it is exact within the limits of the basis set 

employed, it provides stable convergf"'nce to the correct result for 

increasing basis size, it avoids the ambiguity of looking for "stability" 

of the eigenv~lue as the basis set (or rotation angle. in the rotated 

coordinate method) is varied. and it in principle requires little more 

than standard electronic structure technology. In this s~ction, we 

extend the method to molecular problems and present reliable results 

for the He(2 3S)+H and He(2 I S)+H Penning ionization systems. 

Although our procedure was detailed in the preceeding sections, 

it is sununarized here for clarity ~ He choose an atomic trial function 

l~t of the form 

r ) 
l-r 

N-l 

L 
i=l 

where {$i}' i = 1 • .•.• N-I are bound. M-electron conf~gurations which 

decay to zero outside some region of space. while 0 is an H-electron 

configuration involving a combination of the ground state of the (M-l)-

electron system with a function which asymptotically behaves like an 

outgoing coulomb wave in all directions (the Siegert orbital). The 

Siegert eivenvalues are then determined by requiring that the functional 

(8.25) 
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be stationary with respect to variations in W
t

. (The conjugate function 

Wt is defined by taking the complex conjugate of all spherical harmonics 
t 

• ,10 b f h d· 1 f . 68) ln o/t ut not 0 t e ra la unctl0ns. This leads in the usual way 

to a secular equation for the coefficients {c.}, which when solved yields 
1 

an eigenvalue E.(k) which we identify on physical grounds as corresponding 
1 

to resonance. However, we also need to satisfy the equation 

(8.26) 

which thus demands an iterative solution for the true resonance energy. 

The major practical difficulty in extending this procedure to 

more complicated (i.e., molecular) systems lies in computing the 

Hamiltonian matrix elements which involve the Siegert orbital. For the 

autoionization of a neutral system, this function takes the form 

(8.27) 

it thus has the form of a linear combination of complex Slater functions. 

If the bound orbitals of the basis set are chosen as Gaussian functions, 

it was found that the resulting matrix elements involving e cannot be 

computed analytically. On the other hand, if the bound orbitals of the 

basis are chosen as Slater functions, all the molecu~ar matrix elements 

cannot be computed analytically even in the case of a diatomic system. 

Since numerical integration is thus unavoidable for a molecular calcula-

tion, we decided to perform our first molecular calculations on diatomic 

systems and employ a basis of Slater orbitals. The systems we chose to 

investigate are the He(2
3

S)+H and He(2 l S)+H Penning ionization reactions. 
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Thr.:st.· p.:JTticul<1.r S:r~t[::n!i ha'Je sf,:":eral dE!sir(jblf.! ttua] ities: (1) Since 

tlley c0nt~ln only tllree electrons, extensive electroni~ structure 

cal culaL ions iJr{~ feasiblf..!. (2) Feshbach projection operator technique 

re~;ulls nre available for comparison for bottl systens. 1J ,21,Sl (3) 

Snffj('jent cxp~rirncntal dat:] e:<ists
69

-
72 

with 'tJhL:h to comparE: ionization 

cr().';~-i sect jon results obt.,ined from the computed potentials and widths. 

The main theoretical consideration in extending our procedure to 

ml)]ecul~r systems is that the problem no longer possesses spherical 

~;:rmmetry. In the langu.:H;c of a partial wa'JC analysis, this means that 

Sier,crt orbitals of s,p,ci, ctc., synmctry can all contri'Jutc to the trial 

function, just .1S the bound orbitals of those symmetries do. It is 

important to point out, hm .... ever, that since the asymptotic form of .<:n 

outgoing coulomb wave holds in ~ directions, then the asymptotic 

boundary condition applies to Ell partial waves (i.e., to ~ll Siegert 

orbital symmetries), not just to their sum. By the electron exchange 

model, the ionized "lectron is thought to depart from the He atom. There-

fore, by centering I:he :;iegert orbitals of Eq. (8.27) on the He, we would 

expect to need only a few partial waves to adequately describe the 

resonance. This turns out to be the case. 

The only remaining theoretical question is how to d~fine the Siegert 

configuration. Firs", we note th.'lt only m = a Sie!5ert orbitals need to be 

considered for tne problems we are studying, as they possess E symmetry. 

Then for each 82, (r), 2, = 0,1,2, .•• , we wish to consider configurations 

which have the form of 82,(r) times the remaining 2-electron HeH+ core. 

Since the dominant configuration in W + is Is2 +H+ we take for our 
HeH He' 

Siegert configurations those configurations t.:hich correspond to an 

orbital occupancy ~a~b82.' where ~a and ~b are Is orbitals on He. 



rilodi~i.ed versions of the HETI:'~T and !·m.I:;u ~rogri1ms ',·;rittt?-n 
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(. 

by S.l!.i·'t'tJ !'. 

reson;jnce results of SectIon B ','lere reprocuced b:: this ?[og:'-.JI:l: (2) 

setting k to a pure irnagi:lary number gave the same re~u1 ts .1.S t11e CLJrre~-

ponding bound calculiltion. 

As pointed out in Section A, tile form of the Si~~0r[ function is 

such th.:1t t!:e nunerical integr.J.l.s c~nnot i:1 general b~ .....-·i;~:uatcd ,.1t.: 

Im(>:) < 0, ·..,here Eq. (8.26) has the root '.2 desire. To get around thi,; 

problc!:1, 'Je first pcrEorr:J.cd the calculation of Ei (k) for Irn(k) » 0, fit 

the results to a rational fraction, and attempted to analytically continue 

this fitted function to the region Im(k) < O. Unlike the atcrnic case, 

however, thE' Ei(k) "surface." proved to be too structured in the Legion 

of k-space for l,.Jhich the numerj,cal integrals were converged fer this 

procedure to be practical. A much more useful approach was to perform 

the numerical integra.tion along a rotated contour. That is, if a function 

f(z) is analytic in the upper half z-plane, say, then the integral 

] dx f (x) along the real axis is equivalent to the integral along a ray 
o 

of angle a in the complex plane: 

I dx f(x) 
o 

f(z) 

Since the HETINT program
20 

performs the numerical integrations in 

(8.28) 

elli;Jt-.oici.Jl coorJL;;.:ltcs <E:,']) , 01.11' the :;: int~grat10ns (on tbe int.;.-rval 

[l,ru]) need to be performed on a rotated contour, which iB defined by 
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(~-J.)e i(! + 1 (3.29) 

For real val ues of k. ('Ilhic:-t proved to be close enough to the t.rue: k 

for our calculations), a rotat.i.on angle Ct. "' ... 0 .. 15 'IT radians produced 

integrals with an error of 5 10-
3 

a.u. 

The set of bound, Slater type orbitals used in the calculations 

pr~<;,-,nted here is given i.n Table XVII. This is the same basis as that 

""cd by Hickman, ~ al. 21 in il golden rule calculation of He(2
3

S)+H, 

e;-:CL'pl that the :1 oroitals are. not included. The orbital basis ~Nas then 

~ugmcnlcd with Siegert [unctions 8(1 of s,p, and d syrrunetry centered on 
h 

fIe. Since the change in the [111.3.1 r was less than 20% upon addition 

of ed' the inclusion of these three Siegert orbital s:nrunetries '''as 

considered sufficient. For the CI calculation, all 2Z configurations 

arisin~ fro", the bound orbitals (240) were retained. To this set, 4 

Siegert configurations were added for each Siegert orbital symmetry. 

These configurations have the form ~a¢b9Z where ¢a and ~b are the Is 

and/or Is' functions on He. The final CI calculation was thus performed 

with 252 configurations. As the real resonance energies at each inter-

nuclear separation had already been computed for our systems by the 

stabilization technique,13 we could easily determine an approximate 

valu" for the real part of the true complex resonance momentum. The 

resonant eigenvalue Ei(k) was then computed for five closely-spaced 

real k points bracketing this approximate value. The five resulting 

Ei(k) values were fit to a low-order rational fraction, which was then 

analytically continued to the region Im(k) < 0 and the root Eq. (8.26) 

,.,as found by a ;~ewton-secant search. 

The results for the real resonance ener~ies as functions of the 

file:///u.ed


Table ).."\'11. Basis set of Slater orbitals for He (21 , 3S)+l!. a 

Atom Orbital E:-:poi',enr: 

He Is 2.0 

Is 
I 

1.0 

25 0.90 

25 
I 

0.61 (0.505)a 

2pz 2.0 
I 

2pz 0.61 (0.505) 

H Is 1. 50 

I 
15 l.00 

2pz LOO 

aDifferent exponents for the singlet case given 

in parenthesis. 
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Figure XVI. Pot£!nti;:] cur"."]s f0r I!c(2
J
S)+H. T~e solid curle ~s the 

prc·sent rf"'su] t I r)ht.'linr..:d fror:l: thE: reol parts of the Si~gert 

eigenvalues for various values of R. The dashed curVe was 

obtained by thE' sta.biliz.a.tion :r.ethod (se.e Ret{!.rence 13). 

The corresponding .1sjrmptotic limits are indicated by 

arrm..rs. 
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FiGure XVII. Potc:ntial cur·/~s ::or He(2
3

S)+H. The scljd cur·/e is t~G 

present result, obtained from the real parts of the 

134 

Siegert eigenvalues for various ~/ah .. tS of R. The other 

curves were ohtained by the stabilization method. The 

dashed curv" Has taken from Referenc.e 21, "hUe the dot­

dashed curvp was tnken from Referenc'~ 13. The corresponding 

asymptotic limits are indicated by arrows. 
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Table XVIII. Auroionization width r for He(21S)+H. 
~ 

R (a ) r (a.u. ) 
0 

2.0 1.63 x 10-3 

3.0 2.70 x 10-3 

4.0 l.53 x 10-3 

5.0 " .52 x 10-4 

6.0 8.86 x JO-5 

8.0 < 10-5
a 

almaginary part of resonance 

eigenvalue was below the 

accuracy level of the 

calculation. 
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Table XIX. Autoiollization widtl-: r [or He(2
3

S)+H. 

R (a 0) r (a. u.) 

2.0 8.56 x 10 -3 

3.0 3.14 x 10-J 

4.0 B.12 x 1\)-4 

5.0 1.88 x 10-4 

6.0 5.41 x 10-5 

8.0 2.17 x 10-6 
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Fjgure :':V111. Autoi.nn1.za.tinI1 · .. :idtbs ;" for ficd2
1

S)+IL The solid curve 

is tile present re~u]t, obtained from the inaginary parts 

of tile Si~gert eigenvalues for various values of R. The 

c;}shcd curve ''''as obtained hy the gOlden rule lilethod (see 

Reference 51). The dashed extension of the solid cu.ve 

is an assumed .esult, as the imagina.y pan of the Siegert 

eigen~Jalue5 for R = B a
o 

was below the] imit of accuracy 

for the calculation. 
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Figure XIX. / .. uto:ioniz;ltio~l "..;idt:iS :- for 1!(.!(2 3S)+H. The solid curve 

is the present rcslJlt, obt3i~ed from the inaginary parts 

of the Siegert eigenva, ues for '/arious values of R. The 

other curves were obtained by the golden rule method. 

The d3shed curve was taken from Reference 51, ,.hUe the 

dot-dashed curve was taken from Reference l~ 
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internllclear separation (i.e., tile potential curves) are plotted in Figures 

XVI and XVII for the s,inglet and triplet systems, respectively, and are 

cOr.Jpar2d with the results from the ctabilization technique. 13, 21 We 

see that tn both cases the general agreement is quite goode Results for 

the singlet and t-r:-lple:t l-cniz.:ltion ~Jid.ths as functions of R are listed in 

Tables XVIII and XIX, respectively. The"e results are also plotted in 

Fi6uces XVIII and XIX and compared with the golden rule r .. ~ults of Miller, 

Slocomb, and Schaefer13 and Hickman and Morgner. Sl For the triplet case, 

our '''idth agrees well with hoth golden rule calculations, although it 

seems to favor the resul ts of Hickman, et a1. 21 For the singlet system, 

our width is somewhat larger than Hickman's. 51 Both calculations, however, 

contnin a ma:<imum in the '.idth at about 3 £1
0

, Hickman
SI 

was able to 

attribute this to a maximum in the density of states factor in the golden 

rule expression (see Chapter I). It is interesting that we also obtain 

this max~mum, even though the density of states does not appear explicitly 

in our calculations. In addition, HickmanSI found that to obtain geod 

agreement between his calculated ionization cross section results and 

those of experiment,72 his width would have to be increased by about a 

factor of 2.S. Since our results are between a factor of 2 and 3 larger 

than Hickman's for R ~ 4 ao ' we feel confident that cross sections calcu­

lated from our potential and width would be in very good a6reement with 

experiment. We therefore conclude that a variational calculation of 

the Siegert eigenvalues of a system provides an efficient and accurate 

method of determining the positions and widths of wolecular resonances. 
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