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A theory of imaging for detector systems w"ith a 
very 1 imited number of project·ions has been deve"loped. 
The relationships between a matrix which determines 
the system, its eigenvectors and eigenvalues, and the 
physical characteristics of the detector system are 
analyzed in order to assist in the most effective 
design of an instrument. It is shown that reconstruc­
tion methods for complete data sets are essentially 
an extension of the methods developed for incomplete 
sets. The concept of mathematical sweeping to replace 
mechanical detector mot·ion in ·incomplete detector sys­
tems is demonstrated. 

The theory of three··d·imensiona·l image reconstruc­
tion from projections is well established for the 
cases in which radiation source and detector configu­
rations allow a complete set of data to be obtained. 
A complete set of data could be described as a suf­
ficient number of line projections at a sufficient 
number of angular increments such that enough inde­
pendent measurements are made to allow the image re­
construction of a complete bound region. The accuracy 
and definition of the reconstruction will then depend 
principally on the spacing between 1 ine projections, 
the size of the angular increments, the amount of 
crosstalk or overlap between detectors, the statistics 
of the measurement, and on the algorithms used for the 
reconstruction. A good review of reconstruction 
methods is given in Ref. 1. 

In cases where the imaging instrument is con­
strained by cost, detector eff·iciency requirements or 
other considerations to a design that cannot generate 
a complete set of data covering the volume to be 
observed, the available algorithms cannot be used for 
reconstruction. That situation would arise, for 
example, in the design of an ·instrument to image very 
smal"l amounts of positron emitter activ·ity in a 
cylindrical volume, ·in which a h·igh efficiency and 
low cost requirement determ·ine the use of a small 
number of relatively large detectors and operational 
requirements define a geometry which is not a complete 
cylindrical ring. 

In the conventional language of image reconstruc­
tion, the detector elements of such limited systems 
would have large dimensions compared to the desired 
separation between sampling points, and the number of 
projections that can be obtained from the non-rotating 
instrument is much too small for a conventional 
Fourier-based reconstruction algor"ithm. Another very 
important characteristic of these systems is that the 
point response function may not be space invariant 
even within a single image plane; that is, moving a 
point source from r1 to ri + j does not necessarily 
form an identical pattern of detector responses dis­
placed at the detector plane by a distance propor­
tional to [ri - ri + j I. Under these conditions, 
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solutions to the imaging problem by deconvolution are 
not feasible. For these very limited systems, we are 
left then with purely algebraic methods of image re­
construction, which will approach the more conven­
tional methods as the number of projections and angles 
increases towards a complete set of data. 

The purpose of this paper is to develop the 
theory of image reconstruction for systems giving in­
complete sets of data, and to relate the mathematica·l 
results to the characteristics of detector dimensions 
and location for the purpose of obtaining the best 
possible image within a given set of constraints. 

The System Ma_tri x 

Let us consider a general array of detectors with 
n outputs; for example, in a coincidence annihilation 
radiation detector there could be n possible chords 
joining pairs of crystals. If we place a point source 
during a suitable fixed length of time at position sj 
in a set of m source positions, the detectors will 
respond with a vector of n elements, each element con­
taining the number of times that a detector response 
has occurred. If this experiment is repeated for all 
m source positions and the resulting vectors are set 
side by side as column vectors, we wi 11 obtain a system 
matrix A with n rows (one per possible detector out 
put) and m columns (one for each source position). 
The m source positions used to obtain the A matrix 
will be called "system points." With this matrix we 
can, in principle, solve the imaging problem 

(1) 

where k is a vector of detector responses caused by 
unknown amounts of activity x placed at the system 
point sj. 

If n = m, Eq. 1 could be solved directly if A is 
not singular and of small enough size that truncation 
errors do not accumulate adversely. If n 1 m, the 
solution to Eq. 1 is equivalent to solving 

ATAJt"'ATk (2) 

where AT ·is the transpose of A. Defining A' AT A 
and k' = AT ":, we rewrite Eq. 2 as 

A'x=t· (3) 

where A' is (mxm), and x and k' are also of dimension 
m (the number of system points). 

The idea of solving Eqs. 1 or 3 directly is an 
old one, and has been reported by Robertson, Marr, 
Rosenblum, Radeka and Yamamoto 2 to lead to consider­
able error during the inversion process with experi­
mental data in their 32-crystal, positron-annihila­
tion ring detector. 



Eigenvalue Analysis 

We proceed now to examine the problem in terms 
of the eigenvectors and eigenvalues of the matrix A'. 
From the theory of matrices, we know that A' is sym­
metric and real, and that, for this reason, there 
exists a transformation H such that 

H-l A' H ~ diag (A.) ~ D 
J 

(4) 

where D is a matrix with values Aj in the diagonal 
elements, the eigenvalues of A', and all other ele­
ments zero. 

The matrix H of the transformation has columns 
that form the eigenvectors of A'. In the present 
case, these eigenvectors Xj form an orthonormal basis 
for the space spanned by A' so that the solution x to 
Eq. 3 can be expanded in that basis to 

( 5) 

Since eigenvectors and eigenvalues are defined 
by the equation 

(A' - A. I) X. = 0 
J J 

(6) 

where I is the identity matrix, it follows from Eqs. 
3, 5 and 6 that 

A' x = s1A1x1 + s2A2x2 + ... smAmXm = k' (7) 

Similarly the experimental result k' can be expanded as 

(8) 

with a; =<xi' k'>, the dot product of the vectors, 
because of orthogonality of the x's. Then, equating 
Eqs. 7 and 8, we can find 

(9) 

and finally the solution to Eq. 3 is given by 

(10) 

Because the eigenvectors are all of unit length, 
it is clear that in the presence of fluctuations in 
the experimental results (transmitted to the values 
of a;), the resultant vector x will be meaningful 
only if there are no terms in Eq. 10 with values of 
Ai that are much smaller than the rest. If this were 
the case, a small error in the corresponding value of 
a; would result in a greatly exaggerated contribution 

+ + of X; to the resulting vector x. 

This result is a fundamental property of the 
solution. Limitations of the chosen method of solu­
tion, truncation errors of the computer, etc., will 
only aggravate the problem. One simple measure of the 
invertibility of a matrix with respect to statistical 
fluctuations is given by the "condition number" of 
the matrix, 3 
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Condition number~ Amax/Amin, (11) 

which is suitably normalized by the numerator. 
Evidently, a large condition number is undesirable. 

A very useful concept emerges from the above 
analysis. Large condition numbers result from a se­
lection of system points in which two or more are too 
close to each other so that the detector responses do 
not define the point unambiguously. 

In order to illustrate the validity of the above 
statement, let us consider an imaging system formed 
by a number of rings of detectors stacked in the form 
of a cylinder with system points located at the geo­
metr.i cal center of each ring only, as in Fig. la for 
a three-ring system. A simple geometrical construc­
tion shows that the set of coincidences generated 
from each system point is totally different from the 
sets of coincidences from the other points with no 
coincidences belonging to more than one system point. 
Under these conditions, matrix A will have a configu­
ration of columns of the form, for example, 

al,l 0 

a2,1 0 

a3,1 0 

a4,1 0 

0 a5,2 
0 a6,2 
0 a7,2 
0 0 

0 0 

0 0 

0 0 
0 0 

0 0 

0 0 

The system matrix A' 
diagonal with eigenvectors 

0 

0 

0 ' 0 

0 0 

0 

0 

0 

0 

0 

0 
0 

a8,3 
a9,3 
a10,3 
all ,3 

a12,3 
0 

0 

0 

0 

0 

0 

0 

0 
0 

0 

0 
0 

0 

0 

0 

a n,m 

AT A wi 11 then 
given by unity 

0 
0 

..• 0 

1 

(12) 

be purely 
vectors, 

The values of the diagonal elements of A' will be the 
eigenvalues Aj. 
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Fig. 1 (a) Cross section of a hypothetical system con­
sisting of three rings of detectors and three 
system points in the respective centers, result­
ing in a purely diagonal system matrix A'. 
(b) Four-ring structure required for a purely 
diagonal system matrix A' when a new point 2' 
is added to the above. 

If we consider the eigenva·lues :\.·in some detail, 
J 

we notice that their magnitudes are equal to the sum 
of the squares of the number of occurrences of all 
possible coincidences for a particular system point; 
that is, 

(13) 

This equation indicates that, if one of the 
points of this simple system is only seen by detectors 
with small efficiency or by fewer detectors, the 
eigenvalue corresponding to that point will be smaller 
than those of the others and lead to a large condition 
number \na/Ami n. 

case with system nts located 
arbitrarily, will contain rows are often 
not zero in several columns so that A' will not be 
purely d·i . It can be d·iagonanzed, hov1ever, by 
a matrix of eigenvectors (Eq. 4) so that the eigen-
values Aj of A' appear at the diagonal of H- 1A'H. 

Although the physical interpretation of the ei ues 
is not as simple for the general case as for one 
described above, we note now that the eigenvalues of 
A' are the same as those of (H- 1A'H), as can be seen 
by replacing the latter for A' in Eq. 6. 

The d·iagona"lizat"ion of ,L\' by the matrix II is 
equivalent to a transformation of the detector system 
so that there should be at least in one 
ideal configuration of for any trary set 
of system points that yields a purely diagonal A' 
matrix with elements\ .. If the condition number of 

J 
this more system ·is ·1 , by analogy with the 
simple case given above, the locations of the 

"iclea·l" system are such that one or more 
of the system po·ints are seen very lit!Je; that is, 
few coincidences are seen from that nt the 
detectors. In the rea·l detector , s win 
occur when one system point is located too near 
another point. 

Thi effect can be read·i ly understood for a very 
simp-le case by returning to the example of the stacked 
rings of detectors with system points at the center of 
the r·i ng p 1 anes as in Fig. L The addition of one 
more system nt on the ax·i s of the cyJ·i ncler very 
near one of "good" system points w·in resuH in A' 
not being purely diagonal. The diagonalization pro­
cedure through H will be equivalent to forming a new 
"ide a 1" detector system v1ith one more ring as shown 
in Fig. lb. The requirement of the uniqueness of the 
coincidences forces r·i 2' to be much smaller than 
the others and a on in the size of ri 2 as 
well. System point 2 will have coincidences 
rings 2 and 2', but po·int 2' will have none between 
the same rings. It ·is ev·iclent that the "ideal" system 
of Fig. lb will have a 1 condition number than 
that of Fig. la and that closer point 2' is made 
to 2, the worse the situation will be. 

The matrix A', as described above, is symmetric 
and it will contain as many rows (or columns) as 
system points. As we shall see below, the contents 
of each row des meaningful information as to 
which speci c nts are not sufficiently 
wen samp.led by and/or which po·ints are 
ambiguously sampled resulting in high condition 
numbers. 

Let us assume that the activi t of Eq. 1 is 
unity at system po·int s .. and zero sewhere. Vector 
t, Eq. 1, will contain~ elements with magnitudes 
proportional to the rates of all possible coincidences 
due to that unit act·ivity. l.et us consider the .Qth 
elements of vector t, i.e., one of the possible coin-
cidences with rate r9.. _The contribut-ion of that 9.th 

element to vector t• A1k will be a vector , where 
is given by the 9.th ro1v of the matr·ix A. 
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Fig. 2 (a) Values of a symmetric matrix A' for a one­
dimensional system of six points separated by 
~x = 1 em. on a line in the geometrical center 
of a detector system. (b) Values of a matrix 
A' for ~x = 1 em. on a line displaced from 
the geometrical center of the detector sys­
tem resulting in a poorly invertible matrix. 

This vector r~ contains as elements the relative 
rates detected by the ~th coincidence when a point 
source is moved from the first to the last system 
point. Then the complete k' due to a point source 
at sj will then be formed by 

which indicates that k'(s.) contains as elements a 
J 

we·ighted sum of the relative rates detected by an 
possible coincidences generated by s. if a point 

J 

(14) 

source were to be moved from the first to the last 
system point. The structure of k' contains, there­
fore, complete information about crosstalk, overlap 
or ambiguity between system po·ints, as well as 
relative efficiency of its sampling by the detectors 
due to the scalar weights r~. 

Since for the case of unity activity at s. 
vector k' is identical to the jth row of A', w~ can 
associate every row of A' to one system point, in the 
same order in which matrix A was formed. 
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To illustrate these points, we shall consider 
two matrices A' generated by a pos-itron-emitter imag­
ing device, object of a companion paper, for two 
different sets of system points. Figure 2a shows a 
perspective plot of the values of matrix A' for a 
system of six points with a very favorable condition 
number of 2.70. Six rows of six points each are 
plotted, joined by lines. If there were no overlap 
between detectors, only the ith point of the ith row 
would be different from zero. The f'inite s·ize of the 
detectors results in each system point being partially 
coupled to the adjacent ones. Also, the first and 
last points are somewhat less well sampled than the 
other four. Figure 2b shows the matrix A' for another 
system of rather unfavorable geometry with a high 
condition number of 37.07. Only the second and fifth 
points are clean, with little overlap. The third and 
fourth po·ints are very strongly coupled and it would 
be very hard to d·istinguish between them ·in the 
presence of strong statistical fluctuations. The 
first and last points are very poorly sampled by the 
detectors. 

Physical Meaning of Eigenvectors and Eigenvalues 

F'rom the theory of matrices, we know that any 
vector corresponding to the n-dimensional space 
spanned by a matrix can be expressed in terms of the 
eigenvectors of that matrix. In this manner, the 

experimentally determined vector k' = ATk can be 
expressed as in Eq. 8, 

where 

"' + .t--- o,. X. 
i 1 1 

·>-
For the case under study, the eigenvectors X; 

( 15) 

(16) 

are arrays of m elements, each element corresponding 
to a count rate at a system point (see Eq. 5, for 
example). The eigenvectors x1, and therefore I', can 
then be rewritten as functions of a space coordinate 
r, with the understanding that they are functions 
with discrete values only at system points. 
Similarly, the values of ai form a discrete function 
in a space which we shall call frequency domain, by 
analogy with a Fourier-transformation. We can then 
rewrite Eqs. 15 and 16 as 

(17) 

and 

(18) 

which have the structure of a transform pair, i.e., 
a (f) is a transform of k' (r) in them-dimensional 
Hilbert space of matrix A'. The eigenvectors i; form 
therefore a series of discrete functions analogous to 
sines and cosines in a Fourier-transformation. 
Figure 3 shows a set of eigenvectors for a one-dimen­
sional system of 10 points obtained from measurements 
with the pos-itron em·itter imaging device. They are 
divided into approximately symmetric and antisymmetric 
functions about the center of the space, with an in­
creasing frequency. 



Fig. 3 A set of eigenvectors for a 10-point system in 
one-dimension. 

Vector l' is the result of a measurement which 
we still have to convert to l of Eq. 1 or 3 in order 
to solve for the unknown activity d·istribution. We 
can either solve the set of linear equations of Eq. 3 
directly or we can use Eq. 10, which can be written 
as 

x( r.) 
J 

The division in frequency domain by A(f.) in 
.I 

(19) 

go·ing from k'(rj) to x(rj) corresponds to a "deconvo-
lution" in configuration space by a function which 
removes tube overlap and detector efficiency differ­
ences between system points. It must be pointed out 
that in the present case of generalized transforms 
the divisions a/A may not correspond to a true decon­
volution in configuration space, as would be the case 
with Fourier-transforms. 

reconstruct·ion from complete data sets by 
on the Fourier-transforms are essen­

tially an extension of the method discussed above for 
incomplete systems, particularly the method of deconvo-

lution and back projection. Functions X 
are used as eigenfunctions for the 

~ e -i (lti· r) 
results of a measurement, as in . 1 . 
is fully justifiable as long as 
has a space invariant point 

ion of the 
This choice 
ng system 
on.'' 

The function k' (r) of Eq. 17 reconstructed, 
would be the result of a back on without 
filtering. The process of deconvolution ·implied by 
the division of a/~ in frequency domain of Eq. 19 
corresponds to the filtering to remove the 
effects due to multiple rays ng the image of 
one point. 

For incomplete data 
number of points 
developed from complete data case in that 
the set of functions for the expansion and 
the eigenva·lues filtering are determined 
experimentally. Andrews and Hunt 4 discuss the value 
of ei s in imaging space variant point spread 

of the 

The sol uti on to Eq. 1 or 3 for a po·int source 
located exactly at one of the system points is a 
vector l with components which are all zero except 
for the one corresponding to the source position. 
If a point source is not located exactly at a system 
point, the response of the cannot, in 
be predicted. I s e to expect the 
resulting vector will be some linear combination of 
the columns of matrix A' ng to the system 
points surrounding the position of the source. That 
is actually found to be the case in a real instrument 
if the system points are close to each other and the 
condition number of the matrix stays within some 
bounds. In such cases it is possible to interpolate 
between nts by us·ing the ~Jyquist sampling 
theorem. dimensions, the theorem states 
that the best estimate that one can make of a function 
which is sampled at ·intervals 1\x, 1\y, /oz ·is given by 

f(x,y 

i ,j 'k 
g(i ,j ,k) s·inc(x­flx i) sinc(L- · j) sine fly 

where sinc(x) ~sin(Trx)/(-rx), i ,j ,k are sampl·ing 

(20) 

- k) 

point indices (system points), g is the solution known 
at the system points and f is the estimated function. 
The indices i ,j,k are zero at x,y,z equal to zero. 

Results of using the Nyquist interpolation pro­
cedure in one-dimension are shown in Figs. 4a and b. 

A point source (Na 22 embedded in plastic) was posi­
tioned at x ~ 0 and 0.75 em between two groups of 
detectors (8 crysta·ls each group) in the positron 
imaging device. Analysis was carried out with a 
matrix A' formed by 7 system nts by 1 em 
centered at x ~ 0. Counting was ong enough to 
render statistical effects relatively small. The 
results of the matrix solution at the system points 
(horizontal scale lines vrith flx 1 em) are shown by 
fine lines. With the source at x ~ 0 (or other system 



a) 

COUI\ITII\IG TIME = 50.00 SECS. X=- 0.02 
ACT = 756. 1\11\I\IOCI 

b) 

X= 0.80 
COUNTING TIME = 50.00 SECS. ACT = 616. I\IANOCI 
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Fig. 4 Performance of an 8 x 8 detector system for a 
p+- emitter point source positioned at x = 0 
and 0.75 em, respectively. Reconstructed 
source positions and activities are shown next 
to the peaks (Nyquist interpolation). 
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points) position determination error is very small 
(0.02 em or less) and measured activity is quite 
consistent. Using the interpolation scheme for x = 
0.75 em, for example, position determination errors 
as large as 0.1 em and a drop in detected activity 
are observed. The errors become smaller if the system 
points are brought closer, as for example with ~x = 
0.75 em. Also, the detector positions and the number 
of detectors affect the accuracy of the interpolation 
scheme. 

The solutions to Eq. 1 or 3 exhibit "ringing" at 
the system points in cases where the point source is 
not located at a system point. This effect is due 
to coupling between system points and is increased 
when ~x is made smaller. In addition, the Nyquist 
images can magnify the "ringing." The theorem of 
Eq. 20 assumes that the source function g does not 
contain frequencies above (l/2~x) cm- 1 (in one dimen­
sion) and, therefore, no frequencies above that value 
are reproduced. This limitation in frequency (i.e., 
no sharp turns in the graph) and the requirement 
that the reconstruction be exact at the sampling 
points force the existence of the observed ringing 
magnification. 

Another peculiarity of the method is the dif­
ferent width of the point response function with 
position, which makes further analysis of the images 
difficult. 
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Fig. 5 The same results of Fig. 5 analyzed by mathematical sweeping of the detectors. 



A common v1ay of ·interpolation ·in ·imag·ing is by a 
mechanical sweeping of the detectors so that activi-
ties or densities correspond! to different sets of 

ing points are obtained different times. In 
the case of devices with detectors which overlap 
substantially in their coverage of the region to be 
imaged, sweeping can be done mathematically. This is 
carr·ied out by analyz:·i vely an experimen·· 
ta'lly determined vector vrith matrices A' from sets 
of system nts which have their origins displaced 
by small As an e in one dimension, 
cons·i der ten sets of system points with 6x = 1 em and 
centers between x = -·0.4 and +O.S em in steps of 
0.1 em. The vector for the point source 
at x = 0 which 4a has been analyzed in 
success·ion by and the resuHs super-
·imposed ·in Fi . A'l resuHs shm~ 
response ons with centroids within ±0.05 em of 
the correct values and the maxima, corresponding to 
detector act"ivHy, are much more consistent than in 
case of interpolation. Also, with exception of the 
tai'ls, some systemat'ic effects due to the detector 
configuration used, and minor statistical effects, 
the width and shape of the response function is 
invariant with source position, so that further image 
treatment by cleconvo·luUon, for example, appears more 
possible. 

This paper has tudied the problems of imaging 
from a very 'limited number of project-ions as could 
arise, for example, from an imaging device which 
requires the use of a small number of large radiation 
detectors ·in some bed geometry. The theory 
developed has shown that the solutions to the imaging 
problem can be expanded into the set of eigenvectors 
of a system matrix which depends on the characteris­
tics and geometry of the detector set. The method 
of solution is shown to lead to the conventional 
Fourier techni in the limit of 1 numbers of 
totally i detectors in a 
configuration. It has also been shown that observa-
tion of the matrix and of its eigenvalues 
allows for a is technique that allows the 
determination good useful detector configurations 
within some bed constraints. Finally, an 
interpolation technique using the ing theorem 
and the concept of mathematical ng of the de-
tector system is presented The above concepts have 
been developed into the first version of an opera­
tional instrument which is described in a companion 
paper. 

The author would like to acknowledge the support 
of Al , C. A. Tobias, F. S. Goulding and 
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