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ABSTRACT 

N o n l i n e a r wave e v o l u t i o n i n VTasov plasma i s a n a l y z e d u s i n g t h e 

L i e t r a n s f o r m , a power fu l m a t h e m a t i c a l t o o l which i s a p p l i c a b l e t o 

B a m i l t o n i a n s y s t e m s . The f i r s t p a r t of t h i s t h e s i s i s a n e x p o s i t i o n 

of t h e L i e t r a n s f o r m . Dewar ' s g e n e r a l L i e t r a n s f o r m t h e o r y i s e x p l a i n e d 

and i s u sed t o c o n s t r u c t D e p r i t ' s L i e t r ans fo rm p e r t u r b a t i o n t e c h n i q u e . 

The b a s i c t h e o r y i s i l l u s t r a t e d by s imple examples . 

Two g e n e r a l and r e m a r k a b l e r e s u l t s a r e o b t a i n e d by a p p l y i n g L i e 

t r a n s f o r m t h e o r y t o t h e v l a s o v e q u a t i o n . The f i r s t i s a u s e f u l r e l a t i o n 

be tween t h e ponderomot ive H a m i l t o n i a n ( t h e k i n e t i c g e n e r a l i z a t i o n of t h e 

ponderomot ive p o t e n t i a l ) and t h e l i n e a r s u s c e p t i b i l i t y of v l a s o v 

p l a s m a . T h i s g e n e r a l r e l a t i o n t h e n y i e l d s a second r e s u l t , a g e n e r a l 

fo rmula f o r t h e s e c o n d - o r d e r s e l f - c o n s i s t e n t q u a s i s t a t i c d e n s i t y p e r ­

t u r b a t i o n produced by a wave p a c k e t . For a plasma w i t h one s p e c i e s of 

s i n g l e charged i o n s t h i s formula i s 6n(x) = - f 4 T r ) " 1 [ | £ ( x ) | 2 - | 6 ( x ) | 2 ] / 

(T -HT ) . Th is formula , which i n c l u d e s k i n e t i c e f f e c t s , a p p l i e s t o b o t h 

m a g n e t i z e d and unmagnet ized p l a s m a . 

L i e t r ans fo rm t h e o r y i s t h e n a p p l i e d t o two p r o b l e m s , t h e f i r s t of 

wh ich i s t o f ind t h e n o n l i n e a r wave e q u a t i o n t h a t governs waves i n un­

magne t i zed p lasma. We d e r i v e t h e formula of Mora and P e l l a t f o r t h e 

wave—generated q u a s i s t a t i c m a g n e t i c f i e l d , and v i a s y s t e m a t i c p e r t u r b a ­

t i o n t h e o r y we f ind t h e e q u a t i o n which g ives t h e n o n l i n e a r e v o l u t i o n of 

t h e wave a m p l i t u d e . T h i s e q u a t i o n u n i f i e s p r e v i o u s work: i t i n c l u d e s 

t h e ponderomot ive e f f e c t s of Kaw, Schmidt , and Wilcox, t h e s e l f -

p r e c e s s i o n e f f e c t of Arons and Max, and t h e ( p r e v i o u s l y n e g l e c t e d ) 

e f f e c t o f s e l f Faraday r o t a t i o n by t h e q u a s i s t a t i c m a g n e t i c f i e l d . The 
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calculation shows that the self Faraday rotation effect is comparable 

to the self precession effect. This fact implies that a measurement 

of the polarization rotation acquired by a nonlinear electromagnetic 

vave in passing through a plasma does not determine the self-generated 

quasistatic magnetic field. 

The second problem considered is the propagation of a test wave 

in the system consisting of a plasma and a large amplitude electro­

magnetic wave. We show that the change in the polarization of the 

test wave, as it propagates through the laser-irradiated plasma, 

consists of several effects. In addition to Faraday rotation by the 

laser-generated quasistatic magnetic field, there are other effects 

which are not simply a rotation of the test-wave polarization. For 

example, the test wave polarization may change from plane to elliptical. 

These results indicate that one may obtain unreliable results from the 

technique of measuring quasistatic magnetic fields through the Faraday 

rotation of test waves. 
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1. Introduction 

This thesis is an application of the Lie transform to the analysis 

of nonlinear wave evolution in vlasov plasma. The Lie transform is a 

ns* mathematical tool which simplifies the analysis of a Hamiltanian 

system, such as the Vlasov equation. Here the Lie transform is used to 

discuss nonlinear wave evolution, hy which we mean the nonlinear develop­

ment of the amplitude of a single wave or wave packet. We do not con­

sider other nonlinear processes, such as three wave coupling or induced 

scattering. 

1.1 Motivation and Background 

There are many practical reasons for studying the nonlinear 

evolution of waves in plasma. The laser-fusion schemes require a large-

amplitude, and therefore nonlinear, wave to interact with plasma. Fila­

ment ation, a possible outcome of nonlinear wave evolution, may play an 
1 2 3 

important role in the laser-fusion scheme. Radiofrequency heating ' 
of magnetically confined plasma to fusion temperature also requires the 

4 presence of a large amplitude wave in plasma. Morales and Lee have 

suggested that the lower-hybrid heating scheme may be limited by fila-

mentaticn, which leads to intense localized electric fields. They note, 

"The interaction of plasma particles with these fields may alter the 

transport of energy to the interior of the plasma, . . ." Of course, 

if energy transport is altered for the worse, the lower-hybrid heating 

scheme will have to be abandoned. Another reason for studying non-

linearity is to understand the evolution of a linearly unstable system. 

For example, Aamodt, Lee, Liu, and Eosenbluth have shown that the non­

linear gyrofrequency shift causes the ion-cyclotron-loss-cone mode to 
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saturate. 

In addition one might study nonlinear wave evolution In order to 

understand exactly solvable nonlinear wave equations, such as the 
7 8 « 9 

Korteweg-deVrles equation, the nonlinear Schrodinger equation, and 

the modified Korteweg-de Vries equation. * All of these equations 

are derived by invoking -tain approximations. If we relax these 

approximations do we destroy exact solvability? 
12 

The ponderomotive potential concept, which arises in nonlinear 

wave evolution, deserves special study. The ponderomotive potential 

concept provides an. elegant way of describing the average motion of a 

particle in a high-frequency wave. There have been several proposals 
13 for using the ponderomotive potential to confine plasma either entirely 13-15 or partially. Hex* uhe idea is not that nonlinearity may cause 

instability (such as filamentation) or saturate a linear instability, 

but that waves might be driven to large amplitudes so that nonlinearity 

may be exploited to advantage. It is natural to try to determine when 

tl e ponderomotive potential concept breaks down, and what concept 

replaces it; e.g., must kinetic effects be. described by a diffusion 

operator? Or is there a more elegant and convenient forma lism? 

Early work on nonlinear wave evolution concentrated on plane waves, 

i.e., no amplitude modulation. Montgomery and Tidman applied syste­

matic perturbation theory to the cold-plasma equations. They computed 

the nonlinear conductivity of the plasma and the nonlinear frequency 
18 shift of transverse waves. Later, Sluijter and Montgomery showed that 

relatlvistic effects are important- A recent example of nonlinear 
19 plane-wave calculation is the work of Arons and Max, who discussed 
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electrcmagnetic wave propagation ill a relativestic Vlasov plasma. 

The necessity of allowing for amplitude modulation was demonstrated 

by Kaw, Schmidt, and Wilcox. When the wave amplitude has a gradient, 

no matter how small, there is a quasistatic density response 
— 1 2 2 2 5n * (8TT) (e /mu> ) <E >/(T +T ) . The change in the plasma conductivity 

due to this density response is much larger than the nonlinear cor luc-

tivity found by earlier workers. * However, the analysis of Kaw, 

Schmidt, and Wilcox ia not systematic. They simply modify the linear 

susceptibility fay replacing £he unperturbed density n by the nonlinearly 

corrected density n +6n. One cannot obtain the previously known non­

linear conductivity from the formalism of Kaw, Schmidt, and Wilcox. 

This heuristic method of Kaw, Schmidt, and Wilcox for including 
4 nonlinearity has since been used by others. Morales and Lee modified 

the equation which describes the linear propagation of lower-hybrid 

waves by changing the unperturhed density to the nonlinearly corrected 

density. Aamodt, Lee, Liu, and Rosenbluth used this method to include 

the nonlinear gyrofrequency shift in the evolution of ion cjclotron 

waves- This heuristic method has great appeal because it has a simple 

interpretation and it is easy to use. However, the heuristic method 

is not systematic, ard so it may leave out important effects. 

A systematic perturbation method for including nonlinearity has 

appeared in the literature (see e.g. ref. 20). This mthod assumes a 

perturbation which is a sum of two w/ ves with nearly equal wave-vectors 

and frequencies, e.g., <j> - a exp(i>\, -x-iUL t) -f b exp(ik 'x-iout) + c.c. 

Such a perturbation can be rewritten in the form of a sinusoidal modula­

tion of a single wave: <t> = [a exp(ik'x-iilt) +b exp(-ik*x+i£2t)] exp 
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(iko'X-ilDQfc) + c.c, where k^ = QS^ULJIZ, UQ * ((i^-Hd^/Z, k = k^-k^, 

and Jl = ̂ ""n" B y systematic perturbation theory one can derive the 

nonlinear dispersion relation fi(k). Unfortunately this method cannot 

describe non-sinusoidal modulations, such as solitons. (Since the 

equations are nonlinear, superposition does not apply.) 

All of these analyses are characterized by the neglect of colli­

sions. This neglect can usually be justified a posteriori by showing 

that the mean free path is long compared to a filamentation length or 

by showing that the collision frequency is small compared to the non­

linear frequency shift. Such justification is rarely provided in the 

literature, but it can usually be produced with a modest effort. 

We summarize the present understanding of nonlinear wave evolution 

as follows. The nonlinear evolution of plane waves and of sinusoidally 

modulated plane waves has been analyzed by systematic perturt;ition theory, 

but one must be able to treat non-sinusoidal modulations in order to 

include solitons and filamentation. To date the analyses of non-

sinusoidal modulations have been heuristic. Thus we are motivated to 

analyze nonlinear wave evolution by some new procedure, which is syste­

matic and which can include arbitrary amplitude modulations. Further­

more, since collisions are not important, while kinetic effects are, 

our procedure must involve the analysis of the Vlasov-Maxwell equations. 

Since we must analyze the Vlasov equation, which is governed by a 

Hamiltonian, it is advantageous to use Hamiltonian (or canonical) 
21 

perturbation theory. Recently, Hori introduced Lie-transform pertur­
bation theory, a great improvement over the older Poincare-Von Zeipel 
method. Deprit further improved Hori's formulation so that it could 



he conveniently applied to time-dependent systems. Deprlt a l so derived 

recursion re la t ions between the terms in the Lie s e r i e s . Then Devar 

improved Depr i t ' s work by eliminating the need for power s e r i e s expan­

s ions . 
25 Dewar applied canonical perturbation theory to the Vlasov equation. 

At t ha t time he was not aware of Lie transforms, and so he used the 

older Poincare-Von Zeipel technique. In that work Dewar reformulated 

quas i l inear theory. Since tha t t ime, Johnston used Dewar*s technique 
27 to discuss induced scat ter ing, and Johnston, Kaufman, and Johnston 

used Dewar's technique to derive three-wave coupling coeff ic ients for 

Vlasov plasma. These papers proved the worth of canonical perturbat ion 

theory, r even in the Poincare-Von Zeipel form. I t follows that Lie 

transform perturbation theory should further simplify the analysis of 
28 the Vlasov equation. (He note tha t Kawakami applied Hor i , s Lie-

24 transform theory to the Vlasov equation, and Dewar applied Deprit s 

Lie transform theory to the Vlasov equation.) 

Thus we have a problem and a new method for analyzing t h i s problem. 

The problem I s to present a systematic discussion of nonlinear wave 

evolution, including ponderomotive effects and kinet ic e f f ec t s . The 

new method i s the Lie transform. 

1.2 Synopsis 

Lie transform theory i s used throughout th is thes i s with the 

exception of Chapter 6. Accordingly, we begin with an exposition of Lie 

transform theory in Chapters 2-5 . Chapter 2 i s a discussion of prelim­

inary mater ia l . Here we discuss the basic ideas of Hamiltonian theory. 

Chapter 3 contains a review of Dewar's Lie transform theory. We 
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introduce the Lie t ransfers , we show how i t i s generated by a phase 

function v (q ,p ) , and we show how to find the new Hamiltonian from the 

Lie transform. Finally,, we show how to construct Depri t ' s Hamiltonian 

perturbation theory from Dewar's Lie transform theory. (His tor ical ly 

the development was in the opposite order.) 

In sections 2 .3 , 3.4, and 4.4 and Chapter 5 we discuss peripheral 

i s sues , which are not important to the l a t e r development, and which may 

be skipped in a f i r s t reading of t h i s thes i s . Section 2.3 i s a discus­

sion of the simplest (but secular) perturbation theory, which i s equi­

valent to the usual time dependent perturbation theory of quantum 
30 mechanics. In section 3.4 we show how to prove Noether's theorem by 

using Lie transforms. In section 4.4 we show that Kolmogorov's (super-
31 convergent) technique does not lead to a simpler perturbation theory 

32 i n p rac t i ce , as has been suggested by Eowland. Final ly, i n Chapter 5 

we give a short discussion of the various conventions used in Lie 

transform theory. 

In Chapter 6 we begin the discussion of nonlinear wave evolution. 

The goal i s to go as far as possible without specifying the medium, 

except to say that i t has a l inea r response tensor D(k,(o) = 1 + X(k»<ii) 
2 2 2 2 2 

- k c /a» + kkc /a) . We f i r s t consider wave energy and wave momentum. 

We prove that these concepts apply not only to normal modes (det D = 0) 

but a lso to any nearly monochromatic perturbation. The techniques used 

in t h i s proof are then applied to col l is ionless plasma to show that wave 

energy and wave momentum can be divided into contributions from the 

electromagnetic field end from the separate species. Next we consider 

the nonlinear evolution of wave packets. We show how to systematically 



derive nonlinear vave equations in terms of the nonlinear cur ren t . (The 

nonlinear current i t s e l f i s computed in l a t e r chapters to complete the 

derivat ion of the nonlinear wave equation.) We also out l ine the 

h e u r i s t i c method of references 1, 4, and 6 for including nonl inear i ty 

and we show how i t i s related to the systematic method. 

In Chapter 7 we discuss general aspects of nonlinear wave evolution 

in Vlasov plasma. We f i r s t wr i te the Vlasov equation in HamLltonian 

farm. Then we use Lie transforms to eliminate the rapid osc i l l a t i ons 

from the problem. As a resu l t we obtain a closed set of equations for 

the evolution of the wave packet amplitude, the nonlinear f i e l d s , and 

the osc i l la t ion-center d i s t r ibu t ion , i . e . , the transformed Vlasov 

function which has only slow va r i a t i ons . 

A quantity of great importance to th i s analysis i s the ponderomotive 

Hamiltonian, which governs the evolution of the osc i l la t ion center d i s ­

t r i b u t i o n . The ponderomotive Hamiltoaian i s the kinet ic generalization 

of the ponderomotive potent ia l , since i t contains the taomentum depen­

dence of the ponderomotive force. In section 7.4 we prove a very 

general theorem, which re la tes the ponderomotive Hamiltonian to the 

l i nea r suscept ib i l i ty . A special case of th is theorem i s the expression 

ijj = -(4im )~ c , ' J L ^ ' ^ i which re l a t e s the ponderomotive po ten t ia l ty 

of species s to the cold plasma suscept ib i l i ty of species s , where £ 

i s the amplitude of the osc i l l a t ing f ie ld , E^(x,t) = £ . ( x , t ) exp(-iu>t) 
2 2 

+ c.c (For unmagnetized plasma, simply use x = ^irn e /(m cu ) to obtain 

the standard resul t .iji = e | _ | / ( m ( i ) ) . ) The general theorem i s 

applicable to any Vlasov system (hot, magnetised, inhomogeneous, time-

dependenc) upon excluding resonant pa r t i c l e s . 
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In Chapter 8 we use these methods to analyze nonlinear wave evolu­

t ion i n unmngnetized uniform Vlasov plasma. Our systematic analysis 

unif ies previous work in tha t i t contains the self-generated magnetic 
33 f ie ld of Mora and Pe l l a t , the ponderomotlve effects found hy Kaw, 

1 19 

Schmidt, and Wilcox, and the self-precession effect of Arons and Max. 

In addit ion i t contains the (previously neglected) self Faraday rota t ion 

which i s caused hy the self-generated magnetic f ie ld. Of course, one 

could have included self Faraday ro ta t ion hy using the heur i s t i c method, 

I . e . , one simply modifies the l inea r suscept ib i l i ty to include the self-

generated magnetic f ie ld . However, t h i s method cannot include the self-

precession ef fec t . Since the self-precession effect and the sel f 

Faraday ro ta t ion effect are comparable, we conclude (in Chapter 8) 

that the heur i s t i c method for including nonlinearity i s wrong in that 

i t leaves out effects which are comparable to those i t keeps. 

The fact that self precession and self Faraday rotat ion are 

comparable led to the study of Chapter 9- Here we determine how a t es t 

wave propagates through a laser i r rad ia ted plasma. We expect the l a se r -

generated magnetic field to cause Faraday rotation of the t e s t wave, 

but in analogy with Chapter 8 we also expect to find addit ional terms 

which cause polarization precession. In fact, we find many other 

effects which can completely dominate Faraday rotat ion. These other , 

more c-^-zplicated, effects do not consist of jus t polarization precession; 

they can also cause the wave polarizat ion to change, for example, from 

plane to e l l i p t i c a l . 

In Chapter 10 we discuss some aspects of nonlinear wave propaga­

t ion in magnetized plasma. We derive the ponderon-otive Hamiltonian 
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for a magnetized particle. Here the elegance of the Hamiltonian methods 

becomes apparent, since the ponderomotive Hamiltonian contains not only 
12 the ponderomotive force, and the ponderomotive drifts (with kinetic 

corrections), but also the nonlinear gyrofrequency shift, which plays 

an important role in the nnnlinear saturation of the ion-cyclotron-loss-

cone mode. Next we find a general formula for Che quasistatic response 

to the ponderomotive Hamiltonian. For a single ion species (with e, = -

e e) plasma, this formula is <Sn = (4ir)"1(|£]L|2 - |0 L [2) / (T e+T ±) . This 

formula applies to magnetized and unmagnetized, Vlasov plasma if (1) 

|Vln|£1 | |«k and (2) resonant particle effects are unimportant. Finally, 

we use the heuristic method (recognizing its limitations) to include 

this density perturbation in the propagation of wave packets. 



10 

2. Notation and Background 

In this chapter we lay the foundation for later work. We briefly 

discuss the elements of Hamiltonian mechanics: Poisson brackets and ca­

nonical transformations. This discussion is not intended as a substitute 

for those found in the textbooks on this subject [1-3, 13,14], It 1B mostly 

a repetition of standard material, but rewritten using operator notation, 

which proves very convenient for discussing Lie transforms. 

Using' the operator notation we discuss the time development transformation 

generated by a Hamiltanlan. We show how it can be used to solve Liouville's 

equation. Finally we discuss how it ran be found using secular perturbation 

theory, in analogy with quantum mechanics. 
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2.1 Canonical Transformations 

Ve vork in a 2N dimensional space. The variables are collectively 

denoted by the vector z. The components of z. are z- z^. * q ,..., q 

and z f . . . , z 2 = p ,..., p . The Foisson bracket relations are contained 

in the matrix y defined by 

J 1 for j • 
y = {z , z } =f-l for i • 

1 3 3 10 otherw 

i+N 
v „ 5 {z^, z.} =(-1 for i - j+H (2.1.1) 

otherwise 

By inspection ve see that the matrix Y is antisymmetric and invertible: 

Y ± j = " Y ^ (2.1-2) 

i 
We now consider a time dependent mapping of the 2N variables by the vector 

function Z(z,t). we call this mapping canonical if the new variables have 

the same Foisson bracket relations as the old. The Foisson bracket of two 

functions f and g is generally given by 
N 2N 

(2.1.4) If B> = V •&-•&- - -2£--iE_= V 1 , i 
«» 8/ l^j 3 a p 3 p 3 £_^ a Y ± j g 

i=l u x x x i-1 * J 

Thus, the mapping Z(z,t) i s canonical i f 

{Z,,Z,} = £z„,z,} (2.1.5) 
i 3 i 3 

V ! 5 t T, az. 
_ _ to 1 =i v 
3 z k 8 Z J L * k,£ 

We take it to be well known that a canonical mapping preserves the Hamiltonian 

equations of motion. 
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Given any canonical mapping Z(z,t) of the phase space variables, we 

define a corresponding canonical transformation operator T(t) which operatas 

on functions of phase space. The action of this operator is that it evaluates 

the function at the napped point. If f = Tg, then 

f(z,t) =g(Z(?,t), t). (2.1.6) 

A particular example of this Is when g(z,t) = z,, one of the canonical variables. 

(Strictly speaking we mean the function z., not the variable; if there were 

only one variable z, this would be the identity function, g(z) = z.) By our 

rule for Tg, we have 

Tz = Z(z,t) - . (2.1.7) 

We see that the mapping is obtained by applying the transformation to the 

variables (but thought of as functions) -

We also introduce an operator to denote the Poisson bracket. To every 

phase space function f (z,t) we assign an operator L_ whose action, an a function 

g is given by 

L f g = {f,g} - (2.1.8) 

V 
have made this choice so that Jacobi's identity in operator form is easy to 

remember: 

[ L f V • L { f , S } • ( 2 - 1 - 9 ) 

In the above equation the square brackets denote the commutator of the two 

operators. 

We note that the mapping f-*-Lf is linear and unique, but it is not invertible. 

If we are given two operators L f =L , we cannot conclude that f=g. Since in 

this case L_z. = L z., we have f i g I 
M. = A3. f o r a n j. (2.1.10) 
3 zj 3 z3 
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Thus we conclude that the difference (f-g) has no functional dependence on 

the canonical variables, but it may depend on time or other parameters. 

To illustrate how the use of the operator notation simplifies equations, 

we consider the statement that Foisson bracket relations are preserved by 

canonical transformations. In the non operator notation the equation is 

writ ten 

| f [ Z ( z , t ) , t ] , g [ Z ( z , t ) , t ] | - Cf,g) . (2.1.11) 

Z ( z , t ) , t 

In words, transforming the functions and then forming the Poisson bracket 

gives the same resu l t as f i r s t forming the Foisson bracket a-nri then transforming. 

In operator notat ion th i s statement i s wri t ten 

L ^ Tg= T L ^ . (2.1.12) 

Since this is true for any g, we have the operator relation, 

TL f = I^fT or T L f T _ 1 = I^ f , (2.1.13) 

for any canonical transformation T, and any phase space function f. 

When evaluating a Foisson bracket, such as the one on the left of (2.1.11), 

we will need to use the r̂ a-fn rule to calculate derivatives. To avoid confusion, 

we introduce a very explicit notation for derivatives. By the symbol 

in 

Z(z.t),t, 

we mean: take the derivative of the function g(z,t) with respect to the 

variable z , then substitute Z(z,t) and t into the argument slots of this 
m — — 

new function. We use this cumbersome notation since it is unambiguous as 

explained in Appendix A. To illustrate the use of this notation we apply 

the chain rule to Eq. (2.1.6): 



3t *-*• 3z_ 
3 z ™ a„ 
3t 3c 

Z(z,t),t 

(2.1.14) 

?(5,t), t . 

Whenever we do not explicitly show the arguments of a function, they are 

assumed to be (z,,t). 

Finally, ve want to introduce the concept of an infinitesimal canonical 

transformation. Such a transformation is of the form 

I + EL g (2.1.15) 

where g i s any phase function, and e i s near zero. This transformation i s 

called an inf ini tes imal canonical transformation of order £, since i t i s 
2 canonical to order e . To see t h i s , consider the Foisson bracket of 

fc±(z,t), Z ( z , t ) } . I t i s given hy 

{ Z i ( z , t ) , Z j ( z , t )> = {z.±, z..} + E | Z i , { g , z.}\ 

+ „e{{g, *±}» z^ +e( E

2 ) 

Using (2 .1 .1 ) , and Jacobi 's ident i ty , t h i s can be put in tae form 

{z ± , z j> = Y ± j + er(e z) . 

(2.1.16) 

(2.1.17) 

and is therefore canonical to order £ 



I. Z The Tine Development Operator 

In Eamiltonian mechanics ve solve for the trajectories of a given 

Hamiltonlan. A trajectory is found by starting at some position z , and 

integrating forward in time using Hamilton's equations, z ={z,h}. An alter­

native paint of view is that Hamilton's equations specify a mapping'?-(z,t), 

which gives the positiim of a particle at time t for a particle which was 

at z at t=0. The equations which define the mapping are 

"3 i J "'J 
and 

at ^r-' Tij 9z- (2.2.1) 
•£<Z,t),t 

^Jz.O) = Z ; L . (2.2.2) 
If one knows the mapping, one knows a l l of the t ra jec tor ies . Hamiltoninn 

mechanics therefore consists of finding the mappings associated with given 

In t h i s sect ion we develop th i s point of view. We s t a r t with t h i s 

mapping and construct the corresponding transformation. We show how the 

time der ivat ive of the transformation i s re la ted to the Hamiltonian. We 

show how t h i s transformation can be used to solve the inhomogeneous Liouvil le 

equation (2 .2 .12) . Finally we give an example of a time development t r a n s ­

formation. 

The importance of th is section i s that i t formalizes the method o£ 

solving the inhomogeneous Liouville equation by integrating along p a r t i c l e 

o rb i t s . We give the explici t solution In terms of the time development 

operator. Of course, our expression i s useful only when the time development 

operator i s exp l i c i t ly known, i . e . for solvable Hamiltonians. However, t h i s 

i s a s i tua t ion which occurs repeatedly in perturbation theory. In perturbation 
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theory we have a solvable Hamiltor.ian h . The effects of the perturbation 
Ah are found by integrations along th« particle orbits of h . 

One can show that the mapping&(z,t) is canonical by showing that the 
tims derivative of the Poisson bracket \^yj» '•-.} vanishes. We do not show 
this here since it is a standard topic in most texts (e.g. ref. [1] ch. 7). 
We call this mapping the time development mapping. The corresponding trans­
formation H(t) is the time development transformation. H(t) is defined as 
follows. The relation £ = Mg means 

f U , t) = g(£(z, t), t). (2.2.3) 
The effect of the mapping H i s to develop the observables in time. As an 

example, suppose we are given the potential energy V(z,t) at time t as a function 
of the particlefs position at time t. By applying H, we get a new function 
defined by 

•^/(z^EftWHz.t) = V fe(2, t), t) . (2.2.4) 
The new functionT is the potential energy at time t of a particle which 
was at phase point z initially (i.e. at t=0). Another example is where 
g = z., one of the variables, but thought of as a function, as in Eq. (2.1.7). 
In this case Mz. = ;y±(z, t). 

Since the mapping ^(z, t) is related to h by (2.2.1), we expect the 
time derivative of M to be related tD h. We define the time derivative of 
the operator M by the usual procedure: 

3M ^ M(t + T ) g - MCtQ g . 
3t B T-H) T ' 

This definition insures that the product rule for differentiation will hold, 

Jt ° ^ " ft" 8 + M "^ " *" O U r C a S e ' w h e r e t b e a c t l o n of M is given by (2.2.4), 
we can use the chain rule to show that the time derivative of M is given by 
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Inserting (2.2.1) into this expression, we get 

3t 

®-)^-5^ 3h 
"ij a^ 

(2.2.6) 

(2.2.7) 

^(z,t), t jjCz,t>, t 

Since g is arbitrary, (2.2.7) is the same as the operator equality 

Whenever we are given a relation such as (2.2.8), we say that the trans­

formation M is generated by the function h. To see why, we use the expression 

(n(t + T) - M(t))/x +O-(T) for the time derivative of H In equation (2.2.9). 

The result, 

M(t + T) = M(t) (i - T I ^ + »(T 2)), (2.2.9) 

shows that we generate the operator M(t + t) from the operator M(t) by 

multiplication of M(t) by the infinitesimal, canonical transformation I - TL 

The inverse operator M (t) has properties similar to those of M. We 

define H by the same route. We first consider the inverse mapping < (z,t), 

which gives the initial position of a particle which is at z at time t. Then 

we define M by 

(H g)(z, t) g( 

By definition we have 

we get 

VT\ = : k (2, t ) , t ) . (2.2.10) 

I . By differentiat ing th i s expression 

3 M - T M " 1 (2.2.11) 

In our discussion, the time t=0 has been a special time. However, we 

could have instead used time t as the initial time. The time development 

transformation from t to t is given by M(t)M (t ) , i.e. we transform back 
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from t and then forward to t. o 
We can now show how to solve the inhomogeneous Liouville equation; 

| | + {f f h} = g, (2.2.12) 

with the operator M. The equation occurs over and over in perturbation 

theory. Thers the function h is the unperturbed Hamlltonian, the function 

g is the perturbation, and f, which we are solving for, defines the canonical 

transformation used in perturbation theory. To solve (2.2.12) we introduce 

the function f = Mf. Using (2.2.8) we see that f satisfies 

3f' »„ (2.2.13) 

This equation is now trivially integrated giving 

f (t) = dx M(T)g(T) + £ (t o) . (2.2.14) 

Insert ing f = Mf into (2.2.14) gives 
t 

= M 1 ( t ) dxl f ( t ) = M " ( t ) I dTM(T)g(T) + H 1 ( t ) M ( t ) f ( t ) (2.2.15) 

as the general solution of (2.2.12). This method of solution is commonly 

known as finding f by integrating g along the particle orbits of h. 

A special case of particular importance is when g=0. In this case 

(2.2.12) reduces to the Liouville equation, and its solution (from 2.2.15) 

is (for t =0): o 
f(t) = M_1(t)f(0) 

or 
f(z, t) = f( i. 1(z,t), 0). (2.2.16) 

We see in (2.2.16) that to find a distribution at a later time, we apply 

M . That is, M(t) is the time development operator for observables, but 

rl (t) is the time development operator for distributions. 
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When the Hamiitouian h is time independent, many of the results simplify. 
In particular, L, and H commute in this case. 

LjMCt) - M C t ) ^ (2.2.17) 
To see this, we use the fact that the time development transformation preserves 
the Hamiltonian, H(t)h « h, if h is time independent. Prom this we have 

V t ) h = \ ' (2.2.18) 
which yields (2.2.17) upon insertion of (2.1.13). 

Using (2.2.17) we can prove the relation 
M(t - t ) = M(t)M-1(t ). (2.2.19) 

On physical grounds, this looks true. If h is time independent, the transformation 
which develops observables from time 0 to time t-t , on the left side of 
Eq. (2.2.19), must be the same as the transformation which develops observables 
in time t to t 4- (t-t ), the right side of Eq. (2.2.19). If h is time 
independent, M can depend only on the time difference. Using (2.2.19), we 
can simplify (2.2.15). Inserting gives 

f ( t ) = I dTH(T - t)g(T) +M~ 1 ( t - t ) f ( t ) 
J t o o (2.2.20) 

o 
1° -1 

dTH(x)g(t + T) + M x ( t - t o ) f ( t o ) . V c 

For an illustration of these ideas, we consider the free particle 
1 2 Bamiltonian h = y p for one degree of freedom. Using (2.2.1), we see 

that the time development mapping is 
0.(q,P,O = q + pt (2.2.21a) 

' (q.P,t) - p . (2.2.21b) 

Now we consider the density function in x-space given a particle's phase 
space coordinate (q,p): p(x,t; q,p) - 6(x - q). By applying the time develop­
ment operator to p, we get a new function p = tip, 
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p'(x, t; q,p) « 6(x - q - pt). (2,2.22) 

Whereas p gives the density at time t as a function of the coordinate at 

time t» p gives the density at time t as a function of the initial (t=0) 

phase space coordinates. One.must always keep in mind that z or (qt p) are 

dummy variables. 

Now suppose we have a particle distribution which is gaussian in q 

and p at t=0 1 2 1 2 

f(q, p, 0) = e (2.2.23) 

To find the distribution at time t, we develop f in time using M as in 

(2.2.16). The inverse transformation is trivially solved for, qj = q - pt 

and -f =p, SO We get 
• r 

f(q,p,t) - M X(t) f(q,p,0) (2.2.24) 

- i p z - i ( , - p t ) 2 

= e 
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2.3 Short Time Solution for the Time Development Operator; Secular 

Perturbat ion Theory. . 

The operator representation H of the time development transformation 

of the previous section looks very s imilar to the t ine development t r a n s ­

formation U i n quantum mechanics [12] . In quantum mechanics the operator 

U i s uni tary and i t s time derivative i s found by mult ipl icat ion by the 

antihermitian operator -iH, 

| ~ = ~ i H U (2.3.1) 

In Hamiltonian mechanics the time derivative of the operator M is found 

by multiplication by the antihermitian operator U as in (2.2V11). This 

analogy leads us to construct expressions for the time development operator 

11 in terms of time ordered products as in quantum mechanics. 

We employ the method of successive approximations to find M. He 

assume H is of the form 

M(t) = I+M^Ct) +1^0:) + .... (2.3.2) 

where the terms are ordered in powers of the Hamiltonian. Isiserting this 

into (2.2.8) gives 
3M n_ 
at \ - i V ( 2 - 3 - 3 ) 

which is easily integrated, resulting in 
t 

» , W ° - K I ( I \ T ) • (2"3"4) 

o 
By repeating the process in (2 .3 . k ) we arrive a t the general formula 

H = (-!)» ij dt2 • - j \ \ ( t n ) •-\(t 1 ) ' ( 2 " 3 - 5 ) 
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This expression i s exactly analogous to the quantum mechanical expression. 

As In quantum mechanics, ve can Introduce the time ordering operator.- which 

rearranges operators putting the one a t e a r l i e s t time f i r s t . Then the 

expression for M becomes 
n ft 

**'3t rt-|axI k ( T ))". (2.3.6) 
o 

allowing M to be written 
M = y exp (- d T L h ( T ) ) - (2.3.7) 

o 
This form for M is of course purely formal. In writing (2.3.7) we mean 

that one sums up the separate terms H found by (2.3.5). Only in very 

special cases can this sum be done In closed form. An example is the time 
1 2 independent Haailtonian H = -=p for which we have 

M = exp ( t P 7 ~ ) . (2.3.8) 

This is just the Taylor operator for a shift in q by th.2 amount tp. 

Mf = g ==>g(q,p,t) = f(q + tp, p, t) (2.3.9) 

In complicated cases, the sum is not known. Practicality requires that 

•we evaluate only the first few terms of M, and hence we get a solution which 

is valid only for short times. 

This same technique can be used to construct a perturbation theory. We 

consider the Hamlltonian h = h + h_ , where h is the solved unperturbed 

Hamiltonian, and h_ is a perturbation. If the effects of b_ are small, then 

we expect the total time development transformation M to differ little from 

the unperturbed time development transformation M (t). Thus we write 

M(t) = m(t)M (t), (2.3.10) 
o 

and we expect m(t) to he close to the identity. 
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Differentiating H, and using Che known time derivative of M, we find 

How we use L » L, + L and the known time derivative of H in (2.3.11). 
The result Is 

3 t °\ ° (2.3.12) 
O 1 

! -m J 

The last step follows from (2.1.12). 
Noting the analogy between (2.3.12) and (2.2.8), we find m just as 

we found M. The result Is 

" ^ «* ("J d TV(T)h.(j ' <2-3-13> 
This form of perturbation theory is analogous to the Dyson Wick Feynman 

formalism in quantum mechanics. In quantum mechanics, the theory ultimately 
breaks down due to divergences. In classical mechanics the theory breaks 
down because of secular terms. Xn quantum mechanics, the divergences are 
regularized using a renormalization technique. In classical mechanics we 
treat the secular terms by Isolating them. We use a transformation theory 
to get rid of rapidly oscillating terms, and we study the resonant terms 
individually. The development of a convenient transformation theory is 
the subject of the remainder of this paper. 
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3. Continuous Families of Canonical Transformations 

We now consider canonical mappings which depend on an additional parameter 

8. That is, the mapping Z(z„ t, B) is canonical for all values of t and 

for 6 in some domain. Further, we require that Z(z, t, 6) be continuous, 

and twice differentiate in al" variables simultaneously. We call this 

set of mappings (all B values) a continuous family of canonical transformations. 

In this chapter we will examine the consequences of the parametric de­

pendence of Z(z, t, 6). We first establish the fact that the mapping can 

be specified by a single function w(g, t, 8), in place of the 2N functions 

Z(z, t, 8). This fact is proven elsewhere [1, 16], but we include it here 

for completeness. In the second section, we derive the expression for the 

transformed system. For the case where w is a power series in 8, this 

was first done by Deprit [8], Later, Dewar [10] found the general expression 

for the new Hamiltonian when w is not a power series in 8. 

The last two sections are illustrations of the theory. Section 3 

consists of a simple example where all of the operators can be found explicitly. 

In section 4 we use the theory to prove the symmetry-equals-invariant theorem, 

known as Koether's theorem in Lagrangian mechanics. 



25 

3.1 The Generating Function 

An important property of canonical transformations is that they can 

be specified by a single function. This property is helpful sines it means 

that one can work with this single function rather than the 2H functions 

Z(z,t). In Harailton-Jacobi theory this function is F(q,P,t) [1,3], the 

generating function o:: mixed variables. 

Given a family of canonical mappings Z(z,t, 8), we will show that there 

exists a function w(z,t,0) satisfying 

az ~= j z t > w(Z(z,t,8), t , 9 ) | 

(3.1.1) 
<L#Yij a z j 
j Z(z,t,6), t, 6 . 

This property is shown in ref. [1] sec. VTI-2, but we include a proof for 

completeness. If w has appropriate properties (say w E C m ) , we can specify 

Z(z,t,8) as the unique solution of (3.1.1) for some given boundary conditions. 

In our work we will always require that the mapping reduce to the identity 

when 8=0 giving the boundary condition 

Z(z,t,0) = z . (3.1.2) 

We note that equation (3.1.1) is analogous to (2.2.1). Just as the 

Hamiltonian h generates the time development mapping ^ in the variable t, 

the function w generates the mapping Z(z,t,8) in the variable 8. Following 

this analogy, we Introduce the canonical transformation T obtained from the 

mapping g, just as M came from Sr". From (2.2. 8 ) we see that T must satisfy 
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We also note that T must satisfy 

111 „ T I"1 

I T ' 'y 1 

which Is analogous to (2.2.11). Finally, any function f satisfying 
3f 
36 

can be solved using 

+ {f ,v} = g 

fS 

(3.1.4) 

(3.1.5) 

f(9) = T x<e> f de'T(e')g(e,)+T"1(e)T(e„)f(9 ) (3.1.6) 
O o 

Je 
which is analogous to (2.2.15). 

These equations are meaningful only if we can prove the existence of w. 

To do this we consider the vector y given hy 

1> 
3Z, 

Suppose we can show that v. is the gradient of a function w, 

Z ^ z ^ e ) , t, 

mt o: 

3 z k 

(3.1.7) 

(3.1.8) 
z_1(z,t,e),t,e . 

Then, by multiplying (3.1.8) by Y.., summing over j, and using (2.1.3) we 

get 

36 
z^Gs.t.ej.t.e i 

2 - jj, 
^ij az. (3.1-9) 

Transforming the variable in (3-1.9) gives (3.1.1). We see that we must 

prove that v is a gradient of a function w. Of course, knowing that y is 

a gradient, we can find w very simply by integration: 

y; v dz 
*—* m m 

(3.1.10) 
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To prove that v is a gradient, ve will show that the integrability 

condition holds. This amounts to showing that the quantity 

-1 

3z, 
km 

3Z 
3z, (3.1.11) 

g"1(s,t,e),t,e 

is symmetric in i and j. This proof follows from some special properties 

of the derivative matrix of a canonical transformation. This proof is 

algebraically tedious, and one need not follow it to understand the rest of 

this paper, so the reader may choose to skip the rest of this section. 

One property which ve wish to show is that the derivative matrix of the 

inverse mapping (9Z ,/3z.) is simply related to the derivative matrix of 

the forward mapping (3Z /3z.). By differentiating the following identity, 

z i = Zi(- 1(£» t« B^t»B) 

i t follows that the two matrices are inverses : 

D 
j 

3Z, 3Z 
d zk 

(3.1.12) 

(3.1.13) 

z (z,t,e),t,e 
However, we also note that by multiplying (2.1.6) by y„ and summing over j 

we get 

3 \ SLm 

(3.1.14) 

Comparing (3.1.13) to (3.1.14), we see (since Z(z,t ,9) i s inver t ib le ) that 

.T„v • (3.1.15) 
3Z 

X1 
Jim 

'mk 

z ' ^ z . t . e K t . e 
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relating the inverse mapping derivative matrix to the forward mapping 

derivative matrix. 

From the Foisson bracket relations (2.1.6) we can prove the other 

identity needed to show the symmetry of (3.1.U). By differentiating (2.1.6) 

with respect to 6 we get 

• \ 3Z 
"aesz Ymi 3z. L& (3.1.16) 

Now we u s e ( 3 . 1 . 1 6 ) and ( 3 . 1 . 1 5 ) t o p r o v e t h e symmetry of ( 3 . 1 . 1 1 ) . 

He f i r s t I n s e r t ( 3 . 1 . 1 5 ) i n t o ( 3 . 1 . 1 1 ) o b t a i n i n g 

i \ ~ * / 3 Z 3Z \ 
I 7 = 2—1 " V i k 363z„ ' yStm 3z~ Y n j / 

kimn 

Then we use (3.1.16) to put this in the form 

,2„ 

(3.1.17) 

z •'•(z.t.e),!. 

3z. Z_S lYik 3z. Y£m 3z 3b Tnj I 
(3.1.18) 

Z (z,t,6),t,6 . 

By rearranging the dummy indices and using the antisymmetry property of 

v _ _ _ , . 3 Z 3Z 

z 7 = / , ,~( Y jk Sz^Se YJtm 3 z ^ Y n i l 
(3.1.19) 

Z (z,t,6),t,e 

Comparing this to (3.1.17) we see that the integrability condition holds, 

and so w does exist. 



3.2. The Hew Hamiltonian 

The reason we introduce transformation theory is that we hope to be 
able to transform to a new system where the Hamiltonian has a simpler form. 
Upon solving the equations in the simpler system, we can transform back to 
obtain the solutions in the original system. 

The new Hamiltonian K must have the property of giving the equations 
of motion for the transformed variables Z(z,t,8): 

Z ± « |z ±, K(z(z,t,9),t,e)} . . (3.2.1) 
In this equation, overdot refers to the time derivative along a trajectory. 

• 3 z i i » 
Zj^-jf +\Z±, h(z,t)| . (3.2.2) 

Introducing the function H(z,t,6) = K g - (z,t,8),t), we can write (3.2.2) 
in the form 

3Z 
Z ± = { z ^ H(z(z,t,B),t,6))|+-3^ . (3.2.3) 

Hence we need only find a function R such that 
3Z 
-~ =•- U±, R(z(z,t,6),t,e)} , (3.2.4) 

than the new Hamiltonian K. i s given by K = H + R. 

That such an R exists i s evident from the following considerations. 

Z(z , t ,6) i s a canonical transformation for a l l t and 8. Since i t i s 

canonical for a l l 8, we were able to conclude that w exis ts sat isfying (3 .1 .1 ) . 

Likewise, s ince Z(z , t ,9) i s canonical for a l l t , we conclude tha t an R ex i s t s 

satisfying (3 .2 .4 ) . Knowing that R e x i s t s , we can be more secure about finding 

i t . 

To find R, we consider equations (3.1.1) and (3.2.4) wri t ten in operator 

form. 
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ST 

Nov ve equate the second partial n of T calculated from the two above equations. 

! £ L + T L - 5 J L + I L (3-2.7) 

3t v ^ 38 "R ^ 
3t 39 

By using (3.2.5) and (3.2.6) again we get 
L

M
+ ^ , w > = ^ . «.2.8) 

ae at 
From equation (3.2.8) we would like to deduce the relationship between 

K and w. As discussed In section 2.1, we can only deduce 

f f + { R , v } = {= + g , (3.2.9) 

where g is any function independent of z. However, we can set g equal 

to zerr here, since R has relevance only through its Foisson bracket relations 

as in (3.2.4). The addition of a function independent of z to R does not 

affect any Polsson bracket relations. Setting g = 0 , we get 

H +{R,w> - f* - (3-2.10) 
Following the discussion in the last section, this equation can be 

integrated using (3.1.6). We use 8 = 0 since then T reduces to the 

identity implying that R(0 = 0) vanishes. This gives the result for R: 

R(6) = T - 1 ^ ) d6 f T(e') !*- (8*) . (3.2.11) 

If we now use K = H + R, we get the new Hamiltonian. 
r8 

K(6) = T _ 1(0)h + T 1(B)[ de'To') |^ (8*). (3.2.12) 



This result was first obtained by Dewar £10], but with different .conventions. 

To compare (3.2.12) with more familiar equations, we consider the 
' 3w : 

case where the transformation is time Independent. In this case ?r— - 0, so 

K(6) = T - 1(B)h . (3.2.13) 

Using the definition of T, this can he written 

K(z(z,t,B),t,e) = h(3,t,e), (3.2.14) 

which sisiply says that the new Hamiltonian evali. ited at the mapped positions 

equals the old Hamlltonlan evaluated at the old positions. 

In the time dependent case, the remainder function R must equal 3F/3t, 

the time derivative of the generating function of "HTTPH variables, which appears 

In Hamilton-Jacob! theory. Using this fact, one can derive the relation 

between w and ?. The relation between w and F was first found by Dewar by a 

different method £11]. 

A final point which we wish to discuss is the transformation of the 

Liouville equation. If f is the old density and F (not the generating function) 

is the new density, they must be related by 

F " T - 1f, (3.2.15) 

since the new density at the new point equals the old density at the old 

point. Since f satisfies 

| | + {f,h} = 0 , (3.2.16) 

we can show that F satisfies 

| | + {F,K> = 0, (3.2.17) 

as it must if F is the density in the transformed system. One shows this 

by combining (3.2.6) and (3.2.12) to obtain 

If • - ^ + V > < 3 - 2 - 1 8 > 
and using this expression in differentiating f = TF with respect to time. 
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3.3 An I l l u s t r a t ion 

To i l l u s t r a t e t h i s theory, we consider a specif ic transformation. We 

consider the transformation given by the generating function 

v = -6 tp Z . (3.3.1) 

UP. must first find the variable mapping Q(q ,p,t,8), P(q ,p,t,8). ThiB 

mapping is found by solving (3.1.1), which becomes in this case 

| | = -26t P (3.3.2a) 

and 
gg= 0 (3.3.2b) 

These equations are t r i v i a l l y solved giving 

Q = q _ e 2 t p (3.3.3a) 

P = P (3.3.3b) 

We note that the boundary conditions (3.1.2) have been sa t is f ied . 

The operator T corresponding to (3.3.3) acts on a function f as follows. 

If Tf = g , then 

g ( q ,p-,t,6) = f (q - 8 2 t p , p . t . B ) . (3.3.4) 

We could also use the operator notation to deduce (3.3.4) . The Lie 

operator in th i s case i s given by 

L = + 29tp ^ - . (3.3.5) 
w 3q 

The equation for T i s 

I = - I 2 9 « i • (3-3-6) 

This equation is trivially solved giving 
Q 2 „ 3 T = e X p ( - 9 2 t p | r ) 

(3.3.7) 



and this is just the Taylor series expression for the shift operator in 

(3-3.4) 
We now calculate the nev Hamiltonian using (3.2.12) in the case where 

2 the original system is a free particle system, h.- p /2m. In this case ve 
see that I b = h and T TTT = -^r , so that K Is easily calculated giving 

K = i p Z - | 6 2p Z (3.3.8) 
We see that the motion in the nev system is free particle motion with the 
new mass given by 

H(9) °-^- . (3.3.9) 
1 - B m 

We see that we can transform away the Hamiltonian entirely in. this simple 
2 1 case, by choosing 8 = — . In this new system q and p are constant. To 

find the motion in the original system, we first apply the inverse transformation 
Q _ 1 = q + pt/m (3.3.10a) 
-1 P - P 

Then we substitute the trajectories in the transformed system ' K(t) = q 
and ' «(t) = p to get the trajectories in the original system K v 

hCt>- KW+|t' K(t)=, o +i tp o (3.3.11a) 

h ( t ) "fK

M = P „ • (3.3.11b) 
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3.4 The Symmetry-Equals-Invarlant Theorem (Hoether's theorem) 

Noether'e theorem (ref. [1] p . S3) i n Lagrangian dynamics s t a t e s tha t 

I f one. i s given a' family of transformations which leaves the form of the 

Lagrangian unchanged except for the addit ion of a t o t a l time der iva t ive , then 

one can construct an. invariant of the motion. Conversely, given an invar iant 

of the motion, one can construct a family of transformations which leave the 

Lagrangian unchanged except for the addit ion of a t o t a l time de r iva t ive . 

Since there i s a direct correlat ion between Lagrangian dynamics and 

Hamiltonian dynamics, one expectB a s imilar theorem to hold in Hamiltonian 

mechanics • This theorem has In fact been discussed by Whittaker [2] and 

Anderson [15] . The advantage of the Hamiltonian formulation 1B t h a t the 

relevant transformations are the time dependent canonical transformations, 

the na tu ra l transformations which occur i a Hamiltonian mechanics. In contras t , 

the Lagrangian theorem requires the use of path transformations (see ref . [1] 

p . 83) not j u s t time dependent coordinate transformations. 

However, one drawback of the theorems presented In r e f s . [2] and [15] i s 

tha t they consider only infinitesimal transformations. With the f i n i t e 

transformation theory presented e a r l i e r , t h i s can be remedied, as was done 

in ref- [16] . Here we present th i s theorem using the operator notat ion of 

th i s paper. 

Given a system which evolves according to a Hamiltonian h, we say that 

h has a symmetry if there exists a transformation family T(8) which leaves the 

Hamiltonian unchanged up to the addition of a phase space independent function: 

K = h + f (3.4.1) 
where 

4f~ = 0 for all i. (3.4.2) 
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The reason we allow the addition of f is that it will not affect the motion 

in the new system, since its Foisson bracket with any function vanishes. 

We define an invariant to be any function g whose total time derivative 

along a trajectory vanishes: 

f* + {g,h> = 0. (3.4.3) 

We will prove that given a symmetry, one can construct an invariant, and given 

an invariant, one can construct a symmetry. 

First we suppose that we are given a symmetry. Using (3.4.1) in (3.2.12), 

we have _ 

h + f = T _ I(e)h + T _ 1(B) d0 ,T(e l) !*- (6*) , (3.4.4) 

o 
where w is constructed from T as discussed in 3.1. We premultiply this 

equation by T, and note that Tf *= f, since f does not depend on the phase 

space variables. 
Tfaw. J. e ,- u J. JQ mfa \ 

at 
T(8)h + f = h + 

9 • • a » ' 
d6 T(6 ) |f (6 ) (3.4.5) 

Differentiating (3.4.5) with respect to 6, and premultiplying by T gives 

§ f - § +{„.h> = 0 . (3.4.6) 

Thus the function g(z,t,8) = w - dx 3f/9Q is an invariant for all e . 

To prove the other half of the theorem, we assume we have an invariant 

g . From this invariant we construct a transformation T(8) using w = g . 

The new Hamiltonian K is then given by 

K(6) = T - 1(8)h +• T - 1<e)j de'T(e') | £ . (3.4.7) 

Premultiplying T and differentiat ing with respect to 8 gives 

- T L K + T H - T I 1 , (3.4.7) 
g do d t 
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which implies that 

f f + { K , 8 } = f f . (3.4.8) 

Ve now use the fact that g i s an invar ian t . This gives 

i < | * > - + { K - h , g } - 0, (3.4.9) 

since h i s Independent of 6. We define b by b = T (K-h). In terms of 

b , (3.4.9) reads 

H - 0 . (3.4.10) 

Since h = 0 a t 8 = 0, b vanishes for a l l 9, from which we deduce K = h , proving 

the theorem. 

As s ta ted here , the theorem i s more powerful than i t i s in i t s usual form. 

Here we find tha t the generating function g i s an invariant for a l l values 

of 8, whereas usually only g a t 9 = 0 i s shown to be an invar iant . 

We are used to thinking of the exp l i c i t l y time independent invar iants 

such as momentum and angular momentum. This theorem shows that symmetries are 

associated even with time dependent invariants such as the function 

g= p costo t + q sinw t (3.4.11) 
° r 0 n O 1 2 2 for the harmonic oscillator h=-=t)(q + p ) . In general a Hamiltonian 

in 2N dimensional phase space has 2N functionally indepp.adent invariants, 

and hence its symmetry Lie group is 2N dimensional. 
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4. Deprit Perturbation Theory. , _ -tr'; 

In this section we shew how to construct a perturbation theory from the 

general transformation theory of the previous chapter. Historically the 

development was in the opposite direction. Deprit constructed power series 

representations of the transformation; and later Dewar gave the general 

representation applicable even when the transformation is not analytic. 

The basic idea of the perturbation theory is that the Hamiltonian which 

we wish to solve consists of a solvable term plus unsolvable terms which are 

ordered in a small parameter. We equate rtffi small parameter to the parameter 

6 of a Lie transform which is to be determined. We then expand the Lie 

transform in powers of the parameter 6, and use the expansions in equation 

(3.2.12). We end up with an equation for each order relating the new Hamiltonian 

to the transformation and to the old Hamiltonian. 

The next stage in the transformation theory is to pick the transformation, 

thereby choosing the form of the new Hamiltonian. Ideally we would like to 

pick the trans formation so that K vanishes in all the higher orders. However, 

this choice is not always best since it may lead to secular terms or small 

denominators in the transformation, making it useless for a discussion of 

long time effects. The scheme we adopt is then to transform away as many 

terms as possible. The slowly varying terms, which give rise to secularities 

and small denominators, must be kept in the new Hamiltonian. Th*s scheme 

usually simplifies the analysis to some degree since at least the rapidly 

varying terms are transformed away. Sometimes this scheme in effect solves 

the problem when the slowly varying terms depend only on the momenta. 

The structure of this chapter is as follows. In the first section we 

derive the power series expressions for the Lie transform theory. Then we 

illustrate the method of choosing the transformations outlined in the previous 
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paragraph by doing two examples. Hovever, it must he noted that the des­

cribed method of choosing is not the only one. A nice feature of the 

Deprit perturbation theory is that one can use any method to select the 

transformation. The important thing is to choose the transformation so 

that the new Haailtonian is as easy to analyze as possible. Finally we 

include a section on super convergence, showing how it occurs in Lie trans­

form theory. In this section we also discuss the practical usage of the 

superconvergence technique. 



4.1 Deprit Perturbation Series Relations 

This perturbation theory relies on the power series expansions of the 

Lie transforms. In this section ye assume that the Hamiltonian h is ordered 

in a parameter vhich we equate to the Lie transform parameter. We then 

insert the power series expansions into (3.2.12) to obtain the expression 

for the n order term in the new Hamiltonian. 

The starting point is the assumption that the objects h,w,K, and T can 

all be expanded in power series. For h,K, and T we have 

h(z,t,B) = \ * e ^ C z . t ) , 

n-0 

(4.1.1) 

K(z,t,6) = J . 8 KfcCS.t), (4.1.2) 

n=0 

However, for w we assume a slightly different form 

,t,e) -S\ aX(5.t) 
n=0 

(t,e) = 2 J eI1' 
n=0 

a slightly dif f e: 

w(z,t,6) = 2_. """n+l^'0 • (4.1.4) 

T_(t) . (4.1.3) 
n=0 

n=0 

The reason for this choice is that w occurs in (3.2.12) along with an integral 

over d6 which effectively boosts the order of w by 1 in all the equations. 

We also assume that the transformation is close to the identity. This 

is necessary for perturbation theory to work at all. This implies that 

T = I, putting 6 = 0 . It also implies K = h since in (3.2.12) the integral o o o 
is at least of order 8. 
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Ve first find the form for the operator T to all orders. We start with 
the relation 

§ - - T V ' C4.1.5) 
To use this relation we will need to know the series for L . Since the map 

, - / B ^ (4.1.6) 
n=0 

We abbreviate the operator L by L . Now we simply take the series repre-w n n 
sentations for L and T and insert them into (4.1.5). As a result we calculate . w 
the following recursion relation: 

g -*- L is linear, we have 

n-1 
-1 

a=0 
By iterating this relation we arrive at 

n / j m n-m (4.1.7) 

Z „ , &)£)"&)•• I = / , (—)(—)•••(—) L ---L L L . (4.1.8) 
n (.mjfri.mj ^ A V V V m r m2"m3 V m 2 n _ m l 

The sum is over all sets of integers m_»...,m satisfying n>nL>m„>.. »>m >0. 
This expression was first derived by Littlejohn [17]. 

3T —1 From the expression — — = L T , we can derive similar relations for do w 
n-l 

T"1 = - X , L T"1 (4.1.9) n n ' £ n-m m m=0 

T " 1 ^ A j (-)(—) •*•(—)L L „ .,- L . (4.1.10) 
which gives 

/] (±)(M — (-ML L - _ 
(m 1^;m r) V n A V V V n " m l V*2 "r 

n>m>in > — > m >0 

To find the expression for Kt we could insert the series for T, w, and 
h into (3.2.12). If this were done, it would be better to choose the conventions 
of re£. [16J. However, by manipulating (3.2.12), one can derive the power series 
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for K from the resulting equation [17]. If one finds K by this method 
it is better to use the conventions given here, as discussed in Ch. 5. 

Premultiplying (3.2.12) by T and differentiation with respect to 
0 gives 

3 I K + T ^ = ^ + T ^ L . (4.1.11) 
38 * 36 38 1 3t VH.x.xxj 

Using (3 .2 .5 ) , and preimiltiplying by T then gives 

ft - i f -v-*" 1 ! ! • «-^ 
Inserting the series expressions for K, T, and h gives (in n order) 

n-1 n 
-r-̂  - n K - L L K - X, T"1 m h - (4.1.13) at n ^T: n-m m ^ ™ n-m m m=0 m=l 

By writing out the first term of the first sum, and the last term of the sum 
we get the final answer (note K = h ): o o 

3w n " 1 

-—• + |w , h 1 = n K - n h - >^ (L K + m T _ 1 h ) -
3t \ n oj n n £*j n-m m n-m in 

1 1 1 = 1 (4.1.14) 
This is the form with which we work when doing n order perturbation 

theory. After calculating through order (n-1), we know all of the quantities 
in the sum in the above equation. We also know h . We then pick K in a 
manner described in the next section. Finally we find w by integrating the 
right side of (4.1.14) along a trajectory. At this point all of the quantities 
are known through order n, hence we know the motion through n order, and 
we can begin the order (n+1) calculation. 

For future reference, we give the formulas for the various quantities 
through fourth order. 



42 

T Q - I (4.1.15a) 

Tj - '-iĵ  ' ' ' ' (4.1.15h) 

T 2 = - I L 2 + I L I (4.1.15c) 
T3 " " 1 L3 + I L2 L1 + 3 L1 L2 " 1 Ll «-]-1SU 

- h V-i - h LiL2Li - £ L : L 2 + ^ L I t*-1-"-) 

T 0^ = I (4.1.16a) 

T" 1 = L x (4.1.16b) 

T2l = I L 2 + I L l (4.1.16c) 

X 3 X = I L 3 + IV2 + J L 2 L 1 + ? r i C 4 " 1 - 1 6 d ) 

+ 2T L l L 2 + II Wl + I L 2 ^ + 2T L l <*- 1-"B> 

He note that T = T t where the dagger indicates hermitian conjugate. 

To find the hermitian conjugate of a product of operators, we reverse the 

order of the product, and then take the hermitian conjugate of each of the 

mul t ip l iers ; 
(AB)+ = B V " . (4.1.17) 

Since L = -L (L is antihermitian) , we see that T 
n n n n ^ 

(4.1.16). This fact is proven in general by noting that the differential 

equations for T and lT are herraitian conjugates. 
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The equations for K to fourth order a r e : 

K = h (4.1.17a) 
o o 

IT + £ w i ' V = K i - h i ( 4 ' 1 - 1 7 b ) 

3w, 
- ^ + {w 2, h Q ) = 2(1^ - h 2 ) - ^ ( ^ + 1^) (4.1.17c) 

£ + {w 3, h Q } = 3(K3 - h 3 ) - L l ( K 2 + 2h 2 ) - L 2 ( K l + | h l ) - ± I * h x 

a w (4.1.17d) 

TF + { V h o } " 4 ( K 4 - V - hSS + 3 h 3 ) " L 2 ( K 2 + V " ^ 
T , , (4.1.17e) 

" L 3 ( K 1 + 3 \ » " 6 ( L 1 L 2 + *Vl + ^ l • 

In passing, we note that Littlejohn [17] has written a computer program to find 

these equations to arbitrary order. 
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4.2 The inharmonic Oscillator 

In t h i s sect ion ve apply the Deprit perturbation technique to a sample 

problem as an i l l u s t r a t i o n . The problem ve consider i s that of a p a r t i c l e 

moving In a po ten t i a l with cubic arid f i f t h power force nonl inear i t i es . The 

Hamiltonian in t h i s case i s given by 

. 1 2 1 , 2 2 ^ ^ 2 4 ^ E 2 3 6 , , _ _. 
h = 2" P + I V + I V ^ " V ( 4 ' 2 - 1 ) 

We solve for the motion near the bottom of the well where the nonlinearity 

is small. 

The unperturbed Hamiltonian is a simple harmonic oscillator. For 

convenience we use the (unperturbed) action angle variables defined by 
p - - î ttTj" sin$ (4.2.2a) 

q = /2j/w cos$ (4.2.2b) 
o 

In terms of these variables the Hamiltonian takes the form 

h = til j + Ej cos $ + £ aj cos 0 (4.2.3) 

The ordering scheme for this Hamiltanian h is of course 

h =ti) j o o J 

h. = j cos <? 

h_ = aj cos <p 

h = 0 for n > 2 (4.2.4) 
n 

We equate the Lie transform parameter 8 to the small parameter E. 

The first step in perturbation theory is to solve the unperturbed problem; 

i.e. we must find the time development operator. In this case the tim-5 development 

mapping is 
>-($, j, t) = $ + u t (4.2.5a) 
4 ( * . 3, t) = j . (4.2.5b) 



The t ine development mapping H i s therefore given by 

f = M og% f G M , t ) = g($ * " Q t , j , t ) . (4.2.6) 

To do first order perturbation theory we consider the first order Deprit 
equation (A.1.17b). In this ca3e we have 

3w 
-gi + \Vj_.hJ = ̂ W.j.t) - j 2cos 4$, 

= f̂  - j 2 ( | + |cos2i!i + |cos4<j>). (4.2.7) 

He can solve for w. using (2.2.20). Since He are looking for any solut ion to 

(4 .2 .7) , we use the indefinite i n t eg ra l : 
t 

v i = ~j d T l f 2 ( f + 1 c o s t 2 * + u o ( T " 'A* I coa^+ 4 V T - t fl) 
- K ^ + ^ x - t ) , | (4.2.8) 

We would l i k e to pick K- = 0, but since h_ has a nonzero time average t h i s 

would cause w_ to be secular (unbounded in t i n e ) . Therefore we pick K. to be 

the time average of h_ along a pa r t i c l e o rb i t : 
1 2TT/(P 

3 2 - f i - (4.2.9) 
Inserting this result into (4.2.8) gives 

wi = ~ J Z C i sin4$ + T sin2<f>)/w . (4.2.10) 
j. j£. H a 

We have completed our calculation to first order since we have w and K- . 
Introducing the transformed variables $ and J we know that they evolve in time 
according to 

J = J (4.2.11) 
o 

$ = $ + (oi +ij)t, (4.2.12) 
o o 4 o 

file:///Vj_.hJ
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sixlct to first: order the transformed Hamiltonlan i s 

K(J) = w J + - | e J 2 . (4.2.13) 
O o 

Also, by applying the inverse transform (4.1.16) we know that the old 
and new variables are related by z .= Z + (w_, Z.} giving 

<J> = $ + £ j ( ^ sin4$ + jstn2*j/w o (4.2.14) 
j = J - EJ 2(-|COS40 +|cos20)/oi . (4.2.15) 

Inserting the time development of J and 0 (4.2.11) and (4.2.12) into (4.2.14) 
and (4.2.15) gives the time development of j and <J). 

Going to second order, we insert our results for K_ and w into (4.1.17c). 
The result is 

3w, 
It" 

3 

~ + )w 2 ' h

D ! = 2 [ S " ^2~ ( 1 0 + 1 5 c o s 2 * + 6 c o s 4 * + cosW ) 

+ - r t - ( l 7 + 33cos2$ + 6 cos44> - 2cos6<J>n . 
o 

(4.2.16) 

Since the average along a particle orbit is essentially a phase average, 
we can pick off the terms in K- by inspection. 

Vi> " &-•&-)** ( 4" 2- 1 7 ) 

We could now find w_ from (4.2.16) and proceed to third order. 
To understand the physical meaning of this transformation, we note 

that these transformations do not change the topology of the variables. 
§ and $ are both defined modulo 2iT. Hence we can calculate the action 
I of the oscillator ITS 

1 = ̂ - 1 p(q)dq = ^ J($)d$ . (4.2.18) 2TT T ^ H ' " 4 2TT 
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Since J is constant along an orbit, it follows that the action is J. The 

transformation T takes the action angle variables of the unperturbed oscillator 

to the action angle variables of the perturbed system. 

The physical relationship which one usually desires far an oscillator 

is the frequency versus energy function. The numerical value of the Hamiltonian 

is unchanged in a time independent transformation, so ue can get this relationship 

by eliminating J from the expressions for the new Harailtonian and the frequency: 

*-»„'* I ^ + J<3S-wry w - 2 - 1 9 ) 

To second order in e this result is 
^ 3 

".•i—2{^-^y- C4.2.20, 

: I s 

\*jt'E ^r' vis uirj (4.2.21) 

We have se t K = E. 

We now compare our resu l t s Co a known solvable system, a pendulum. 

In th i s case the Hamiltonian i s 

h = | p 2 + u 2 ( l - cosq) (4.2.22) 

1 2 , 1 2 2 1 2 4 ^ 

Comparing with (4 .2 .1) , we see that e =-•7- and a = 
o 

thus gives / i - i J i W - M 1 
D V 8 2 256 I 2) ) 

1 2 
6T U o , 

6 
q . 

(4 .2.23) 

2 
5(i) 

Perturbation theory 
0 

2 ) (4 .2.24) 

The exact r e s u l t (ref. [18], p . 112) i s 

u = W

D [*K (4.2.25) 
I 2 U ' ' " o 

which yields (4.2.24) upon expansion ((^ is the complete elliptic integral). 

A point to note in this example is that we generate the exact solution 

as a power series in E. It could happen that there are singularities a e=0 t 

-l/e 2 

e.g. QI(E) in (4.2.20) could contain a term like e . Perturbation theory 
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cannot pick these terms up since analyticlty in e Is assumed from the outset . . 

But, If the exact solution Is a power s e r i e s , we should be able to obtain 

I t term by term using perturbation theory. 
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4.3 The Parametrically Driven inharmonic Oscillator,. . _ 

We now show what happens when we add a time dependent perturbation to 
the problem of the previous section. The particular perturbation we choose 
is a parametric time dependence, so that h has the form 

h = \ P2 + \ % G- + os**fit>q2 + | «*q4 (4.3.1) 

Before embarking on this problem, we discuss the ordering scheme. If 
we wish to be careful, in any calculation we must assign an order to each 
of the various terms in a Hamiltonian. Then we can approach the question 
of errors. However, in most work in physics only very rough error estimates 
are given. Secondly, a natural small parameter may not appear obvious. 
For example, in the problem of the last section we could have set e=l and 
followed the same perturbation calculation. The Deprit equations would 
keep track of the orders, and we would have to keep in mind that our solution 
is good only when the term we treat as a perturbation is small, in the 

previous calculation this would mean small energy. Hence in doing a cal-
2 culation it is not necessary that h- have an E in front of it, instead 

we know that upon doing a calculation to first order, errors of the size 
of h ? remain. 

In the above Hamiltonian we have two small parameters, a and e. We 
want to solve it in the case where the time dependent perturbation is 
smaller than the nonlinearity, so we choose 

1 2 , 1 2 2 
h o = 2"P + 2 Q J o q 

e 2 4 

1 2 2 h„ = •=- aw s inf i t q t. L o 

h = 0 for n>0. (4.3.2) 



so 

In doing . t h i s calculat ion we'set d * ! ; ' l e t t i n g the Deprit perturbation 

equations keep t rack of the ordering. . 

We again switch to the more convenient va r i ab les . We have done the 

f i r s t order analysis i n the previous sec t ion , and so we know h. and K.. 

Here we s t a r t with h , (and the more ;^ivenient var iab les ) . 

a a o i T 1 I T 
h 2 = — j 2 - I slnSit + j s ln(nt + 2 « + y sln(Slt - 2$) (4.3.3) 

This term modifies (4.2.16) to be 

3 w 2 r 1 1 1 
-££• + {w 2 .n D } = 2 ^ - ou)oj sinilt + j s i n (n t + 2$) + ± s ln(nt - 2$)J 

+ J - (!=• + § • cos2* + r cos4* - i cos6*) . 

o (4.3.4) 

The analysis of the last four terms was done In the previous section. Since 

(4.3.4) is linear In w_ and K-, we can find w_ and K_ by analyzing the equation 

2 
3t 

• + tw 2 , h Q } = Z \ - ™ oJ [s ln i l t + j sin((lt + 2*) + j s in (n t - 2$)] . 

C4.3.5) 

Adding the results of this analysis to the w„ and K_ of the previous section 

will give the total w_ and K^. 

In analyzing (4.3.5) we first set K, = 0 and integrate to find w . 

This gives 

H = + a u j fcogte lcgBfia+241 1 cos(nt - 2+)) ( 4 3 6 ) 

w 2 o-1 \ n + 2 n + 2ai 2 f l - 2 u ' ^ . o . o ; 
o o 

We see that w„ i s very large i f e i ther fl. n + 2u , or SI - 2u i s small. Z •* ° o o 
This i s the familiar problem of small denominators. For il » u we pick 

w. as In (4 .3 .6 ) , but we must t rea t the other cases individually. 

Here we t r e a t the case where Q-2tu . Then we choose K« to cancel the 

only term which we can not transform away. Thus we have 
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'•• . /cosBt ; 1 cos (lit * 2 t ) \ ! - „ - ,. H2 " ™J {-IT+ 2 n + 2 M p •) t4-3-7) 

K2--f-' sta(S!t-:2*) . (4.3.8) 

Collecting all the terms in K including those parts of K2 calculated in the 

previous section we have 
3 2 17 2 I 3 ™ o j 

K = U ( )j + f E r - -gf e £ - + - 4 s - sinftlt - 2*). (4.3.9) 
o 

In this case we have not been able to transform to a Hamiltonian inde­

pendent of the angle , but we have simplified the analysis by eliminating 

two terms. In fact, this Harailtonian can now be solved by transforming to 

the new variables 

I - j (4.3.10) 

G « | t + t . (4.3.11) 

Using this transformation K becomes a time independent one degree of freedom 

Hamiltonian, 
_ „ -_ « T 3 aw I 

K= w l + 4 e : r - - £ f e — + — r - sin2B, (4.3.12) 
o 2 64 u 4 

which can now be solved by quadrature. 



52 . 

4.4 Superconvergenca' Kplnogoroy!s Technique^ 

In this section we discuss the phenomenon of superconvergence. This 

phenomenon is known to .occur when one is doing Hamiltonian perturbation theory 

using the generating functions of mixed variables F(g,P,t). Here we show how 

the sane phenomenon occurs when doing Hamiltonian perturbation theory with 

Lie transforms. 

In the Poiricare-Von Zeipel technique [4,5] a mixed variable generating 

function F((£,P,t) is introduced and chosen, order by order, to cancel the 

phase dependent part (rapidly varying part) of the Hamiltonian. Kolmogorov [6] 

improved this scheme by introducing the method of successive transformations» 

here after known as Kolmogorov's technique. In this scheme one transfcms to 

successive systems. After each transformation the Hamiltonian becomes solvable 

to higher order. The improvement arising in this technique is that after 

doing the n transformation one has solved the problem to order E ̂  

Another way of putting it is as follows. Let 5h be the rapidly varying part 

of the Hamiltonian after the n transformation. Then the terms of the 
2 4 8 sequence 6b_., fih_, 5h„... are of orders E , e , e This phenomenon 

is termed superconvergence. It does not by itself imply convergence. 

In this paper we show how super convergence ari3es in Lie transform 
2 4 8 theory. We show explicitly that the successive errors go like E , E , e ,... 

when combining Lie transform theory with Kolmogorov's technique. This has 

been shown previously in the case of time independent transformations [9]. 

Here ve extend these results to the case of time dependent transformations. 

We also draw new conclusions concerning the use of Kolmogorov's technique 

in practical calculations. 
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We begin by assuming we have an ordered Hamiltonian which is solvable 

in zeroth order. • 

h(i,t) - • ^ e n h n ( i . t ) . • (4.4.1)-

Transforming to appropriate coordinates, the zeroth order Hamiltonian. is 

written entirely in terms of the momenta. 

no(z,t) = h o ( p ) . (4.4.2) 

As usual, the vector z represents all of the phase space variables. 

We will introduce successive Lie transforms to successive new Hamiltanians. 

Ve distinguish the various transforms fay a left subscript. In particular, 

mapping is given by 

1* Z(z, t) = z - e ^ v z j + f E [ l W l , | l W l , z[[ 

- X T z , (4.4.3) 

where the -w. s are yet unchosen . 

Following the general Lie transform scheme, we choose the generating 

function _w. by examining the equations for the transformed HamiIranian 

,K = / j e -K (z,t). To second order these equations are 
i. ™ ™ in"" n 

T + ( i V V =A- hi C 4 - 4 - 5 ) 

"ST + <l»2- ho } • 2 ( l V V " { l V h l + l V • (4-4-6) 

In the ordinary Lie transform method, we choose the new Hamiltonian -K order by order 

to walfP the right hanri Bide of these equations have zero average along; a 

particle orbit. Then the _w f s , which are found by integration of the right 

hand side along an orbit of h , will be nonpecuiar. 



In the successive, transformation .scheme,, we choose the new HmrPtonian 

differently. The general rule is that we calculate the generating function 

only in those orders which can be done nonrecursively. In particular, in 

first order we can pick, -K. * h_ (overbar denotes orbit average) and find 

.w to calculate the Poisson bracket on the right hand side of (4.4.6). Hence 

we choose _w •» 0 for n> 1, and we use -w, and the transformation equations, 

e,g. (4.4.6), to find -K for n > l . 1 n 
The result is that we now have the hamiltonian -K which is solvable to 

first order. -K. s -I^^P) since _K- was chosen to be the average of h,. 

We want to apply a second transformation, but before doing so, we rearrange 

the terms in our Hmniltonian. We pick our "new-old" Hamiltonian 

-h - N e n-h to be given by 

l ho • l Ko + - A C 4- 4" 7 ) 

^ = 0 (4.4.8) 

l h2 " 1 K2 ( 4 - 4 " 9 ) 

.h, = ,K- . (4.4.10) 

That is, we absorb all of the solvable parts in the unperturbed Hamiltonian. 

Now we apply a second transformation „T to the above Hamiltonian. 

Since there is no first order perturbation to transform away, „T vanishes 

in first order. Using this fact, we get the following equations relating 

the new H^miltoni an to the generating function of _T. 

*-ir+ {

2 v i V - 2 (2Kz - i V ( 4 - 4 - 1 1 > 

*-ir+ {

2»3- i V • « A - i V ( 4 - 4 - 1 2 ) 
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-#•'+%-*• A> • *«A" A' - {

2 V A + z h } <*-*-u> 

..h . We note that Eqs. (4.4.11) and (4.4.12) can be solved nonrecursively, 
but to solve (4.4.13), we must first know the results from (4.4.11). Hence 
we select „w_ and _w. by the usual method, we set -w = 0 for n> 3, and we d. z z J *• n 
use the higher order transform equations to find _K for n>3. 

Zn 
We remark on the ordering system here. By regrouping terms in (4.4.7), 

we have messed up the ordering scheme. We have added an order E term to 
an order E term and called the result order e°. This does not invalidate 
our results. When we calculate _w_ in (11) it is good to second order, but 

2 since -h has a first order part, 2w_ has higher than e effects included 
in it. 

Let's review what has been accomplished. First we introduced an order 

2 3 
away order E and order e oscillations using „T. If we regroup terms again, 
we will have _h = 0 for n = 1,2.3. It follows that the perturbations in 2 n 
_h are of order e . 

To construct an induction proof we use the equation (4.1 .14) . We 

(2n) 
than or equal to E .By regrouping terms we get 

w = 0 : 
n (2n-l) 

T.,..., T =0; and K_,..., K =0. Simply put, if there 
n 1 n (2n-l) n ^ * (2n-l) 
is no perturbation to (2 -1) order, then there is no new transformation 
nor new Hamiltonain to(2 -1) order. From (4.1.1"), this implies 

8 w 
- ? ^ + i v , h } « m(K - h ) (4.4.14) 
3t n m o TI in n-1 m 
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for m< 2 - 1, TBRnnlng that we can choose our transformation nonrecursively 

to order e or higher. This completes the induction proof. 

Kolmogorov's technique Is very appealing since the errors In the per-
2 4 8 turbatlon theory are of orders e, E , E „ E , . . „ after each step rather 

:•'"'. 2 3 4 

than the usual E, E , e , E ,... . One should be closer to the right answer 

after n steps of Kolmogorov's technique than after n steps of the usual 

method. To theoretical physicists Kolmogorov's technique is appealing for 

another reason. In calculating the orbit Integrals Kolmogorov's technique 

uses an improved unperturbed Hamiltonian. The inclusion of higher order 

terms in the unperturbed Hamiltonian is called renomalization, a^A it is 

believed to be Important in a number of fields such as quantum field theory, 

statistical mechanics, and plasma physics. 

A point to be noted about Kolmogorov's technique is that terms of 
3 5 6 order E , E f e ,... do not vanish. Instead they are being absorbed in lower 

order terms. For example, the term of order three is included in the gen­

erating function _w = .v. + E_W . Although Koljuogorov' s technique has 

fever terms than the standard method, each term is much more complicated. 

There are reasons for believing that Kolmogorov's technique is not 

the most practical method of attacking problems. To see one reason, compare 

Kolmogorov's technique to the standard Deprit method in fourth order theory. 

Kolmagorov's technique requires knowing „h (_h plus perturbations) at this 

h = T~ .-T~ -h. In the standard Deprit method, only two infinite series 

are ever multiplied, c.f. (4.1.14). 

Another criticism of Kolmogorov's technique is that it can Introduce 

spurious small denominators. An example of this is the one degree of freedom 
1 2 1 2 2 Hamiltonian h « y p + "jf w q + AU(e, q) for which the transformed Hamiltonian 



57 

Is exponential In the true action J: ;: 

K(J) - u ( l - e _ E j ) / e . » J - | . J 2 + . . . . (4.4.15) 
O O £... . O 

If we use perturbation theory to find K from h (as in section 4 . 2 ) , we 

would have K to f i r s t order In £ upon doing the f i r s t order transformation. 

Using the standard method we have a fixed ordering, and so we j u s t 

generate the power ser ies in (4.4.15) term by term. In Kolmogorov's technique 

we change the ordering by absorbing the solvable terms in the unperturbed 

Hamiltonian. After the f i r s t transformation we would get 

ih

0«> = v - f v 2 • C4-4-16) 

Recalling section 4.2, we note that each time we integrated along a particle 

orbit we had a 1/u in our expressions for the w *s. If we instead use the 

unperturbed Hamiltonain of (4.4.16), we end up with a factor of l/.u = 

1/..IU = l/(ai - Edi j). We see that Kolmogorov's technique fails for i - 1/e i o o o 
and perhaps beyond, because it gives a small denominator. 

The reason Komogorov's technique is worse than the standard method 

in this case is not hard to see. The improved frequency u is closer than 

ii) to the final result u in the range 0 < J < 2/E, hut the improved frequency 

is much farther than to from the final result for 2/e < J < °° . Furthermore o 
the improved frequency is qualitatively different: it has a root for finite 

J, Neither tu nor u are ever zero in the range 0 <_ J < =. 

We conclude that Kolmogorov's technique is not necessarily the most 

practical way of obtaining answers. This does not contradict the fact 

that Kolmogorov [6], An. ~_ 3 [20], and Moser [21] all used this technique to 

show convergence of certain invariant tori. In their proof the concern 

was about getting very good expression in small regions of phase space. 
In the interval 0 < J < 1, the improved Hamiltonian nh does give a much — — i o 
better value for the frequency than does the unperturbed Hamiltonian h = ui j. 



5- T Discussion of the Choice of Conventions 

The primary purpose of t h i s paper has been to give an expository account 

of Haailtonian perturbation theory using the Lie transformation theory 

of Devar, and from i t to derive Depr i t ' s perturbat ion theory. Furthermore, 

ve have I l l u s t r a t ed the theories with examples. However, a secondary purpose 

of th i s paper has !-een to Introduce conventions which are convenient i n 

prac t ica l appl ica t ions . In th i s section ve ou t l ine how and why the 

conventions presented here differ from previous ones. 

We f i r s t mention tha t there are two minus signs in the defini t ion of 

the operator L_. The more obvious one i s tha t (2.1.8) differs from the 

corresponding def in i t ions in for example references [8] and [10]. We chose 

the defini t ion (2.1.8) to r id Jacobi 's iden t i ty of a minus sign. In the 

case where L, i s defined by 

L f 6 = f g . f h (2 .1 .8 V ) 

Jacobi 's iden t i ty i s 

[L £ , L g ] = - L { f g } . ( 2 .1 .9 ' ) 

A second minus sign occurs because of a difference in the meanings of coor­

dinates and momenta in the different literatures. In the celestial mechanics 

literature [7-9] the unperturbed Hamiltonian depends only on the coordinates. 

Here and elsewhere [1, 16, 18, 19] the unperturbed Hamilton Ian is chosen 

to depend only on the mo-Q&nta. This is the natural choice when dealing with 

nearly free particle motion where momentum is conserved in the unperturbed 

system. Of course, when momenta and coordinates are interchanged, the sign 

of the Foisson bracket changes. 



In choosing the transformation T in terms of "L , there are a number 

of possibilities. Hcri £7] defines 7 by simple exponentiation: TEexp(L ) . 

Deprlt's choice [8], that T satisfies a differential equation* proves more 

useful in two respects. One is able to derive recursion relations for the 

successive terms, and one is able to do time dependent transformations in a 

straightforward manner. With Horl's choice one does time dependent theory 

by first enlarging the phase space with time as a new coordinate. Oewar [10] 

improved Deprlt's work by not requiring T to be a power series. Basically, 

we have followed Dewar's formalism, but we differ in minor ways on the form 

of the differential equation. Our choice is to make the evolution of T in 

0 by L exactly analogous to the evolution of the time development operator 

M in t b y L . 

Another convention we must choose is whether T should transform from old 

to new coordinates as done here, or from new to old as in [10]. The choice 

made here simplifies the perturbation equations, in particular Eq. (4.1.14). 

In perturbation theory we average (4.1.14) along a particle orbit to find 

K . Since the K fs are averages and the w 's have no averages, this gives 
n-1 

K = K + / T CL K • (5-1) 
EF=1 

n-± E S T"1 h . n n-m m 

Had we made the opposite choice, we would have effectively interchanged h 

and K, and the r e s u l t for K would be n 
n-1 

K = h " - - > ( L h + m l " 1 K ) . ( 5 . l ' ) 
n n n * i* \ n " ^ n m n ~ m m / 

m = l 

By our choice, we avoid the extra set oE terms in (5.1 ). 

We also write our expansions differently. In previous works, the 

expansion (4.1.4) is of the form 



w = 2 HT 6\+i ' «*•!-*'> 
n=0 

That choice does not allow Eq. (4.1.14) to have such a simple appearance. 

The effect of that choice is to insert n!*s in all the equations. The result 

is that Deprit's equations Ce.g. ref. [8] eq. (27)) have binomial coefficients 

whereas ours have simple fractions. 

In summary, we have changed the conventions in minor ways. We have 

presented the conventions we have found to be most useful in practical cal­

culations . 



6. Wave Packets: The Meaning of Wave Energy and Momentum and the 

Effect of Nonlinear Currents on Wave-Packet Evolution 

In this chapter we prepare the way for later work by discussing the 

aspects of wave packet evolution which are universal to all uniform 

dispersive media. The goal is to go as far as possible using only the 

concept of the linear response tensor D (k,(j). Past work along these lines 
1 2 

includes expressions for the wave energy and wave momentum of normal 
mode wave packets, and it includes derivations of the geometric optics 

3 4 of weakly nonuniform systems. ' 

We begin by discussing the technique of expanding in Fourier space. 

This technique is useful for analyzing wave packet perturbations, i.e. 

perturbations which have a narrow spectrum in Fourier (k̂ iij space. In 

section 6.2 we use this technique to generalize the concepts of wave 

energy and wave momentum. We derive expressions for the wave energy and 

wave momentum, which apply to perturbations that are not normal modes. 

Exploiting these expressions allows us to write the wave energy and 

wave momentum as sums of contributions from the electromagnetic field and 

the individual species of a Vlasov plasma. 

Then we analyze wave packet evolution using the method of variation 

of parameters. We used this method to systematically derive the 

nonlinear wave equation for the electric field amplitude, given the 

nonlinear currents „ We also discuss a heuristic method for deriving 

nonlinear wave equations. This method, which may leave out important 

effects, has seen much use in the literature ~ because it is easy to 

apply. In this chapter we compare the general aspects of the heuristic 



method and the systematic method. Later i n the thesis ve shov In specif ic 

examples how the heur is t ic method leaves out important ef fec ts . 



6.1 Expansion in Fourier Space:. A Useful Technique for Analyzing. 

Wave Packets 

The problem we consider is how to find approximate local 

relations in real space for quantities which are related by simple 

multiplication in Fourier space [as, for example, the current and the 

electric field in a linear dielectric are related by the conductivity: 

j(k,(ii) = a(k,io) "E(k,o])]. We solve this problem for the case where the 

quantities (e.g. j and E) have a narrow spectrum in Fourier space by 

using the technique of expansion in Fourier space. Here we describe 

this technique and apply it to find the local relations between j and 

E, p and E, and B and E in a homogeneous dielectric. 

Since x and t are treated equlvalently In this section and much 

of the next, we introduce the notation of special relativity. The 
0-3 four-vector x has contravariant components x = (t,x) and covariant 

0-3 = 

0-3 
components k = (wtk) and covariant components k-. „ = (w.-k). 
Also, in this section and section 6.2 only, we use the Einstein 

summation convention for repeated indices. 

Let us consider an electric field of wave packet form, i.e. 

E(x) = 6(x)e 1 K u X +c.c. . (6.1.1) 

The dominant k-vector for this electric field Is k" = (fl,K), and the 
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slowly varying amplitude Is C(x). The Fourier transform of E i s given 

by 

11 
. ik„x 

E(k) = I d i e v E(x) 

J , \ i(k - K ) X P i(k + K ) X P 

d 4 x | e V » £ ( * ) + e " u fctoj 
= £ (k-K) + £*(k+Kj. (6.1.2) 

In our notation system the Fourier transform E(k) is distinguished from 

E(x) only by the argument. Furthermore, £ (k) denotes the Fourier 

transform of £ (x), not the complex conjugate of £(k). Since -(x) 

varies slowly in x, £(k) is highly peaked at k=0. Hence the first term 

in Eq. (6.1.2) is highly peaked at k = K, and the second at k = -tc. 

In Fourier space the current is related to the electric field by 

matrix multiplication: 

j(k) = a(k)-E(k) 

= a(k)-£(k-tf + a(k)-£(k+K). (6.1.3) 

Inverse Fourier transforming this equation we find j (x). 
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3 ( x ) = / 7T74 e ' V aCk)-f(k-K> 

+ /£k e

 1 ( k u V 

- i t x M 

+ / ^ E _ e P g ( k ) - £ * ( k + i 3 

^ 4 • £(k + K ) .c(k) 

a { k - 0 ' C (k) ( 6 . 1 . 4 ) 

The l a s t s t e p fo l lows from chang ing t h e v a r i a b l e of i n t e g r a t i o n . P u l l i n g 

t h e r a p i d l y v a r y i n g phase o u t of t h e i n t e g r a l s we f ind 

-±K.*V 

to = i J ( x ) e u + c . c , ( 6 . 1 . 5 ) 

- i k x" 
£to = / ^ ~ - e M a(k+K)-£(k). (6.1.6) 

To e v a l u a t e t h i s i n t e g r a l we i nvoke t h e h i g h l y peaked n a t u r e of 

Th i s peaked n a t u r e a l l o w s us t o a p p r o p r i a t e a(k+r$ n e a r k=0 by t h e 

f i r s t few t e rms i n t he Taylor s e r i e s 

a(k+K) = 

n=U 
2 »: (k» h j s ( K )' ( 6 a- 7 ) 



Inserting this expression into Eq. (6.1.6) we obtain 

n=0 
M^£'^ 

i f i ^ — — 1 a(K) -6(x) . (6.1.8) 
L 3xP 3K(1 J *> 

(6.1.9) 

Approximating t h i s expression by the f i r s t two terms we obtain 

- * V 7 a a \ 
j ( x ) = e a l t i i - - )o(i4-£(x)+c.c.. 

\ 3x" 3 K U / - -

a local relation between j(x) and £(x). 

The critical step in obtaining this local relation is the 

approximation of the sum (6.1.7) by its first two terms. The 

validity of this approximation depends on how much o(k+e) varies over the 

narrow region in k space where £(k) is significant. 

The relations between p and E, and B and E are found in the same 

way. From D (k) = k>j(k)/iD = k-a(k) -E(k) /w we obtain 

P(x) = e y (l+i-^j- |^)r<-g(K)-§(x)/PJ+c.c., (6.1.10) 

and from Faraday's law B(k) = ck * E(k)/u! we find 
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B(x) - e v ( l + i ^ — K-) I c K x e w / f i l + c . e . (6.1.11) 
\ 3xW 3K U / L ~ - J 

In summary, ve have found local expressions between j and E, 

p and E, and B and E by the method of expansions in Fourier space. 
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6.2 Wave Energy and Momentum 

We consider a homogeneous time independent d ie l ec t r i c (-uch as a 

magnetized plasma or a polarized c rys ta l ) which i s excited ty an external 

current j (x) . By computing the average ra te a t which the external 

current source loses energy and momentum, we derive expressions for the 

energy and momentum of the d i e l e c t r i c . Our expressions are generalizations 
1 2 

of the well known wave energy and momentum formulas, * In that our 

expressions -apply as well to perturbations which are not normal modes. 

In addit ion our generalization technique allows us to uniquely divide 

the wave momentum and energy Into a contribution from the 

electromagnetic f ield and contributions from each species in a 

multispecles col l is ionless plasma. 

In general a d ie lec t r ic responds both l inearly and nonlinearly 

to an external current j (x). The l inea r (in j ) response includes 

the e l e c t r i c f ie ld E (x) and the associated dielectr ic charges and 

currents . In Fourier space the l inear response sa t i s f ies 

| £ DOO-E^Ck) = j e ( k ) (6.2.1) 

f l - | k | 2 c 2 / o M + k k c 2 /a) 2 + 4iria(k)/ where D = I ( l - | k | c /to J + k k c /to + 4iria(k)/ii) i s known here as the 

l inear response tensor. Assuming j (k) i s highly peaked near k=K, 

the response E1 (k) i s a lso, and we can use the method of expansion in 

Fourier space. We find [essential ly Eq. (6.1.9) with a •+ itoD 4ir]: 
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-IK, 
i (x) = e ^(".fejr)^-^:^]^- -«*»-

where c_ is the slowly varying amplitude of E,(x). 

To find the energy in the dielectric we consider the negative of 

the average power density -E(x)*j (x) transferred to the external current 

j by the electric field E, Expanding E in orders of j we have 

-5-J.--S.-3.- hri*- hrl* <6-2-3> 
through second order. The first term in the above expression vanishes since 

E is stationary and j is oscillating. The second-ordei electric field 

E„, which appears in the last term, is a sum of terms which are either 

nearly stationary or oscillating at the second harmonic (k"-2 $ , as 

we shall see in the next section. Hence E ?*j has only oscillating terms 

at the the first and third harmonics and it vanishes upon averaging. 

Therefore Eq. (6.2.3) reduces to 

" 5-J.-- Il'ie • (6-2"4) 

We now insert j from Eq, (6.2.2) and E. into Eq. (6.2.4) obtaining 

(x), (6.2.5) 

http://-5-J.--S.-3.-


where D (K) i s the adjoint of the matrix D(K) D Introducing the 
s v • _ *s 

hermitlan and antihermitian parts of DH>. + ID , Eq. (6.2.5) can be 

written in the form 

- E-j 4 r a w - 5 . w - i i w + ! r iJfraw-Sh'a-H 
~ ax uL i J 

* I ^ ^ ( l ^ f e y 9 ] ' b r £ i W + c-c'' (5'2"6) 

The antihermitian par t of D represents d iss ipat ion, which we assume 

small [e .g . 0 ( E ) ] E We have also assumed wave-packet perturbations T 

so that the operator (3/3K ) 0 / 3 x V ) i s small [e.g. 0 (6)] . Thus the l a s t 

term in Eq. (6.2.6) i s much smaller than the f i r s t two [e.g. 0 ( E 6 ) ] and 

may be neglected, and reducing Eq. (6.2.6) to 

-Ti; = if £«•£. ( K ) - - e i w + IF Is [h £«-&, ( KKiw] 
V " 3K |"ATT ^V ' £ h v " ' " & i w , " | . (6.2.7) 

This equation has a simple interpretation. The quantity 

- E*j is power density supplied to the dielectric by the external 

current. This quantity equals the sum of three terms. The first is 

the rate at which the dielectric dissipates energy. The second is 

the time derivative of the reversibly stored wave energy density. 

The last term is the divergence of the energy flux density. We denote 

the wave energy density by W: 



H«^§^>{fi!nEh<4~i 

we find 

-/"d3xE(x)-jeOO fj-Jd 

GOV (6.2.8) 

d3xW(x). C6.2.9) 

That i s , in the aDseuce of diss ipat ion, the time derivative of the 

spa t i a l i n t eg ra l of W equals the t o t a l power transferred to the plasma. 

We s t r e s s tha t nowhere in th i s derivat ion have we used 

DdO-ĵ GO = 0, i .e. that we are driving a normal mode of o sc i l l a t i on . 

Of course, in tha t case, Eq. (6.2.9) gives 

»w - I F ? f W | J T fihfe)-§iCx)- ( 6 - ? ~ 1 0 ) 

By an ident ica l analysis we derive the equation 

- ( 0 e E + iex5'c> - .=_ E \ D •£ . 
2lt - 1 =*a - 1 

- h '{is (* a-Sh-f J- ^iv^-ali 
+ ^ . n ^ ] (6.2.1D 

Here the arguments of the functions are the same as in Eq. (6.2.7), 



72 

i . e . D ( K ) , £ _ ( X ) . The interpretation of th is equation parallels the 

preceding interpretation of Eq. (6 ,2 ,7) . We define the wave momentum 

density G by 

s w E h [Jr h f i -^^i- h ii5i-Sh- - 5 £ E-2h-ii](6-2-12) 

From (6.2.11) we can prove that when dissipation is absent, the time 

derivative of the spatial integral of G is the force exerted on the 

Computing the derivative in Eq. (6.2,12) and requiring the perturbation 

to he a normal mode, i.e. IX-£.=0, we obtain the standard expression, 

G O - |f £*«• Ij^Ccr^Cx). (6.2.13) 

Now we special ize to the case of a col l i s ionless raultispecies 

plasma. The average power density put in to species s i s P = E'j 

To second order we have 

(6.2.14) 

In general species s may have nonzero j and j , and all three terms 
~o "2 

in the above expression contribute to the power density. However, 

we may define the "wave energy density" w of species s to be that 



energy density which comes from the term E " j , , which is bilinear in 

the wave amplitude [j?00 = jjs(k)-E (k)]. Using the same method of 

analysis as before (except for iwD/4w •*• 0 - -i^X Mir) we find 
ZS ?3 X3 

hrfi - If y n a ' ^ i W * ? ajar Si(x)-& « ^ « ] 

- ' - f K ^ ^ - ^ ^ - i l ^ ] . { 6-2-1 5 ) 

Thus the wave energy of species s i s defined to be 

1 3 " ;* , 

= - l ^ £ ! ( x ) - o s (K)-C n (xi . C6.2.16) 

Similarly the wave momentum density of species s is defined by 

_s, . 1 T - 3 ? * n 2 s t 1 _• ;* s 1 * s 1 5 ^L? ̂  V & -1" « l u r & ' - " n 'i -1*5* ' -J 
(6.2.17) 

It is easy to verify that summing the wave energy (mocr-'ntum) density 

of all the species as given by Eq. (6.2.16) [Eq. (6.2.17)] and the 

electromagnetic energy (momentum) density E «E +B •B1/8ir (E_XB /4irc) 

gives the total wave energy (momentum) of the system as given by 

Eq. (6.2,8) [Eq. (6,2.12)]. Thtv we have achieved a natural division 

of the total wave energy density and wave momentum density into 

contributions from the electromagnetic field and the separate species 

of a collisionless plasma. 
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In conclusion we stress the limitations of our results. We have 

shown that the dpatial integral of W is the total energy supplied to the 

dielectric by the external current, but we have not shown that W gives 

the true local energy density. This must he decided by a nonlinear 

calculation. We shall see in chapter 8 that in general W is not the 

true local energy density. Similar statements hold for G. 



6.3 Derivation of Nonlinear Wave Equations Using the Method of 
Harmonic Balance 

The study of waves in a d i e l e c t r i c divides natural ly in to two 

par t s : (1) computing the charge density response 6p(x,t) and the 

current density response o"j(x,t) to an electromagnetic f ie ld per turba­

t ion 6E(x,t) and 6B(x, t ) , and (2) solving for perturbations 6E and 6B 

which, together with the responses 6p and fij, sat isfy Maxwell's equa­

t ions , 

V-6E « 4*6p (6.3.1) 

V-6B = 0 (6.3.2) 

VxoE - - c - 1 3 ( 6 B ) / 3 t (6.3.3) 

VxfiB = C _ 1 [4TT5J + 9(fiE)/3t] . (6.3.4) 

(Of course, the unperturbed system must also sat isfy Maxwell's equations.) 

In t h i s sec t ion we discuss the second par t of the problem. Ve assume 

the response to be known, and we sb*n? how to find wave-packet per turba­

t ions tha t a re consistent with Maxwell's equations. 

To begin, we discuss the concept of l inear response. In general , 

the fully nonlinear current response of a spat ia l ly homogeneous time 

independent medium to the perturbing f ie ld can be written in the form 
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oj(x,t) -J*3*' f <*t' oCx-x'.t-t^-fiECx'.t') 
—00 

+ / i V /dt' /d 3x" /dt" ff(x-j,,t-t,,;-x",t-t"):6E(x,,t,)6E(x",t") 
—«0 —CO 

t t t 
+ /d3x' /df /d 3x" /it" /d3x"' /dt"' aCx-j'.t-t'.x-x-.t-t", 

x-x" ,,t-t m): oE(x,,t,)°E(x",t")oE(x", ,t'") + ... . 

(6.3.5) 

We see that the current can be separated into linear (X) current, 

t 
6jx(x,t) i/aV/dt'ofx-i'.t-t'CJEU'.t') (6.3.6) 

and nonlinear (V) current, 

6 j v ( x , t ) 5 Sj ix . t ) - S j x ( ; , t ) . (6.3.7) 

Since Eq. (6.3.6) has the convolution form, we may Fourier transform to 

obtain 

6j,0:,lD) = 0(k,U))-6E(k,(D) , (6.3.8) 

where m 

a(k,o) = / d 3 s / d T e " 1 * ' ; - " 1 0 o(s,T) . (6.3.9) 
J 0 

This concept of l inear versus nonlinear response i s not tc be 

confused with ordering. By ordering we mean that the perturbations can 

be wr i t t en as s e r i e s , 
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SE(x.t) - EjCx.t) + E 2 ( x , t ) + E 3 < x , t ) + . . . (6.3.10) 

6B(x,t) - Bj^x.t) + B 2 ( x , t ) + . . . (6.3.11) 

S J ( ; ' t ) " !&•*> + J2 (; , E> "*•••• (6.3.12) 

6p(x,t) - P-^x.t) + p z ( x , t ) + . . . , (6.3.13) 

in some small parameter (to be determined In each specific system). If we 

insert Eqs. (6.3.10) and (6.3.12) into Eq. (6.3.5) , we note, for exan^le, 

that we have a linear second-order current, 

t 
j 2 A ( x , t ) - ld3x' fit' a(x-x' , t - t , ) - E 2 ( x , , t * ) , (6.3.14) 

and a nonl Inear second-order current, 

t t 
j2u(;,t) = fd\' fit' H3x" /o3t" o(x-x',t-t'.x.-f,t-t"): 

^(x'.f) E^x",!") . (6.3.15) 

The concept of linear current can be used to rewrite Maxwell's 

equations. Using Eq. (6.3.10) we write Eq. (6.3.4) in the form, 

Vx6B(x,t) - -[4n6j.(x,t) + •£- &E(.x,t)} = — 6i,(x,t) , (6.3.16) 

— — c ~A ~ at - - c —u -

which we Fourier transform to obtain 

ikx6B(k,u) = [ATr6jx(k,tjj)-iw6E(k>a))]/c = 4Tr6jv(kt03)/c 

The left-hand side of this equation can be written in terms of 6E by 

using (6.3.8) and Faraday's law (6.3.3) in Fourier space: 6B(k,w) = 

ckxSE(k,iD)/u). We find 
(6.3.17) 
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. where 

D(k,u) = I ( l - t 2

c

2 / o ) 2 ) + k k c W +4Ttia(k,o))/(i) . (6.3.18) 

We f i r s t analyze Eq. (6.3.17) for l inear wave-packet perturbations. 

We take E, to be of wave-packet form, 

iCk^'xHo t ) 
E ^ t ) - £ 1 ( x , t ) e ^ - ° + c . c . , (6.3.19, 

where c, (x , t ) i s slowly varying, we neglect the nonlinear current in Eq. 

(6.3.17), and so we obtain 

tuDa^-^Ck-kQ.owUo) + € f O r t ^ . a r t V ] " ° * (6.3.20) 

(We now use k-,0)- to denote the central wave vector and frequency of 

the perturbation, and we no longer use reJacivistic notation.) Since 

£1(x,t) is slowly varying, fi.Ck.u) is highly peaked at the origin of 

(k,b)) space. If we consider the region of Fourier space where 

S-te-kg.uj-u) ) is significant, i.e. k,o) = k ,w• , we find that 

£*(k-ft ,tiH<D ) -*£*(2k ,2U) ) is insignificant there, and Eq. (6.3.Z0) 

reduces to 

ioD(k,(u)'£,(k-I- , n w O = 0 . (6.3.21* 

= - -1 - ~L> 0 

Dividing the tensor D into hermitian and antlhermitian parts 

D •= D, + 1 D , we rewrite the above equation: 

uDh(k,u)-£L(fc-k0>u-ut)) = 47riah(k,[u)'£;L(kfck0,u)-u)0) . (6.3.22) 

In deriving this equation we used QJD = 4iro, . The right side of this 

equation represents the linear dissipation of the wave. Here we assume 

dissipation to be small so that it can be treated in the usual way (see 

ref. 6 for example). Since we also assume small nonlinearity, the two 



effects can be coflbined addltively. However, here ve neglect dissipa­

tion entirely, since it has been thoroughly discussed In the literature. 

Thus ve now consider 

aiDh(k,a))-£l<k-fc01a>-u0) - 0 . (6-3.23) 

To analyze this last equation, ve introduce the diagonal representa­

tion of the hermitian matrix B.(k,CL}): 

3 
D,_(k,[ii) - V D (k,m) u (k.ui) u*(k,U)) . (6.3.24) 
=h - SL Q ~ a - a~ 

The eigenvalues D In th i s equation are r e a l . The complex eigenvectors 

u form an orthonormal bas i s : 
a 

G*(k,<o) •Ggtt.u) - 6 a B . 

If we expand £_ is this orthonormal basis, 

3 
^ ( k - k ^ t ^ ) = £ £?^- 1: 0. Q >- t i )

0) a
a C - , Q l ) ' (6.3.25) 

a=l 
then Eq. (6.3.23) reduces to 

IUD (k,u) ^ ( k - k - . t u - i O = 0 for a = 1,2,3 . (6.3.26) 

a - 1 ~ -0 0 

We are looking for wave packet solutions of Eq. (6.3.26). Mathe­

matically this means that at least one of the D 's has a root oi ».k), 

which we take to be real, in the neighborhood of kg*^. (In a degener­

ate case, such as transverse waves in unmagnetized plasma, two or more 

D 's have roots w (k) in the neighborhood of k_,ii)_.) We use s to 

denote the set of indices a for which D (k,w) has a root near k„,ii}_, 

and we use 5 to denote the complement of 5. For a an element of S(c^S), 

the only way to satisfy Eq. (6.3.25) is by requiring 
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Cj tk - I^ 'JQ) 0 f o r t i e s . (6.3.27) 

mat i a , that par t of the linear e lectr ic f ie ld with polarization u 

muse vanish If a t 5. On the other hand, l e t us examine the case a £ s . 

Since now D haB a root ui (k) , a a -

D_ [k.u. (k) ] - 0 for a £ s , (6.3.28) 

in the neighborhood of k ,u , we expand oiD in [tii-ai (k) ] : 

u)D (k,a» * [nwo (k) ] -|- M> (k,u) ] for n 6 s (6.3.29) 
io-w„(k) 

• V*-! 1 •»— IUJU ' 

in Eq.(6.3.26), and we obtain 
(u-u )Z5 (k)6?(k-k„,u-ui„)=0 for a r 5 (6.3.30) 

a a 1 ^ -̂u u 
for a £ s . (6.3.31) 

u)-ti» (k) 

* r H ( « E s ^ - " " 

As shorthand, we use B to denote indices in the set S (B GS) and y to 
denote indices in the set S (\i€s). 

We assume d]DR(k) to be nonzero in the neighborhood of k- and divide 
Eq. (6.3.30) through by ̂ DlCk) (if woT(k) did vanish, we would go to the 
next derivative): 

[(^(Utf^k-k^a)-^) = 0 . (6.3-32) 

Then we Fourier transform over w to obtain 

[i £ + U Q -u,g(k)] £f(k-k0,t) - 0 . (6.3.33) 

To return to the variable x, we first expand mR(k) about k.: 

aiB(k) = Ug(k0) + (k-kQ)-vB + «k-k 0) (k-kQ) : d g , (6.3.34) 
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where 

=B " 3k3k 

(6.3.35) 

(6.3.36) 

and then Fourier transform over k t thereby obtaining 

[* {-h+ v ) + H S ™ + v v v K ^ ^ " ° • (6"3"37) 

Usually we choose OL « WaCk^) in this equation, so that it reduces to 

[i(- ^ + v B-v)+J5r| B:WJ£^(x,t) = 0 . (6.3.38) 

We have derived equations for the evolution of the set {£r(x, t) . 
If DQ(k,a)) has no root near (kn,U)_), then£. = 0, but if D (k,o)) has a — —U U i. — 
root near (k ,&) ) , then £° satisfies (6.3.38). The next step is to 
determine how (£,(x,t)} is related to the electric field amplitude 
^ ( x . t ) . 

To find this relation we inverse Fourier transform, 

E.U.O - A ? " .!%•?*«) E^k-*.,^..) + c.c. 
J (211) ~ 

/dfkdu i(k-x-o)t) ^ <* ,, ,,,ca,, , ,,_,, , . = I jr e - - ' 2^ u
a' k> I i )"- 1(k-kg."-^ 0) + c.c. 

(6.3.39) 

sing'"*! ."*flW. 15?^55lH.ffig out the rapidly varying phase, 
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E ^ O - e

t(*-;-n> ,t) /"djkd* , 
Ji2^ j^v-vS*-"* 

+ c . c . , (6.3.40) 

by Biking the change k •» k + k . In the Integration variable, ve find 

the f i r s t -o rde r amplitude to be given by 

kwk A * . i ( k - » - « ) f j ( k * . ^ ( k , . ) . (6.3.41) 
J (2Tt)4 a-1 a " -° ° n ~ 

Since £" Is highly peaked near the origin of Fourier space, we can 
calculate this integral by expansion in Fourier space, c.f. Sec. 6.1: 

Through first order in (3/3t,V), this equation gives 

3.42) 

£,U,t) - £ 
1 ~ a-1 

a£? ^(;,t)u a(k 0,u. 0) + i - ^ (x,t) ̂  Oa(k0,c,0) 

ivi '££(;. t) • AWV (6.3.43) 

Thus ve see that there are two steps in the linear analysis. The 
first is finding the evolution of £_ as given by Eqs. (6.3.27) and 
(6.3.88). The second step is using Eq. (6.3.42) to determine b. . 

This analysis requires two assumptions. The first is that 
£- (k-k-,ai-tiin) is highly peaked in Fourier space in the neighborhood of 
k-,0)-. This assumption is needed to deduce Eq. (6.3.4) from Eq- (6.3.3), 
to use the expansion (6.3.18) for ui0(k), and to find the amplitude 

P -
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Ej/x.t) froa£*(x tt) In Eqa. (6.3.25) and (6.3.26). The meaning of this 

assumption is that the amplitude £(x vt) mist vary slowly in apace and 

tlae (how slowly depends on the wave in question). The second assump­

tion is that ^Q.UI Is near a root of <jDg, so that we can make the approxi­

mation (6.3.29). This assumption means that we are considering normal 

mode oscillations of a plasma. 

Let us consider the particular case of transverse waves in cold 
2 2 2 unmagnetized plasma, for which wD 0 - u - (k c +ti))/tn and oia(k) « 

a p P -2 2 2 !j (by + k c ) . It is easy to show that to use the expression (6.3.29), 
we must have faj-u_(k)] < tu-(k), i.e. 35/3t < a>„i. One can also show 

p - (j - - \jn 

that to neglect the third derivative in Eq. (6.3.34) and to keep the 
2 2 

second derivative, we must have c (k-k,)*k_ <w . This condition amounts 
to ivei < ( U ^ c 2 ) | k 0 e i - a + ^ c 2 ) | k 0 § | . 

Now we turn to second-order theory. Since the first order field 

has the wave packet form (6.3.19), we expect the second-order nonlinear 

current to have the form: 
r, 2i(k0-x-w0t) i 

*,t) + |§ 2 u 2(x,t) e -° - ° + c.c.J . (6.3.44) 

That I s , the e l ec t r i c field in Eq. (6.3.15) beats to produce a second-

harmonic nonlinear current, 

. 2i(k •»-«) t) 

W;-c> =hvM:^a + =•<=• ( 6- 3- 4 5 ) 

We expect the nonlinear current (6.3.44) to drive electric fields at the 

same harmonics: 
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i (k -X-u t ) 
E 2 (x , t ) - E 2 0 ( x , t ) + B z 2 ( x , t ) e ~" ~ " + c.c . (6.3.46) 

Ve Fourier transform (6.3.44) and (6.3.46) and Insert the results Into 

the second-order part of Eq. (6.3.17) to find 

ug(k.U)TE 2 0(k,li.) + £ 2 2(k-2k 0,(O-2lilQ) + £* 2(k+2k 0.u+2u 0) 

(6.3.47) 

Ve split this equation into three equations by applying the sane reason­

ing that was used in going from Eq. (6.3.20) to Eq. (6.3.21). For 

example, for k,u> near the origin, only the first term on each side of 

Eq. (6.3.47) is significant. The other terms vanish, since they are 

highly peaked near either (2k ,2lD ) or (-2k0,-2u)Q) . Thus we find 

<uB(k,u)-E20(k,0)) ~ -4irf. J2v0(k,oi) - (6.3.48) 

On the other hand, for k,(u near 2k ,2to , only the middle term on each 

side i s important, and so we find 

niD(k,ai)-£ 2 2(k-2k 0 ,a 1-2 U o) = - 4 n i | 2 v 2 ( k - 2 k 0 , u l - 2 u i 0 ) . (6.3.49) 

This l a s t expression may be solved for £*22' 

£ 2 2 (k -2k 0 , U . -2u ) o ) - - * I i g - V . u ) -£ 2 u 2<k-Zk 0.">-2<V , (6-3.50) 

and then expanded in Fourier space to obtain a local expression for 

-22 : 

£22(x,t) - -Artjc ^ ( i £ 3 ^ - l V-a%)V 1 ( 2 ,5o- 2V W ^ ' ^ o 
(6.3.51) 
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To lowest order this expression reduces to 

£22^' t )- ;55fB~ l t 2^'*V> )-&*a t5' t> • (6.3.52) 
The other expression (6.3.37) Is not so easily converted to x-t 

space by expanding in Fourier space, since g (k.u) may have s ingularit ies 

for k,!u •» 0. For example, one term in p(lc,u) Is (I-££)k c Ail . Instead 

i t i s simpler to returti to Maxwell's equations, 

V ' E 2 0 - *"<»«(, + P2v0> 

' •5zo - ° 

V x E . . i ! ! 2 2 
* -2o c at 

3E 

^?2o-^Q2xo + i2vo ) + i - t r • ( 6 - 3 - 5 3 ) 

In the problems considered In the later chapters of this thesis. 
We proceed to third order. We use the harmonic structure of E. 

and E to Infer that j , , which is bilinear in E and E- or trilinear 

l(k -x-oi t) 31 (k -x-o.t) 

(6.3.54) 

and similarly for E_: 
i(k -x-u„t) 3i(k -x-d3 t) 

E3(x,t) - £ 3 1(x,t) e -" ~ u +£ 3 3(x,t)e '" u + c.c, 
(b.3.55) 

We insert E up tc third order and j up to third order into Eq. (5.3.17), 
and we separate the first-harmonic terms to obtain 
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ug(ki»)-IC1(k-k0.'**>0) + ? 3 I(k-k 0. M- m
0) 1 

" 4 l , 1 l 3 v l ( H o , " W J 0 ) - (6.3.56) 

(The third-harmonic terras can of course by handled in the same fashion 

as were the second-order second-harmonic ceres.) To handle the first 

harmonic terms ve must be careful Bince (aa has been assumed) one of the 

Da's vanlshea at or near JQ.^Q. and so g(k ,u ) is not invertible. 

He use the diagonalization (6.3.24) of J> to write (6.3.56) in the 

form 

w Da (^' L , )[^l (b-bo , Q M J0 ) + £31 <-"-0' a H U0 )l 

- -«TTi G*(k,u)-^(k-^.u-u^ . (6.3.57) 

Ve recall that D (ktu) has a root near k„,td„ for d=s (or a = B). but a ~ -0 0 
D (kttd) does not have a root near kn,ti3_ for a £ s (or a = p). In the 

latter case we can solve Eq. (6.3.57) by simple division: 

e^k-k 0 > l u -u , 0 ) + ^ l ( k - k 0 . ^ 0 ) = 

note now that we have an ambiguity- We have two variables c. and 

^ E f ^ y ^ ^ - ^ ^ v i ^ o - ^ o 5 • ( 6 - 3 - 5 8 ) 

£.!: to describe the first-harmonic amplitude. In this case the right 

side of Eq. (6.3.58) is a third order quantity, so to preserve our 

ordering scheme we choose t. = 0 and 

-4ni u*(k,ui)-,? (k-k co-c ) 
^ ^ . - v - — * - * £ $ > - • * ° • ( 6 - 3 - 5 9 > 

y ~ 
Of course, ws r̂ iy expand in Fourier space and transform back to real 
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space to obtain 

(6.3.60) 

which is 

-1) ^O'V'S-h,!^'') 
^ • ^ - -4"1 " :°D V f f ? ' C6.3.61) 

o u -0* o 
to lowest order. 

Ve now consider the other case, a - 6, where uD a does have a root 
P 

Wg(k) near w ,kfl. Since tiiDg vanishes we cannot simply divide through 

by OJDg. Instead, we use the expansion (6.3.29) in Eq. (6.3.56) to 

obtain 
[^BCk)][£j(k-k0,^0) +£| 1(k-k 0,^> 0)] -

gain the right side of this equation is a third-order quantity. How­

ever, on the left hand side we have the factor tti-ti)fl(k) which represents 

the nonlinear frequency sh:*ft, a quantity which is of some order greater 

than zero in £, • Yr±& time we preserve our ordering scheme by choosing 

£^ 1 = 0 and 

L-Vk)[£?Ck-t.,«-wn) = &-= - M ~ ~° 9_ (6.3.63) 
L 6 -J X " ° ° ^(k) 

We use the expression (6.3.34), and we expand the above equation in 

Fjurier space to obtain the real space equation: 
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aB%-V"^i (;- t ) /< : iVbo ) • ( 6 - 3 - 6 4 ) 

The above equation is valid only with the right side calculated to 

lowest order on (V,-=-), 

(6.3.65) 

since we have computed the left side only to lowest order in uwu R(k). 

Thus we have derived the nonlinear evolution of E in terms of the 

nonlinear currents. We use Eqs. (6.3.65) and 6.3.61) to determine the 

first-harmonic quantities E- (x,t) and £--(x,t) . Then we expand in 

Fourier space, as in Eq. (6.3.42), to determine the first-harmonic 

amplitude. 

6.4 Derivation of Nonlinear Wave Evolution Using a Heuristic 

(But Sometimes Incomplete) Method 

We are about to describe a method for obtaining nonlinear wave 

equations. This method has been used in one form or another to discuss 

the nonlinear evolution of transverse waves in unmagnetized * plasma, 

lower-hybrid waves in ma^etized plasma, and ion cyclotron waves in 
g 

magnetized plasma. This method has appeal because (1) it corresponds 

to a simple physical picture, and (2) it involves less work than would 

a systematic calculation. Unfortunately this method sometimes gives an 

incomplete answer; it may leave out effects of comparable size to the 
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effects it includes. This method seems to have no name in the litera­

ture, so ve give it one: the "heuristic method for including nonlinear-

ity," or in short: the "heuristic method." 

The heuristic method hegins with Eq. (6.3.37) which we rewrite 

here: 

[*(•£+ ? B - V ) + g B

: W ] ^ t ) - fcyy-v^^ • ( 6 - 4 - 1 } 

This equation is strictly valid only for linear perturbations. However, 

we apply it to nonlinear perturbations in the following manner. In 

general, the dispersion relation to„(kn) depends on a number of parameters 

X. These parameters include the background density, magnetic field and 

so on. In the absence of the wave these hackground parameters have the 

value X n. However, to second order i 

ties change by the amount X_ = X-X_. ~L — ~0 
To account for this nonlinear change we use oift(k0,X = \i+^«) Q n 

the right side of Eq. (6.4.1) rather than w 0(k_,X_). This gives 
p ~o _o 

J L ~U J (6.4.2) 

upon expanding a]g(k_,X +X ) and choosing u

R (k 0 ,X ) = "n" T h i s i s n o t 

a derivation. In an ad hoc manner we have inserted a nonlinear effect, 

the frequency shift due to the change in the background state, into an 

equation which is only linearly valid. 

As an aid to understanding the above equation, we present the 

following quasi-derivation. We again use the idea of the background 

state depending on a number of parameters X, but now we apply this idea 

to the conductivity. That i s , due to X-, the conductivity is modified to 
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By applying the second term in the conductivity to an electric field 
E(x,t) - «3%» w

0^ 0)£^(x»t) exp [i(k0-X-w0t)] + c.c.we find the 
nonlinear current 

±(k -x-u t) 
hvi =<Z3\>l (- , t : ) e + c' c" » (6.4.4) 

where 

We inser t t h i s expression into Eq. (6.3.65) to obtain the nonlinear 

equation for £_: 

(6.4.6) 

To put Eq. (6.4.6) in the form (6.4.2) we perform a series of 

manipulations. He f i r s t note that 

h' ^ S (VV-V • *z- 4 *H §c^o'V~V • (6-4-7) 

since the electromagnetic part of D does not depend on any changeable 
parameters. Secondly we note that 
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since BOtQ,n>0,X0) •u„(k(),(D ,A) - 0. By using these relations He reduce 

Eq, (6.4.6) to 

^ ( x , t ) / (OT^(k0,X0). (6.4.9) 

Finally we expand the equation, 

">s(!j0.*>DB(k0,!i>e(k0,X),A) - 0 , (6.4.10) 

to prove 

••Vbo-^2- s i ^ - W - - Va" 3^ VSo-W • ( 6 - 4 - n ) 

From Eqs. (6.4.9) and (6.4.11) we deduce Eq. (6.4.2). 

Thus we have a quasi-derivation of Eq. (6.4.2). This is not a 

valid derivation, since the initial hypothesis, that the nonlinear 

current j is given by Eqs. (6.4.4) and (6.4.5), can not be proven. 

In fact, as we show in section 8.4, the heuristic method leaves out terms 

which are comparable to the terms in includes. Nevertheless, Eq. (6.4.2) 

has great appeal because it has a simple interpretation and it is easy 

to use. The interpretation is that the important effect of nonlinearity 

is the change in the background state. Eq. (6.4.2) is easy to use, since 

one need only compute X„, a second-order quantity, rather than j-*^* the 

third-order quantity needed for the systematic formalism of the last 

section. 



7. Application of Lie Transforms to Tlasuv Systems: General Aspects 

The development of the transformation theory of Chapters 2-5 

relied on the Lie structure of the canonical transformation group. 

With minor modifications one ought to be able to develop an equivalent 

theory for other Hamlltonian systems such as classical Hamiltonian 

field theory, quantum mechanics! and quantum field theory. In this 

chapter we discuss the application of Lie transform theory to the Vlasov-

Maxvell equations. 

In the Vlasov-Maxwell system of equations the density f (x»v,t) 

of particles of species s evolves nonrelativistically according to 

3f e _ T 3f 
-jJ. + v-7 f Q + ̂  [E(x,t)+(v/c)jtf(x,t)l - ^ = 0 , (7.0.1) 

where the charge and mass of these particles are e and m . From f 

we compute the charge and current density of species s via 

(7.0.2) " s ^ = %J d 3 v f B (x ,v , t ) 

and 

a.**" - %J d 3 v v f (x.v. t ) (7.0.3) 

The evolution of the self-consistent e l e c t r i c and magnetic fields 

E(x,t) and B(x,t) in (7.0.1) i s given by Maxwell's equations: 

V-E = 4irY*p (7.0.4) 
s s 

V-B = 0 (7.0.5) 



."•T?i. +k- ( 7 - ° - 7 ) 

We apply Lie transforms to t h i s s e t of equations following previous 
1-4 work using Hamiltonian perturbation theory for discussing the Vlasov-

Haxwell equations. We f i r s t wri te (7.0.1) i n Hamiltonian form. - We then 

use Lie transforms to analyze (7.0.1) for given electricmagnetic f i e lds 

E and B. F ina l ly , we require E and B to sa t i s fy Maxwell's equations; 

th i s part of the calculation i s done without Lie transforms. 

Obviously, simplification would r e s u l t i f we could apply Lie t r a n s ­

form techniques to the en t i re system (7 .0 .1 -7 ) . To do th i s we would 

need a Hamiltonian or , equivalently, a Lagrangian for the ent i re system. 

A Lagrangian descript ion exis ts for the system (7.0.1-7) in Lagrangian 

var iables , but we have found th i s descript ion cumbersome because of 

i t s use of Lagrangian coordinates. A Lagrangian description using 

Eulerian coordinates ex i s t s , but we find t h i s description cumbersome 

in i t s use of the auxil iary field £, the displacement vector. In 

acdition, s ince t h i s description involves an expansion in £, the pos i ­

tion of a p a r t i c l e in the perturbed system re la t ive to i t s position in 

the unperturbed system, th i s description would not apply to pondero— 

motive e f fec t s . Ponderomotive effects can cause a par t ic le to bounce 

off a wave packet. After bouncing, the time average of £ i s nonzero, 

and £ increases without bound, invalidat ing the expansion. 

Previous applications of Hamiltonian perturbation theory to the 

Vlasov-Maxwell equations have concentrated on plane waves in uniform 

media. Dewar derived the quasilinear evolution equations of a longi­

tudinal unmagnetized plasma using the Poincare-Von Zeipel perturbation 
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method for Haoiltonian systems. Johnston used the same method to 

derive the induced scattering coefficients of plane waves In magnetized 

and unmagnetized plasma, and Johnston, Kaufman, and Johnston used this 
3 

method for discussing three wave coupling coefficients. Lie transforms 
a 

were first used in discussing the VTasov-Maxwell equations by Dewar 

In his formulation of turbulence theory. 

This thesis is directed taw.ird the description of the nonlinear 

evolution of a single normal made of finite extent, in which case pondero-

motive effects are important. In this chapter we discuss the general 

aspects of this problem, ffe begin in section 7.1 with the Hamiltoniza-

tion of equation (7.0.1). In section 7.2 we outline the general scheme 

for calculating linear and nonlinear effects. In section 7.3 we present 

the general calculation of the linear susceptibility of Vlasov plasma, 

and in section 7.4 we prove a relation between the linear susceptibility 

of a Vlasov plasma and the ponderomotive Hamiltonian ^n^n* &• quantity 

of major importance in nonlinear wave evolution. 

7.1 Hamiltonlan Description of Vlasov Systems 

In this section we rewrite the Vlasov equation in terms of 

canonical variables. The evolution is then given by a Hamiltonian and 

is therefore amenable to analysis by Lie transforms. We also describe 

the ordering of the various quantities, since the ordering of the 

Hamiltonian formulation differs from the usual case. 

We i:*st note that the relativistic Vlasov equation is equivalent 

to Liotjville's equation for i (chpit), 

^ £ + {f S,Il E} = 0 , (7.1.1) 



with the Hamiltonian 

hE(q,P,t) - A * + [<=P - e sA(q,t)] 2 2 + es*(q,t) , (7.1.2) 

where e and m are the charge and mass of species s. To derive 

Liouville's equation from the Vlasov equation one must use the expres­

sion 

v (q,p,t) = q = Shs/3p 
1 

= [p-e A ( q , t ) / c ] / L 2 + [p-e A ( q , t ) / c ] 2 / c 2 | 2 , (7.1.3) 

which gives the ve loc i ty v i n terms of the canonical variables q,p. 

The fact tha t the veloci ty i s not an independent variable i s important 

when one computes the current density, 

j S ( x , t ) =.y*d6z n s ( x | z , t ) f S ( z , t ) , (7.1.4) 

where 

T} s(x|z,t) = e s y S (3 .P . t ) f i (»-q) . (7.1.5) 

The quantity n (xl^,t), the current density at x due to a particle at z 

at time t, depends on the vector potential in this canonical formalism. 

On the other hand, computing the charge density is simpler: 

pS(x,t) =fd 6z«. s(x|z ft) fS(z,t) (7.1.6) 

where 

A. (x)z,t) = e 6(x-q) . (7.1.7) 

Eqs. (7.1.1), (7.1.4), and (7.1.6) together with Maxwell's equations 

are the canonical form of the Vlasov-Maxwell system. 

Much of this work is species independent, and so it is convenient 
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to drop the species label s. Furthermore, UJe choose units such'that 

m = c •* 1. Of course, we revert to ordinary units and restore species 

labels whenever confusion might arise. Thus we have 

n(q,p,t) - 1 + [p-eACq.t)]2 2 + e*(q,t), (7.1.8) 

p-eA(q.t) 
v(q,p,t) - ~ ~.~ . (7.1.9) 

-,2\z jl+[p-eA(q,t)r 

and 

n(x|z,t) = e v(q,p,t)6(x-q) . (7.1.10) 

In nonlinear theory we expect the electromagnetic field, and hence 

the potentials A and $, to have terms of all orders (in some small 

parameter): 

*(x,t) = £ V*.t) (7.1.11) 
n=0 

A(x,t) = T ] A (x,t) . (7.1.12) 
n=0 ~™ ~ 

We want to determine how this ordering is reflected in the Hamiltonian 

formalism. Of course, to zeroth order we have 

h0(g,p,t) = 1 + [p-eAjq,t)r + e*0(q,t) , (7.1.13) 

p-eA^q.t) 
1. 

l+[p-eA 0(q,t)] 2| 2 

(7.1.14) 
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and . 

VS»E' C ) = e J o ' S ' E ' ^ 6 ^ ^ • (7.1.15) 
To find the higher order terms In the Haniltonian ve note that 

h(q,p,t) = h0(q,p-e6A(q,t),t) + eS*(q,t) , (7.1.16) 

where 

«A(q,t) S A(q,t) - AQ(q,t) (7.1.17) 

and 

6*(q,t) = *(q,t) - * 0(q,t) . (7.1.18) 

We Taylor expand Eq. (7.1.16) to obtain 

h(q,p,t) = X) ^T (-eSA"-5p- >° h o C S 1 E ' t ) + e 5*fcj,t) • (7.1.19) 
n = 0 * ~ tr " ~-

By inserting the expansion (7.1 12) into Eq. (7.1.19) we obtain 

h(q,p,t) = ] P h n(q,p,t) , (7.1.20) 

where 

\ - - e ; o - A l + e *l ' (7.1.21) 

h 2 = -evQ-A2 + e * 2 +ie 2

Yg 1[A 1-A 1-(v 0-A 1) Z] , (7.1.22) 

h 3 = " e V A 3 + E*3 + e V [ A l " A 2 " ^ " ^ 0 " A 2 ] 

+ i*Vfa)-*ii*i | l- (5)"*i ) 3 1 • 

and 'Vo (3'S' t ) E r + t E " e A 0 ( a ' t ) ] 2 1 • (7.1.23) 

The higher order terms in v and n are found by using Eqs. (7.1.3) 

and (7.1.ID) order by order. The results are 
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3. = _ e [*l-%Yo-*l l Y0 1 • (7.1.24) 

+ ^ l o ^ - ^ O ^ o ' * ! ' 2 ! • (7.1.25) 

13 " S ^ - S f i l - y V[Yo*1^2-**lIo-*2^0-*l-3ro-^iro-*2] 

and nn(q,p,t) = e JnCg»P.t)S(j-g) • (7.1.27) 

We see that the velocity v and the current density T\ have terms of 
all orders. Thus, if we fc.^ w the solution of Liouville's equation 
order by order, 

f(q,P,t) = Y ! fn(q,P,t) , (7.1.28) 

and we want to know the current, we must use. 

j(x,t) =/d 6z X n„(x|z,t) X f fe.t) • (7.1.29) 
J n=0 m=0 

of which the n order part is 
n 

j n (x,t) =/d 6 z X 2n-m (;l5 , t : ) f m ( ? ' t ) - (7.1.30) 
-/ m=0 ~ 

However, since J~l£x\z,t) has no higher order terms, the higher order 
contributions to the charge density are given hy 

P (x,t) -/dDz/X.(x|s,t) f„(z,t) . (7.1.31) 
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In suuuary, we have written the Vlasov- equation in terms of canoni­

cal variables, and we have described the ordering of the resultinc 

Hamiltonian system. „ * 

7.2 Calculation of Linear and Nonlinear Effects 

In this section we outline the general method of using Li*» 

transforms to analyze nonlinear wave evolution. We start by noting 

general considerations which apply to any problem, but then, to discuss 

jionlinear effects, we specialize to the case of wave packet propagation. 

_ in uniform plasma, and we assume that resonant-particles -are-absents (or—-. — -

unimportant). Much of this discussion may seem vague to the reader who 

had not studied any concrete examples. Therefore the reader is urged 

to study Chapter 8 in parallel with this section. The specific calcu­

lations of Chapter 8 and the general statements of. this section are 

more easily understood in combination. 

To begin, we must have a thorough knowledge of the unperturbed . 

system. In particular, we must know the unperturbed Hamiitonian 

(7.1.13), its time development operator *tj(t), which satisfies 

and the imperturbed Vlasov distribution fn(z,t) which satisfies 

1T + {W = 0- "- 2- 2> 
Let us add perturbations 6E and 6B t. this system. The problem is 

to calculate the change 6f of the distr \bution, from which we can cal­

culate the charge density perturbation 6p and the current density 

perturbation 5j. Our method for finding Sf is somewhat indirect. We 

file:///bution
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introduce a Lie transform T (and therefor*, a generating function w) and 

a function F such tha t 

f - TP . (7.2.3) 

From section 3.2, Eqs. (3.2.12, 15-18), we know that i f F sa t i s f i e s 

ST? 

H + {F,K} = 0 , (7.2.4) 

where K i s given by 

e 
K(6) = T_1(e)h + T ^ e ) /de'TO') ~ (81) , (7.2.5) 

0 
then f satisfies Liouville's equation (7.1.1). Now, we choose T to 

make the new Hamiltonian K, which is given by (7.2.5), as simple as 

possible. Next, we solve for F in that systen, i.e. Eq. (7.2.4). 

Finally, we transform back via Eq. (7.2.3) to obtain f, the desired 

solution. Actually, this method proceeds order by order, so we will 

need to use (7.1.15a-e) for T and (7.1.17a-e) in place of Eq. (7.2.5). 

In zeroth order, the Lie transform reduces to the identity, i.e., 

Eqs. . .2.3-5) become 

f„ = F 0 (7.2.6) 

-sf + <W - ° (7-2-7) 

K 0 = h Q . (7.2.8) 

We proceed to first order. The first step is finding suitable 

vector and scalar potentials for the perturbation E. and B. . Inserting 

these potentials into (7.1.21) we obtain h-. The usual way of finding 

4t • { f rV + { £ o - h i } " ° • ( 7- 2- 9 ) 
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by Integration along a trajectory. In contrast, the Lie transform 

method involves using Eqs. (7.2.3-5) , which through f irst order are: 

f 1 •= [ ( l + T 1 + . . . ) ( V J ' l + " - ) 1 l (7.2.10) 

= " <V V + F l ' 

3F 
~ - ttj^V + tVV = ° • (7.2.11) 

and Eq. (7.1.17b). Ve choose v^ to make K. in Eq. (7.1.17b) as simple as 

possible, we solve (7.2.11) for Fj, and then ue use (7.2.10) to find f . 

The Lie transform scheme Is flexible In that it does not tell us 

how to choose K. or w_. He choose one of these functions to our advan­

tage, and then we solve Eq. (7.1.17b) for the other. For example, 

suppose we choose w- = 0. Then (4.1.17b) gives K. = h , and so F 

satisfies (from Eq. (7.2.11)), 

8F 
- ^ + { F 1 , h 0 } + { f f l , h 1 } = 0 . (7.2.12) 

Since f, = F_, when w_ = 0, we are left with the same equation (7.2.12) 

as we originally had (7.2.9). That is, setting w- = 0 means we have 

set the transformation equal to the identity (through first order). 

Suppose instead we choose K_ = 0. In this case Eq. (7.1.17b) 

gives 

v i 
-ji + ̂ VV = " hl ' (7.2.13) 

which can be Integrated along a t ra jectory to obtain w : 

0 

w 1 ( z , t ) = - fdt H 0(x)h 1(t4T) . (7.2.14) 

(We use the indef in i te integral since we can use any solution of Eq. 
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(7.2.13).) Since ^ - 0, F now sat i s f ies 

-sf + { W = ° • f7-2-15* 
To find the correct particular solution of Eq. (7.2.15), we note that 

w, vanishes when h_ vanishes, and f. should vanish when h_ vanishes. 

Hence we deduce F_ = 0 from Eq. (7.2.10), so that 

fl •* t wi»V ' (7.2.16) 

Thus we have seen the two extremes, choosing w_ = 0 and choosing IL = 0. 

More generally we may choose to have neither K- nor w_ vanish. 

So how do we choose K- (or w.)? We benefit from choosing K. = 0, 

since then the linear problem is solved. In fact some of the nonlinear 
2 effects, such as the L_ term in the transformation T, are known once 

we know w_ . However, we cannot choose K_ = 0 if h_ varies slowly along 

an orbit since then the integration (7.2.14) gives secular terms, and 

the result for w- wovld be valid only for short times. Hence the 

prescription we adopt is to choose T to transform away the oscillations 

and to keep the slowly varying terms in K.. This is called the oscilla­

tion center prescription; F is called the oscillation-center distri­

bution, and K is called the oscillation-center Hamiltonian. 

Of course, to say that the linear problem is solved we must be 

all, we can always write the solution to Eq. (7.2.9) as an integral 

along a trajectory. For now we simply state that the integral (7.2.14) 

can be done explicitly if the phrase (k*q-ut) of the perturbation 

E-(q,t) =S 1(q,t) exp(ik-q-iti)t) varies sufficiently rapidly along an 

orbit. Since this qualification depends on details of the unperturbed 



notion, we leave further discussion for later chapters. 

No matter how f is found, it can be inserted into Eq. (7.1.29) to 

find the linear current, 

ll(x,C) V ^ V ^ V - ' 1 0 + n l ( ^ ) f 0 ( - * t ) 3 * (7.2.17) 
As we show in the next section, we can extract, from the above equation, 

the conductivity (T(x,xf ,t,t'), which gives j,(x,t) from E-(x,t) via 

t 
jj/x.t) = y d 3 x , y d t , aU.x'.t.t'VE^x'.t') . (7.2.18) 

For a spa t i a l l y homogeneous and tine-independent medium, for which 

£ ( x , x , , t , t f ) = a ( x - x , , O , t - t ' , 0 ) , we can compute the Fourier-space 

conductivity, 

a(k,u>) =JA33j dx o ( s , 0 , T , 0 ) e " i ( 5 " ~ " t a T ) . (7.2.19) 
« 0 to ~ 

The conductivity o can be inserted in the expression for the linear 
2 2 2 2 2 

response tensor D = I (1-k c /u ) + kkc /tu + 4ni a(k,ti])/oi, and so we 

can use the theory of section 6.3 to describe linear wave packet propa­

gation. 

Now we turn to nonlinear theory. From this point on we restrict 

ourselves to a certain class of nonlinear problems. We consider wave 

packets (6.1.1) in a spatially-homogeneous and time-independent 

medium, and we require that linear resonant-particle damping is unim­

portant . (Linear and nonlinear resonant-particle damping of plane waves 
1 2 

have been treated by Dewar and Johnston. ) The absence of resonant 
particles allows us to choose 1 ^ = 0 , that is, we require h. (i.e., 
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exp[lk'q-Ki)t3) to be rapidly varying along a trajectory. Our goal is to 

achieve an understanding of ponderomotive effects: nonlinear effects 

which arise because the wave amplitude varies in space and time. 

Since we have assumed the linear fields E. and B. to have a slowly 

varying amplitude and a rapidly varying phase (fc-x-tot), all of the 

first-order quantities have this form. This obviously applies to the 

vector potential A-, and the Hamiltonian h-. Furthermore, it applies 

to w_, as we show explicitly in the particular problems treated in 

Chapters 8-10 of this thesis. Therefore, Eq. (7.2.18) implies that £_ 

also has a slowly varying amplitude and a rapidly varying phase (fc»q-wt). 

To second-order the Lie transform equations (7.2.3-5) are 

f 2 = F 2 + | {wv{wlthQ} - | (w2.f0> . (7.2.20) 

- ^ + { F 2 , h 0 } + { f 0 > K z > = 0 , (7.2.21) 

and 

for K. = 0. Eq. (7.1.29) gives the second-order current, 

J2 = / d 6 z (Do £2 + 2lfl + ^ V • (7.2.23) 
Now the question is how to choose w_ to make K- as simple as possible. 

Before answering this question, we discuss some of the concepts 

of the forma?-"sm of section 6.3. The first concept is linear response 

versus nonlinear response. The second-order Hamiltonian, which is 

given by Eq. (7.1.22), and which appears in Eq. (7.2.22), can be sepa-



which are given-by 
h2X = " eI{f £2 + eh (7.2:24) 

and 
h2v - I e V [ W ( V * l ) Z ] • C7"2-2« 

The Sana is true for the second-order current function n- = fl-n + n 3„: 

n2X(;|j,t) = -^Yjfu^-ygVg-A^SCx-q) (7.2.26) 

"^l; - 1 * • - 1 e V [ 3 o V * i + 2 * i V V 3 V v * i ) 2 i C 7-2-2 7> 
Similarly we can separate all the second-order quantities into a linear 
part and a nonlinear part. The linear part Eqs. (7.2.20-23) is 

f2X " F2X " I { w 2 X ' f 0 } ( 7" 2- 2 8 ) 

3 F?1 

T i r + { F 2 r V + { f o ' V = 0 ( 7- 2- 2 9 ' 

- l ( - T T - + f c 2 x V ) = h2A ( 7 - 2 - 3 0 > 

i2xmfi6*^o£2x + HaV • ( 7 - 2 - 3 1 ) 

and the nonlinear par t of Eqs. (7.2.20-23) i s 

f2v " F2V + \ <»1'<V V> " I K - ' V ( 7 - 2 - 3 2 ' 
3F 
- g 2 - + { F 2 v , h 0 } + { f 0 ,K 2 v }= 0 (7.2.33) 

K2v - i f i r + { w 2 v h o J ) - h 2 v + 1 {vV ( 7- 2- 3 4 ) 

i2v " fA (20£2V + n - l f l + S w V • ( 7 " 2 - 3 5 ) 
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The second concept we introduce is harmonic number. Since each of 
the linear quantities has a rapidly varying phase, each of the second-
order quantities has terms which oscillate at the zeroth harmonic (i.e., 
they vary slowly) and terms which oscillate at the second harmonic. 
Accordingly, we write 

(7.2.36) 

(7.2.37) 

{vv\} = fri'^o + * Wl' hl*2 (7.2.38) 

and we may further separate Eqs. (7.2.20-35) into zeroth-harmonic 
parts and second-harmonic parts. 

Haw we return to the question of solving these equations, i.e., 
how do we choose w„? We begin by discussing the second-harmonic 
nonlinear terms. We recall the assumption that exp(ii'q-iait) varies 
rapidly along a trajectory, and hence h_ can be transformed away. It 
follows that the second harmonics, which have the factor exp(2ik*q-2iu)t), 
vary even more rapidly, and hence they may be transformed away. Thus 
we choose 

«M " ° • C7-2-39) 

which implies F2\i? = '̂ a n i^ w e s o l v e f o r tf?-u2 b y i n t e E r a t i n S (7.2.34) 
along a trajectory, 

- y w 2 v 2 = / dx M Q(T:)[h 2 u 2(t-K)+|{w 1(t-K),h 1(t+T)} 2] . (7.2.40) 

The remarks concerning the solution (7.2.14) for w_ also apply here; to 
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have truly accomplished anything, we must be able to compute the integral 

(7.2.40) exp l i c i t ly . Again, this i s possible, as we show In later 

chapters, because of the rapidly varying phase. From w_ _ and Eq. 

(7.2.32) we compute f ,v2' 

f2v2 " I { B 1 - { W 1 ' £ 0 } } 2 " I {»2«2> f0} (7.2.41) 

Then we use f 2 v 2 in (7.2.35) to find J 2 v 2 -

(7.2.42) =y"d6

z [ 2 o f 

At this point we use the formalism o' section 6.3, specifically 

Eq. (6.3.52), to compute the second-order second-harmonic field from 

Joyo* Knowing the second-order fields, we are ready to compute the 

second-order second-harmonic linear quantities. 

This computation proceeds in an analogous manner, but from Eq. 

(7.2.28). Since second-harmonic linear terms also have the factor 

exp(2ik"q-2ixut), we may set K_,_ = 0 and, therefore, F_,_ = 0. We 

solve (7.2.30) by integration along a trajectory 

0 

" I W2X2 = / d T V T ) h2X2 C t + T ) • ( 7 ' 2 - A 3 ) 

and we use this solution in Eq. (7.2.28) to find 

f2X2 " - I fa2W V ' ( 7- 2- M ) 

This result can be inserted into (7.2.31) to find 

• / • ' i 2 X 2 " / d 6 z (20f2X2 + 22X2V • C 7 ' 2 - 4 5 ) 
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The r e s u l t of these manipulations I s the following. If the con­

d i t ion , tha t the in tegra l s (7.2.40) and (7.2.43) can be computed 

exp l i c i t ly , i s s a t i s f i ed , we have solved the second-order second-

harmonic problem. (AE we see in l a t e r sec t ions , th i s condition holds 

when the amplitude £ . ( x , t ) varies slowly.) We then have expl ic i t 

formulas (7.2.40-45) and (6.3.52) for the second-order second-harmonic 

quant i t ies . 

Now we turn to the second-order zeroth-harmonic quant i t ies , 

which sa t i s fy 

f 2 v 0 " F 2 « 0 - T f a 2 W f 0 1 ( 7 - Z " 4 6 ) 

3 F « n 
nnr + { I W V + V W • ° ( 7- z- 4 7 ) 

^ A O _ \ \~ir~ + { w 2M>'VJ = h2X0 ' (7.Z.48) 

i2A0 = y d 6 z (Ho f2M + W o * ' (7.2.49) 

and 

f2«0 = P2v0 + 1 { w l { w l ' f 0 } } 0 " I fa2v0>V (7.2.50) 

T ^ <WV + ^O'W = ° (7.2.51) 

K2V0 - it™ * < ^ 0 ' V ) = h2v0 + 2 < V V o (7.2.52) 

12V0 'ft' Ii:0 f2v0

 + Wo + 22vOfO] • ( 7 - 2 - 5 3 > 

file:///~ir~


In general we cannot transform away the second-order Hamlltonian, 

i . e . , we cannot choose BL_ = 0, since the terms in the above equations 

are slowly varying. As a resul t we havs not completely determined the 

solution by using Lie transforms, but we have simplified the problem. 

The coupled equations (6.3.53) and (7.2.A6-53), which describe the evo­

lut ion of the zeroth-harmonie. quant i t i es , have only slowly varying terms; 

the rapid o s c i l l a t i o n s , the second-harmonics, have been transformed 

away. This i s a simplification even i f we must resor t to numerical 

techniques. When equations have only slow time var ia t ions , they can be 

numerically Integrated for a much longer t ime. 

One term, K-jwv i ° these equations deserves special a t tent ion-

K^g I s called the ponderomotive Hamiltonian, since i t depends on the 

l inear f i e lds and i t governs the motion of the osci l la t ion-centers ( i . e . 

the evolution of F„_) . £«„« i s the k i n e t i c generalization of the 

ponderomotive po ten t i a l (e £_/mli) in the unmagnetized case) since K ? y n 

contains the momentum dependence of the average nonlinear force. In 

the l a s t sect ion of t h i s chapter we •" ves t iga te the general aspects of 
K2V0 I D O r e thoroughly. In la te r chapters we investigate K 2 v Q in de t a i l 

in the special cases considered. 

We proceed to thi rd order, for which the Lie transform equations 

(7.2.3-5) are 

(7.2.54) 

3t 

and 

3F 
-5# + { F „ h n } + {F n,K,} = 0 , (7.2.55) 
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*3 " 3 \ni'* t-S'V) " h3 + 1 < V K 2 + 2 V 

+ j'• Iv^hj} + | ta^h^hj}}, (7.2.56) 

where Tj 1 B given by Eq. (A.l.lSd). We have used IL - 1. = 0 to obtain 
these equations. The third-order current is given by 

j 3 - /d 6z (n Qf 3 + n ^ z + ri2f:L + jj3f0) . (7.2.57) 

The harmonic structure of the first-order and second-order quantities 
implies that the third order quantities oscillate at the first harmonic 
and at the third harmonic, and so we may transform away the third-order 
Hamiltonian, i.e. we choose K, • 0. This implies F 3 = 0. Thus, the 
third order equations reduce to 

f 3 - T3f„ + TJFJ , (7.2.58) 
0 

" I W3 = / d T V T > [h3 + 1 <V V 2 h 2 } + J { V V 

+ | { v 1 , { w 1 , h 1 } } | | , (7.2.59) 

| t+r 

and Eq. (7 .2 .57) . 

Before analyzing these equations we note that they can he simpli­
fied. We denote the time derivative along a trajectory by the symbol 

V 
"in", = -~r + fa,.hn> • (7.2.60) 0 3 " at L 3' 0 

so that Eq. (7.2.56) can be written 



(7.2.61) 
The third term in this expression was be written 

| {w.,,^} = - \ {w2,d ( )W1} 

= - | d O { w Z ' H l } + ? { d 0 w 2 ' w l } 

upon using Eqs. (7.1.17b,c) with H. = 0. Inser t ing t h i s into Eq. 

(7.2.61) we find 

- i d„w3 = h 3 + j {vv?b2 + {wj^.hj}} - i d ( ){w 2 ,w 1} . (7.2.63) 

Thus we can split w_ •= w ' + w " into two terms, 

»3"=i f e2>V (7.2.64) 

i V s ' - b 3 + | - { « l , 3 h 2 + {w1,h1H (7.2.65) 

Eq. (4.1.15d) and the above r e su l t s , we find 

T f = - i f a ' f ) + - { w {w f H - — {w ,{w {w ,f }}} . 3 0 3 3 ' 0 2 1' 2 ' 0 6 x V V " W 
(7.2.66) 

q. 
| » 3 ' = /dT M^T) fh 3 + i { W l , 3h 2 + {wj^.hj}}] 

then we use w_f in Eq. (7.2.66), and we inse r t tha t r esu l t into Eq. 

(7.2.58). 
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We now proceed with the analysis of the third-order equations, tfe 

separate the various quantities into linear and nonlinear parts. The 

linear equations are 

23 " e 2 l f 0 1 ( ^ 3 " I o V - 3 * 6 ^ > 

l3X 3 l " 3 X , r o ' 
0 

m\A 

(7.2.68) 

(7.2.69) 

(7.2.70) 

(7.2.71) 

(7.2.72) 

(7.3.73) 

3 W k = / d T V t ) h 3 X < t + T > • 

^ 6 
13X " / d z(?0f3X + SttV • 

The nonlinear equations are 

h3v " eV[^i^2-Io-*iYo-*2] + l eV[vMi^i 

6(x-q) , (7.2.74) 

£3u " ' 1 Kv'V + l <V { VV } " I K ' K ' K ' V " 
- fa^V . (7.2.75) 

" I "3V " / d T V T ) [ h 3 v + T { V a 2 + fal»V}] _ , (7.2.76) 



J3V - / ^ + 2lf2 * V l + DsvV 

- e / d 3 P ( I o f 3 v + Yl f2 + l2 £l + l3vf0> " ( 7 ' 2 - 7 7 ) 

Now we discuss the use of these equations. Assuming that the 

integral (7.2.76) can he computed explicitly, Eqs. (7.2.73-77) give the 

nonlinear third-order current in terms of the lower order fields A- and 

A_ and the oscillation-center distribution F_. The first-harmonic part 

of these currents can be inserted into Eqs, (6.3.65) and (6.3.59) to 

obtain the evolution equation for the first-harmonic amplitude and to 

obtain the third-order first-harmonic electric field. Hie third-

harmonic nonlinear current can be used to obtain the third-harmonic 

third-order electric field. Finally we insert the third-order fields 

into Eq. (7.2.68), and we use Eqs. (7.2.69-72) to compute the third-

order linear response. 

In summary, we have used Lie transforms to remove the oscillations 

in the Tlasov-Maxwell equations to third order in the first-harmonic 

amplitiide. As a result, we have a closed set of equations which deter­

mine the evolution of the first-harmonic amplitude, the oscillation-

center distribution, and the second-order slowly varying fields. 

Equation (6.3.65) determines the evolution of the first-harmonic ampli­

tude in terms of the third-order nonlinear current, which depends on 

the oscillation-center distribution and the second-order slowly varying 

fields through Eqs. (7.2.73-77). The oscillation-center distribution 

evolves according to Eqs. (7.2.47) and (7.2.51), and the second-order 

slowly varying fields evolve according to Eq. (6.3.53). 
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We now proceed with the analysis of the third-order equations. We 

separate the various quantities into linear and nonlinear parts. The 

linear equat* ' sre 

~3 ~~eiyo''l-3 ' -0-0'-3)6(5"3) 

f3X " " I { w3X' £0 } ' 

1 ° 
-3 W3> =/ d™0< T' h3x( t +^ 

i3X = /^<3o: • f3X +23xV • 

(7.2.68) 

(7.2.69) 

(7.2.70) 

(7.2.71) 

(7.2.72) 

The nonlinear equations are 

2 -' 
h„, = e Y, ' 

(7.3.73) 

23V " pV^VSlV^VV^V^l.Viz] 

S(x-q) , 

£3V " " I { < W + \ {"l-{w2>f01} " \ {-x.K.t"!.V» 

- { - l t l 2 } , 

I M3V " / d T V T ) [ h 3 v + 3 H'^Z + { V V } ] t+T ' 

(7.2.74) 

(7.2.75) 

(7.2.76) 



and 

1 3V = / d 6 z ( D o £ 3 v + Dl f2 + 2 2
fl + 33vV 

• e / d 3 P ( r o f

3 v + Y i f 2 + Y 2

fi + lavV • ( 7 - 2 -"> 
Now we discuss the use of these equations. Assuming that the 

integral (7.2.76) can be computed explicitly, Eqs. (7.2.73-77) give the 

nonlinear third-order current in terms of the lower order fields A- and 

A^ and the oscillation-center distrubution F„. The first-harmonic part 

of these currents can be inserted into Eqs. (6.3.65) and (6.3.59) to 

obtain the evolution equation for the fir.'t-harmonic amplitude and to 

obtain the third-order first-harmonic electric field. The third-

harmonic nonlinear current can be used to obtain the third-harmonic 

third-order ele*- s.c field. Finally we insert the third-order fields 

into Eq. (7.2.68), and we use Eqs. (7.2.69-72) to compute the third-

order linear response. 

In summary, we have used Lie transforms to remove the oscillations 

in the Vlasov-Haxwell equations to third order in the first-harmonic 

amplitude. As a result, we have a closed set of equations which deter­

mine the evolution of the first-harmonic amplitude, the oscillation-

centei. distribution, and the second-order slowly varying fields. 

Equation (6.3.65) determines the evolution of the first-harmonic ampli­

tude in terms of the third-order nonlinear current, which depends on 

the oscillation-center distribution and the second-order slowly varying 

fields through Eqs. (7.2.73-77). The oscillation-center distribution 

evolves according to Eqs. (7.2.47) and (7.2.51), and the second-order 

slowly varying fields evolve according to Eq. (6.3.53). 
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7.3 Kubo Relations for the Vlasov Conductivity 

Kubo gave a general prescription for finding linear susceptibili­

ties of time-independent Hamiltonian systems. Furthermoret Kubo showed 

that the linear susceptibility of a classical Hamiltonian system in 

thermal equilibrium is generally related to the expectation value of 

the product of the corresponding observables. This is known as the 

fluctuation-dissipation theorem. However, Kubofs results do not apply 

to the Vlasov conductivity, since in this case the presence of a linear 

perturbation affects not only the evolution of the state f but also the 

form of the observable TI. Hence we are motivated to generalize Kubo's 

results to Vlasov theory. We determine the conductivity of a time-

dependent Vlasov system. Then we specialize to the case where the 

unperturbed distribution f_ depends only on the Hamiltonian h_ (this is 

more general than thermal equilibrium) in order to prove a generalized 

fluctuation-dissipation theorem. 

From section 7.2 ^ know that the linear current response j_ of a 

Vlasov plasma to a perturbation h. is determined by Eqs. (7.2.9) and 

(7.2.17). In the present analysis we assume that f_ and h_ represent 

a time-dependent system for which the time development operator Mn(t) 

is known. Then we use Eq. (2.2.15) to solve Eq. (7.2.9): 

/
t 
dt' ^(t^Cb^Cf ),£0(t,>} . (7.3.1) 

In using Eq. (2.2.15) we have assumed that h_ vanishes for t -*• - c o . 

We use the radiation gauge ($ = 0) for the perturbation. From 

Eqs. (7.1.21 5 15) we find 



h ^ z . t ) =-j&\' n^x'Iz.O-A^Cx'.t) . (7.3.2) 

We insert (7.3.2) into (7.3.1) and the result into (7.2.17) to obtain 

j j / x . t ) = -z-t^te.t)- J&\ f 0 (x ,p , t )To 1 ( ; ,P , t ) [ I -v 0 (x ,p , t )v ( ) (x ,p , t ) ] 

- / d 6 z f At'(i\' n 0 ( ; | z , t ) ^ 1 ( t ) H 0 ( t , ) { n ( x , , z ) , f 0 ( z , t ' ) } 

A ^ x ' . f ) . (7.3.3) 

To obtain the conductivity kern pi from the above equation, we must 

insert into it the expression t 
AjU.t) = - / dt"E (x,t") . We find 

j j / x . t ) = e j i \ f 0 (x ,p , t )T~J(x ,p , t ) t I -y 0 (x ,p , t )v 0 (x ,p , t ) ] -

t t 
/ d t ' E ^ x . f ) + [ d t , /d 3 x7d 6 zr i 0 (x | z , t )Hg 1 ( t )H 0 ( t ' ; 

t' 
( ^ ( x ' l z . t ^ f ^ z . t ' ) ) - / d f ' E ^ x . t " ) . (7.3.4) 

Integrating the l a s t term by parts we obtain 

. ^ (x . t ) = e / d 3 p f 0 (x,p, t )f |J ( x , p , t ) [ I - v 0 ( x , p , t ) v 0 ( M , p , t ) l - / K ( » , t ' ) 

+ J d t ' / d 3 x ' / t l t '7d 6z n 0 (x | z , t )Hg 1 ( t )H ( ) ( t " ) 
t ' 

| n 0 (x ' Iz .O.foU.f ' j j -E^U' . t ' ) . ( 7 . 3 . 5 ) 
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11 11 From (7.3.5) we extract the conductivity * 

o ( x , x ' , t f t t ) = e ^ 3 p f 0 (x t p,t )YQ 1 (x ,p , t ) [I -v Q Cx,p, t )v 0 (x ,p , t ) ] 

t 

S(x-x') + / d t " / d 6 a n 0( x |z)MQ 1(t)M 0(t") 

} n 0 C x M z , t ) , f 0 ( z , t n ) | (7.3.6) 

which gives j . thru 

t 

j ^ x . t ) - I d V / d t 1 £ ( x , x l , t , t ' ) ' E 1 ( x , , t ) . (7.3.7) 

We have thus generalized previous work in that we have found 

the conductivity of a time-dependent relativistic Vlasov plasma. How­

ever, the practical use of Eq. (7.3.6) depends on one being able to 

solve for the time evolution operator M_(t). Although M_(t) cannot be 

found in the general case, there do exist a few time-dependent systems 

for which ̂ (t) is known, such as a uniform plasma in the presence of a 

spatially-uniform but time-dependent electric field. 

We can prove a fluctuation-dissipation theorem from Eq. (7.3.6), 

if f Q is a function of q,p only through h Q: fQ(h (q,p,t)). Of course, 

this implies that h_ (and therefore f_) must be time independent, if we 

are to satisfy the unperturhed equation 9fQ/3t + {fQ,h } = 0. In this 

case Eq. (7.3.6) reduces to 



a(x,x',t,t') = eh&-x'Ud3v f0Cii0(;,p))To1(;.g)Ii-Jo(;.pJv^(it*p)l 

+ /dt"/d 6 z ^ (h 0(x,p))n 0(;iz)tL(t") 
A . J o 

n 0 (x 'U),b 0 (z) . (7.3.7) 

In finding this expression we have used Eq. (2.2.19), which is applic­
able when h_ is time-independent. We note that oCx.x1 .t.t') = 
a(x,x',t-t',0) depends only on the time difference t-tf, as must be true 
in a time-independent system. How we use Eq. (2.2.8) to obtain 

a(x,x\x,0) = eZ6(x-x,)/d3p V V ^ ^ O ^ ^ i ' V ^ V * * ? ^ 

+ /at"/d6z - ^ (h0(z))n0(x|z) - ^ (t")n0(xMz) - (7.3.8) 

Upon computing the time integral in the above expression we find 

a(x,x\T,0) = e

26te-^)fd\ V V - ' ^ ^ O ^ ' E ^ J ' V ^ V ? * ^ 1 

+ e2fi(x-x ,)/d3p •—- (h 0(x,p))y 0(x tp)v 0(x,p) 
•* 0 

- /d 6 z -^- (h0(z))n0(xlz)MQ(-T)ri0(xIz) . (7.3.9) 

The first two terms in this expression cancel. To see this we 
integrate the second term by parts, 



118 

/AS>.-/'"° 3 f 0 

•f 
3 ^ 0 

" " o f • (7-3.10) 

and we note (from Eq. (7.1.14) chat 

3*0 -1 

The cancellation of the first two terms in Eq. (7.3.9) follows immedi­

ately from Eqs. (7.2.10-11). Thus Eq. (7.3.9) reduces to 

ff> d f n 
O(x,x»,T,0) = -/dz ~ (n0(z))n0(x|z)^(-T)i]0{x,|z) • (7.3.12) 

This expression is a generalized Kubo relation. To obtain the 

usual form, one need only use thetral equilibrium: df /dh_ = -f Q/T. 

We see that Eq. (7.3.12) relates a to the two point current correlation 

function weighted with the function -dfn/dh_. 

In conclusion, we have used Hamiltonian methods to derive the con­

ductivity of a Vlasov plasma, a case where the standard Kubo procedure 

does not apply, since the perturbation changes the form of the current 

function. Even so, we are able to prove a fluctuation-dissipation 

theorem (7.3.12). 

7.4 Relation between the Ponderomotive Hamiltonian and the Linear 

Susceptibility of Vlasov Plasma 

The concept of poaderomotive potential has proven to be of 
14-19 great value in analyzing nonlinear wave propagation and plasma 

7 20 21 
confinement by rf oscillations. * ' The ponderomotive Hamiltonian 
is a generalized ponderomotive "potential," which allows one to include 
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kinetic effects in the slow evolution of f. In; this section we show 

that the ponderomotive HamiltonianrK^- is simply related to the linear 

Vlasov susceptibility of a (possibly inhomogeneous and time-dependent) 

plasma. This relation is very powerful because it reduces the nonlinear 

calculation of the ponderomotive Hamiltonian to the linear calculation 

of the susceptibility. 

A central assumption of this section is that we can transform away 

h_ entirely when we compute the linear response of the plasma, i.e. 

K-= 0. In essence this means that there are no particles which are 

resonant with the linear perturbation under consideration. If we like, 

we may divide the particles into resonant particles and nonresonant 

particles. The remarks of this section apply only to the nonresonant 

particles. 

We first discuss the calculation of the ponderomotive Hamiltonian. 

The second-order zeroth-harmonic Deprit equation is 

«». - f fir +' So-v) - hzo+ \ K-V • (7-*-u 

for K^ - 0. 

As we noted In section 7.2, we may split the quantities in the 

equation Into second—order linear (X) terms and second-order nonlinear 

(v) terms, which satisfy 

K2vo " K ^ 2 + { w 2vo- h o } ) " h z , o + \ farVo • ( 7 - 4 - 2 ) 

1 / 3 w 2 > 0 , \ 
2 \-*r + f»2M'hoV = "2X0 ' ( 7 - 4 " 3 > 

and 

K. 
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In a-similar fashion ve find the linear charge-density response: 

P 1 fe , t ) - - / d 6 z (x |zHw 1 te , t ) - , f 0 fe , t )> . (7.4.9) 

Let us consider the bilinear quantity p $ - j >A . Integrating 

this quantity over all space gives 

/d3x[Pjfe,t)*1(x,t) - J^x.tVA^x.t)] = 

- /a 6J M3x(aCj|z)*1(j,t) - ̂ (jlzj-^fe.t)] {w1(z,t),f()(z,t)} 

- /d6z/l3xn1(xIz,t>-A1(x,t) f„(z,t) . (7.4.10) 

By using Eqs. (7.1.21-27), we see that the spatial integrals on the right 

side of Eq. (7.4.10) are simply terms in the Hamiltonian: 

/d 3 x0i ( j t |z )* 1 (x , t ) - ^ ( x l z V A ^ x . t ) ] - h j C s . t ) (7.4.11) 

/d 3x n1(jt|z,t)-A1(«,t) - -2h2v(z,t) . C7.4.12) 

Thus we can write Eq. (7.4.10) in the shorter form: 

/d3x[p1(x,t)*1(x,t) - J1(x,t)-A1(x,t)] = /d6z[-h1(z,t) 

{w1(z,t),f0(z,t)}+2h2v(z,t)f()(z,t)] (7.4.13) 

The first term on the right hand side of the above equation can 

be integrated by parts. 

- /d 6z h1(z,t){w1(z,t),f0(z,t)} = /d 6z fQ(z,t) {^(z.t), 

h ^ z , t)} (7.4.14) 
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Then the form of the e n t i r e in tegra l on the f igh t hand side of Eq. 

(7-4.10) may be changed by using the integrat ion-var iable transformation, 

z * l ^ ( t ) z . 

fi d 6z ^(z.tHfa^z.tj.h^z.t)} + 2h 2 v(z,t)] 

f< d 6z H0(c)f0(z>t)M0(t)[{H1(z,c),h1(z,t)} + Zh2v(z,C)] (7.4.15) 

use the expression (7.4.15) for the right side of Eq. (7.4.13) to 

oh tain 

/d 3
X[p 1( ;,t}$ 1(x,t)-J 1(x >t)-A 1(*,t)] = /d 6z f0(z,0)^,(t) 

[{w^z.tj.h^z.t)} +2h 2 u(z,t)l (7.4.16) 

Finally, we apply the averaging operator to the equation, and we use 

Eq. (7.4.7) to ohtain 

^ 3x[P 1(x,t)« 1(x,t)-J 1(x,t)-A 1(x,t)] = 2^ 6z f 0(z,0)^,(t)K 2 u 0(t), 

(7.4.17) 

and we again change the variable in the phase space integral, 
-1 4 

z •* M (t)z. This gives 

/dSxIp^x.t^x.t^Ot.tVA^x.t)] = 2 ^ 6 z f ^ z . O K ^ U ) 

(7.4.18) 

This relation is known as the K-x theorem, since it relates the 

ponderomotive Hamiltonian K_ Q(t), on the right side of Eq. (7.4.18), 

tc the linear response p.,j 1, on the left side of Eq. (7.4.18); in a 

moment we will show how the linear response can be related to x, the 
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22 plasma susceptibility. (We note that Johnston and Kaufman have . 

recently shown that this relation is one of a family of similar rela­
tions which connect K with the (n-l)th response.) This relation is 

n 
very powerful, since if we know the "".inear response as a functional of 

23 the unperturbed distribution f_, then we can functionally differentiate 

both sides of Eq. (7.4.18) to obtain 

K^Cz.t) = f 5|" ̂ 3x[p1(x,t)$1(x,t)-J1(x,t)-A1(x,t)J , (7.4.19) 

i.e., we can deduce the ponderomotive Eamiltonian from the linear 

response. 

However, in order to compute the functional derivative of the 

right side of the above expression, one must know it for arbitrary f_. 

(This is analogous to the fact that in order to compute the ordinary 

derivative of a function y(x) in some interval [a,b], one must know 

y(x) for all x in that interval.) Unfortunately, the linear response 

for arbitrary f_ is not usually known. For example, consider the case 
1 2 

h_ = -=p , i.e., unmagnetized plasma. The linear response for spatially 

of arbitrary unperturbed distributions is much larger. This class 

contains all functions of the form 

f0(q.P.t) = g(q-pt.p) . (7.4.20) 

Still, we are able to exploit Eq. (7.4.18), if we also make some approx­

imations. Since these approximations depend on the particular unperturbed 

state, we must defer discussing them to later chapters. 

To prepare the way for later work, we specialize Eq. (7.4.18), 

first to time-independent systems, and then to systems which are also 
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spatially honogeneous.. For convenience we use the radiation gauge, 

$-= 0. In the time-independent case, the linear fields are taken to 

have a definite frequency. 

Aj.fe.t) = - i ^ x ) ^ + c.c. (7.4.21) 

Kj/x.t) = E 1(x)e" i a i t + c.c. (7.4.22) 

The associated linear currents are found from the linear conductivity, 

j- (x,t) = i/l3*' a (x,x f,u).E 1(x ,)e" i U ) t + c.c. (7.4.23) 

He use only the antiherraitian part of since our remarks are relevant 

to nonresonant particles only. We insert this expression into Eq. 

(7.4.18), and we use the averaging operator to eliminate the second-

harmonic terms. The result is 

-Md 3xd 3x ,E*(x)*i^{x,x ,,al)•E 1(x ,) =/d 6z f Q(z) ^ ( z ) -
(7.4.24) 

Of course, a is related to the susecptibility X through 4irio'/u = X. 

Thus the above expression can be rewritten 

(7.4.25) 

Here we see that the ponderomotive Hamiltonian K is simply related to 

the linear susceptibility. Hence the name: K-X theorem. 

We further specialize to the case of a uniform background, 

X(X,X',OJ) = X ( X - X I
> U J ) 1 and nearly plane waves: E^OO = C-^x) exp(ik'x), 

where |V€ j«|k£j. We find 
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- * / * a 3 x d 3 x « g ( x ) •Xj/x-x' ,(•)) - f j / x M e 1 - ' ' - ' " ^ 

V d 6 z f 0 ( 5 ) K 2vO ( 5 ' • (7.4.26) 

Changing the Integrat ion variable on the l e f t , x f ->• s = x-x ' , gives 

- -faji\t*^>-fiys 4 ( 8 , 0 1 ) - ^ { j - s j e ^ ' : 

= /d z f n ( z ) K 2 v 0 ( z ) . C7.4.27) 

We compute the left side of Eq. (7.4.27) by expanding in Fourier space 

(c.f. sec. 6.1). Keeping the first term we obtain 

" i i ^ X ^ ^ V* 6* f0(-)K2v0(5} • (7.4.28) 
which will be used in chapters 8 and 10 to determine K_~. 

In summary, we have introduced the concept of ponderomotive 

Handltonian, and we have proven a theorem relating it to the linear 

susceptibility of Vlasov plasma. 
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8. Nonlinear Wave Evolution in Unmagnetized Plasma 

In this chapter we use the nonlinear wave formalism of section 6.3 

and the Lie transform techniques outlined in section 7.2 to study the 

nonlinear evolution of high frequency waves in relativistic unmagnetized 

uniform plasma. (Sluijter and Montgomery showed that a correct treat­

ment must include relativistic effects.) Our pr^ary goal is to derive 

the equation which describes the nonlinear evolution of the wave ampli­

tude. Along the way we discuss many other nonlinear effects, such as 

quasi static magnetic field generation, the self-consistent quasistatic 

density perhurbation, and the meaning of wave energy and momentum. We 

follow the outlines of sections 6.3 and 7.2 and proceed order by order. 

In section 8.1 we discuss the first-order effect, the response of the 

plasma to a wave packet: E_(x,t) = £• (x,t) exp (ik • x - iiut) + c.c. 

We calculate this response with Lie transforms; i.e., we use w. to 

transform away the first-order Hamiltonian. As a matter of course we 

determine how slovly fL must vary in order to explicitly compute the 

integral (7.2.14) for tf _ . The condition on C, turns out to be that £. 

must vary slowly along an orbit compared to the phase (k * x - tut), or 

Kvg ' V + 3/3t)£ 1 « |(k • v - iu)t \. This, of course, excludes 

resonant particles for which k • p - iu vanishes. At the end of sec­

tion 8.1 we let £- be constant and we thereby obtain the usual expression 

for the linear susceptibility of relativistic unmagnetized Vlasov 
, 2 

plasma. 

The second order calculation is split into two parts. The first 

part (section 8.2) is a discussion of the second-order zeroth-harmonic 
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3 reduces to the usual ponderomotive potential upon taking appropriate 

limits. Then we determine the plasma response to the ponderoniotive 

potential when the wave packet amplitude is nearly static. (The more 

general case does not appear to have simple analytical solutions.) 

Finally, we include the second-order zeroth-harmonic electric and magnetic 

calculation of the second-order density response, and we compute the 
4-11 wave generated magnetic field B ? n -

Since we spent some time in the earlier section 6.2 discussing 

wave energy and momentum of general media, we now investigate the 

meaning of these concepts in Vlasov plasma. Our method is to use Lie 

transforms to compute the second-order average momentum density. Our 

result is very simple. If there is no oscillation-center response, 

F — 0, then the wave momentum density equals the true momentum density 

However, if the wave-packet is finite (so that C depends on x and t) , 

then the oscillation center response F - to the ponderomotive Hamiltoniai 

causes the true momentum density to differ from the wave momentum 

density. 

The other part of the second-order calculation (section 8.3) is to 

compute the second-barmonic effects. This calculation proceeds in a 

straightforward manner. We compute the second-order nonlinear current, 

and use it to compute the second-order second-harmonic electromagnetic 

field. These second-order fields are important to the third-order 

calculation, since they appear in the third-order Hamiltonian. 



127 

Section 8.4 is a discussion of the third order effects. We compute 

the third-order nonlinear current j- _, and we calculate (via the 

formulation of section 6.3) its effect on the nonlinear evolution of the 

first-harmonic amplitude £•-. First we discuss Langmuir oscillations; 
12 we recover the usual nonlinear Schrodinger equation. Then we discuss 

electromagnetic waves. Here we unify previous work in that our equation 

contains ponderomotive effects and the nonlinear!ties * associated 

with plane waves. In addition, our equation includes the self-Faraday 

rotation caused by the self-genera ted magnetic field. 
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8.1 Linear Theory; The Lie Transform to First Order 

Here we use Lie transforms to calculate the linear response of a 

relativistic unmagnetized plasma. In doing so we assume we can trans­

form away the first-order Hamiltonian. As we shall see, this means 

that there are no resonant particles and that the wave amplitude varies 

slowly. 

We begin by discussing the unperturbed system. Since the plasma 

tnmagnetized and uniform, we have A _ = 0 and <& 

units so that m = c = 1. Then Eq~. (7.1.8) gives 

h
0fe) = C 1 + P 2 ) % ' (8.1.1) 

We note that a uniform unperturbed distribution can be any function of 

the momenta, f (JJ ). (Later we will require f_ to isotropic.) The time 

development operator for h_ is 

H 0(t) g( 3, E) = (g, + vt, E) , (8.1.2) 

where, from Eq. (7.1.14), 

Xo<E> = £ / ( 1 + p 2 ) ^ • (8-1-3) 

We now impose a perturbation A (x,t) = & (x,t)exp(ik * x - iiut) + c.c. 

(We use the radiation gauge: $ = 0.) We find the response to A by 

transforming away h , i.e., we use Eqs. (7.2.14-16). From (7.1.21) the 

first-order Hamiltonian is given by 

i(k-q-iut) 
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We insert this expression into Eq. (7.2.14) to find w : 

i(k-g-uit) / 
WjCa.E.t) = ee J 6x v^p,) • 6^(3 + v^t.t + T) 

iCk-^-m)! 
x e + c.c. (8.1.5) 

We calculate the above integral by repeated ingegrations by par t s : 

e eUk-3-"":) " r t , a g , ! • 

"l^.E.t) = 1 0 j . ̂  . .o L [ r T ^ (at + 0̂ " ilJJ 

x V ^ l ( s , t ) + c.c. (8.1.6) 

The above expression is not very useful unless we can approximate 

the infinite sum by its first few terms. To do this, the approximation 

'(|t*Zo-|i)!a-4i'<"-*-2o>2o-«il t8-1-7' 

must hold. (For the special case « (q,t) = ft- exp(vt), the infinite 

sum in (8.1.6) converges only when the inequality |v| < |UJ - k *v_| is 

satisfied.) Thus, we see that in order to transform away h , (£,(£,t) 

must be slowly varying, by which we mean (8.1.7) is satisfied. In 

particular we must exclude resonant particles, for which w - k * v_ = 

0. Keeping only the first term in Eq. (8.1.6) we obtain 



Suppose instead we consider plane waves, for which the expression 

(8.1,6) reduces to (8.1.8) exactly. Now we ask what conditions are 

required for the full Lie transform series (including all the w ' s) to 

converge. We expect convergence for untrapped particles, since Dewar 

has shown that the Lie transform for untrapped particles in a longitud­

inal wave is analytic in e. A nonrelativistic particle is untrapped if 

the inequality, 

|(k • E - u)/k)2 > I leJ^I/Cufc) , (8.1.9) 

holds, i . e . , the k ine t i c energy of the pa r t i c l e in the wave frame must 

be greater than the wave amplitude. This condition also excludes 

resonant pa r t i c l e s . 

blnce we want to be able to transform away the f i rs t -order Hamilton-

ian, we wi l l assume throughout th i s chapter and the next that the 

approximations (8.1,7) and (8.1.9) hold. Thus, we are res t r ic ted to 

discussing electromagnetic waves and Langmuir waves with large phase 

velocity. (Ion sound waves have resonant electrons and so they cannot 

be analyzed by these methods. However, i t may be possible to t rea t 

resonant par t ic les by some other technique.) For electromagnetic wave 

packets and Langmuir wave packets with large plasma velocity the following 

separate inequal i t ies hold: The nearly monochromatic assumption, 

| 3 ^ / 3 t | « liuifljj , (8.1.10) 

and large phase velocity compared to particle velocity, 

(8.1.11) 
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and 

IXfl • V ^ l ' < K lmJ^I • (8.1.12) 

Together these inequalities imply (8.1.7). 

We now use w to calculate the linear response. First we find f 

from Eq. (7.2.10). 

e[(k - iV)v^ • d) 3f i(k-a-u)t) 
fi = k • . ^ u, • 5 ^ e + — f 8" 1" 1 3 5 

For shorthand we introduce the notation ij> = k • x -tut (or = k • <j - tot 

depending on context) . Final ly, we inser t f in to Eq. (7.2.17) to find 

the l inear current, 

x (k - iV)] - (L^^ + c.c. (8.1.14) 

To obtain the linear conductivity o(k,u)), we simply specialize to 

the case of plane waves. in this case (&. is independent of space and 

time and the electric field is 

EjCx.t) = gj e 1* + c.c. 

= iuidj e x * + c.c. (8.1.15) 
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Hence, from (8.1.14) we deduce 

£(k,u.) = / d 3 p =—Sj-O 
ui J L (1 + p )* £ • So " <" a E 

From o we obtain the suscept ib i l i ty X = 4niCT/uj, 

X(k,iu) = r- / d p — T — - + 
«r J L (i + p )* fe • a, -

Si . (8.1. 
I J 

16) 

IU 3j) . 
, (8.1.17) 

of a relativistic unmagnetized plasma. Since we have assumed a lack 

of resonant particles, we can integrate (8.1.17) by parts: 

2 -Arte' 
g(k,w) = r / d Jp f (E) 

Ml •/ 

a 
Ltt * P 2 ) * a E £ • En " ">-! 

(8.1.18) 

-Alte' 
- 5 - / d p r-: 
UJ2 -* (1 + p 2) 

MXo + 2o £ So*o< k Z ' "ft 
k * ̂  - UJ (k • v Q - w7 

Calculating the nonrelativistic limit (v/c -> 0) of (8.1.18) is a 

delicate process because the limiting value of kc/ui depends on the 

perturbation under consideration. For example, kc/u) = 0(1) for electro-
2 2 

magnetic waves satisfying k > ui /c (lu ='Una e /m is the electron 

plasma frequency), but kc/io « 1 for electromagnetic waves satisfying 

k « ui /c. To illustrate this point, we first restore c in the expression 

(8.1.18): 
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- 4 T O ' ' f i f 0 
x(fe.») = — r / » P f -y r 
«= Ul" ^ (1 + p Z / 0 * 

x [ i — = y — = 2 — + =HJTS _ j . (s .1.19) 

One type of nonre l a t i v i s t i c l imit we can take is- to simply l e t c vanish 

(and therefore v^ -* £ ) . This gives 

2 2 
-A7te * k £ + £ k k £ g 

XjCk.ui) = j - I d J p f [I + 2 1 * (8.1.20) 
~ w •* k - £ - u i ( k - g - t u ) 

We ca l l th i s the nonre la t iv i s t i c l imit of type 1. This i s the non­

r e l a t i v i s t i c l imi t usually seen. However, we have kept terms of order 
2 2 2 k p /ui in the above expression. Thus, we should also keep terms of 

2 2 order p /c when considering electromagnetic waves satisfying k > iu /c. 

This prescr ipt ion gives 

~ '" I e /" 3 2 2 

h.= — T Id p V£ C 1 " h p / c } + 
S • E 

J. £(k - IU /C ) 
— I • (8.1.21) 

(u) - k • p_) 

We ca l l th is the nonre la t iv i s t i c l imit of type 2. For la ter reference 

we take the l imit k 'g/iu << 1 l imit of Eq. (8.1.21) for isotropic f . 



134 

* - ~ | [1(1 + kZv£/ujZ - - v 2 / c 2 ) + 2 k k v 2/u> 2] , (8.1.22) 
2 

^ E 3 n o 1 / d 3 p f o p 2 • ( 8 1 " 2 3 ) 

In summary, we have used Lie transforms to find the linear response 

of a uniform relativistic unmagnetized Vlasov plasma. 
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8.2 Second-Order Zeroth-Rarmonic Effects 

The second-order zeroth-harmonic effects are those effects which vary 

on the temporal and spatial scales of the wave packet. These effects 

deserve study for two reasons. The first reason is that the second-order 

quantities must be known before the third-order calculation, which 

determines the nonlinear evolution of the wave packet, can be done. The 

other reason is that these effects are important by themselves. For 
3 example, the ponderomotive potential may help confine plasma for fusion 

application. For another example, the wave generated quasistatic 
4-11 19 

magnetic field may affect particle transport in the laser-fusion 

scheme. 

We divide this section into three subsections. In the first we 

derive the equations which describe oscillation center evolution. This 

includes deriving and discussing the ponderomotive Hamiltonian for an 

unmagnetized particle. In the second subsection, we find the solution 

to the oscillation center equations in the case where the wave packet 

amplitude is nearly static. We find explicit expressions for the density 

perturbation and the quasistatic magnetic field produced by the wave. 

In the last subsection, 8.2c, we show that wave momentum has a simple 

interpretation in the oscillation-center formalism. 
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8.2a Second-Order Zeroth-Harmonic Equations: The Ponderomotive Hamil­

tonian and Oscill: on-Center Evolution 

Iu this subsection we derive a set of equations which govern the 

zeroth-harmonic quantities. We begin by deriving the ponderomotive 

Hamiltonian for an unmagnetized particle. The ponderomotive Hamintonian 

and the second-order zeroth-harmonic electromagnetic field determine 

the evolution of the oscillation-center distribution F via Liouville's 

equation. Then we transform F to obtain f, the true distribution. 

Finally, we show how to compute the second-order zeroth-harmonii *urrent 

density and charge density, which determine the evolution of the . ectro-

magnetic field. Thus, we obtain a set of equations which, given the 

wave amplitude, determine the evolution of the second-order zeroth-

harmonic quantities. 

We derive the ponderomotive Hamiltonian K_n„ in two ways. First, 

we use the K - x theorem of section 7.4. Unfortunately, the approxima­

tions involved in finding K_ _ are not apparent in this derivation. 

For this reason we give another derivation using ordinary Deprit pertur­

bation theory. 

For a wave packet, 

E^x.t) = £ 1(x,t)e i X + c.c. , C8.2.1) 

Eqs. (7.4.28) and (8.1.18) combine to give the following relat ion, 
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2 
y"a3q d3p. f 0( E)K 2 v 0(£, E ,t) =^lJi\Ji\ f0CE)^Cx,t) 

' P " ^-Tg ' k • - , Z o S ° ]&(»,t) + OCV.a/at) ", (8.2.2) 

involving the ponderomotive Hamiltonian for a r e l a t i v i s t i c unmagnetized 

pa r t i c l e . We functionally differentiate t h i s equation with respect to 

f Q (g) to obtain 

2 

• ' to "* 

Ltl + p V Bok-v^-uJ * 

(8.2.3) 

3 /3 t ) . 

In the above expression we have two quantities with equal spatial 

integrals. The difference of these two quantities is therefore a 

function whose integral vanishes, i.e., a derivative. Thus, we deduce 

the formula, 

* 2 peics.<oi2 - iVe> • i^a .oi 2 

" W s . E . t ) = "2 ., , 2,% 
• L (1 + P ) 

<,<E) • § 1 C a . t ) i 2 l 
!! * 1+ o ( 9 / 3 a , 3 / 3 t ) , ( 8 . 2 . 4 ) 

3p k • v (p) - tu J 

f o r t h e ponderorootive H a m i l t o n i a n . We see t h a t t h e K-X theorem p r o v i d e s 

a t h r e e - l i n e d e r i v a t i o n of t h e ponderomotive H a m i l t o n i a n . U n f o r t u n a t e l y , 
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this derivation does not tell us what Email parameter the error 

0(8/83, &73t) represents. 

To determine these errors, we must find K- _ from h_ -, w , and h. 

using standard Deprit psrturbation theory, i.e., Eq. (7.2.56). As 

usual, we analyze (7.2.56) by letting K_ _ equal the slowly varying 

terms on the right side of that equation, and we integrate the rapidly 

varying terms along a trajectory to find H
? u n - In this case there are 

only zerottr-harmonic terms, which vary slowly, on the right side of 

Eq. (7.2.56). So we choose w_ _ to vanish, and K„ _ is given by 

K2,0 = "2V0 + 5 fVVfl • C 8- 2- 5 ) 

The first term in K_ is easily computed from Eq. (7.2.36): 

•Wa-E-^ = ^UfljCB.t)! 2 - I V ^ E ) - ̂ (a.tj^l/Cl + P 2 ) % . (8-2.6) 

+ c.c. (8.2.7) 

the i r Poisson bracket: 



+ §i (2o • C ( S • Xo ' u , ) " 1 ) l + c- c-l 

+ e2{i(k - v„ - . * ) " * I ^ + s,, • fjXv,, -^Jjc 

• ^ - ^ - i ^ - ^ k . ^ K j c . v , , - . ) - 2 

X (lr + So • fi>Xo •tf1l*c.c.} . (8.2.8) 

Inserting these results into Eq. (8.2.5) gives 
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+ £ < i l i 2 o - « l " S - S o - » » " 1 § S 2 o - £ 

+ L(Vo • tfjct • i„ " - r 1 ) ] 

2 
2 , / 3 3 % / l i t 3 k • H 1 * • Jo - - ' " ^ i t * So • §i'2o • 4i ' = 3 E ^ , 

• «t " iSo • C k • I j [ ( t • So " "»' 2 

x 4 + So -|j)So - 4 1 * " - ' • ( 8 - 2 9 ) 

Ve use £ = iiu£ - 9jK/Bt (or £ = ̂ ,/iui + 0(3/3uit)) to compare 

(8.2.9) with (8.2.4). We see that the K - X relation does indeed give 

K_ n correctly to 0(V, 3/3t). However, in (8.2.9) we have the correc­

tion terms and so we can estimate the errors. Examining (8.2.9) we see 

that neglecting the gradient and time derivative terms means we are 

approximating 

I|f ?J « l""?! I (8.2.10) 

l4 + S 0 • 8^4,1 « ICS ' v 0-u,)A x| (8.2.11) 

a n d ] h ~0 ' -l 1 " '- So ' M 1 ' (6.2.12) 
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The first approximation (8.2.10) is invoked when we use C. = A/iiu, the 

second (S.?.ll) in invoked when we neglect the last term in (8.2.9), 

and the last (8.2.12) is invoked when we neglect the next to last term 

in (8.2.9). 

The ponderomotive Hamiltonian K- n is the kinetic generalization 

of ponderomotive potential. To obtain the ponderomotive potential ¥ 

from K„ , we simply take limit g •* 0 in the expression (8.2.9)- This 

procedure gives 

e 2]£ I 2 

mil 

upon restoring ordinary units (m ̂  1). the above expression is the 

usual result for the ponderomotive potential of an unmagnetized particle. 

Thus, we see that the usual ponderomotive potential is correct for 

particles with small momentum, i.e., k * v_(g) « u>, |v_I « c, and 

Iv^ . Vfljl « liuĵ l. 

To compare with previous work, we evaluate K _ to lowest order in 

(V,9/3t) in the nonrelativistic limit (of type 1, tu/kc •* 0) when £ is 

parallel to k. We find 

e 2|C 1(a,t)| 2 

K 2 , o ^ H ' ^ = - — : — — z C 8 - 2 - l 4 ) 

m(iu - k • g/mj 

upon restoring ordinary units (m j* 1). An expression similar to (8.2.14) 
20 has previously appeared in the literature, but in that work (8.2.14) 

was interpreted as a velocity dependent potential, which determined the 

average particle acceleration via 
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« 2 ! ^ l 
* = " ' T r ^ — J • ts.2.15) 

m (to - fc • v) 

However, th i s cannot be r i gh t since i t v iola tes Liouvi l le ' s theorem in 

that the divergence of the flow, 

3 *!£/ 
— • (x) + — - (v ) = 0 + 2k • v* — - - , ( 8 . 2 . 1 6 ) 
3x 3v ~ - z ' 

does not vanish. 

We must also allow for second-order fields A„0(£,t) and * 2 0^S* t^» 

which appear in Eq. (7.2.52). To analyze that equation we note that 

We combine K>. and K_ n to obtain the total second-order oscillation 

center Hamiltonian, 

(8.2.18) 

(8.2.19) 

The oscillation-center Hamiltonian determines the evolution of F 
21 22 through Liouville's equation, ' 
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|| + {F,K} = 0 . (8.2.20) 

Actually, to preserve the ordering scheme, we should "linearize" this 

equation. That is, we should use 

C8.2.21) 

3 F 2 0 
ST" + {F20- V + < fo' K2o' = ° • < 8- 2- 2« 

Of course, it is always permissible to use the full nonlinear equation 

(8.2.20), but we must keep in mind that our result for F is valid only 

to second order, since K has been computed only to second order. 

We digress for a moment to compare this formalism to the formalism 
23 

of Aamodt and Vella. Both formalisms must ultimately agree since 

they both use systematic perturbation theory. However, the ultimate 

equation to be solved in their formalism is a velocity space diffusion 

equation. In this formalism the equation we must solve is Liouville's 

etjuafton. 

It is interesting to note that the pondermotive Hamiltonian of a 

plant wave (3 fl /Sg = 0) does not affect F, since there is no pondero-

motive force if the wave amplitude has no gradient. To prove this, we 

note that when K is independent of £, any time independent function 

F(|i) of the momentum is a solution of (.8.2.20). If the system evolves 

in time from zero wave amplitude and F(t •* -») = f (p_) , then since F is 
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It is important to keep in mind that the oscillation-center distri­

bution does not equal the time average of the distribution f. To 

compute f we must perform the inverse transform (7.2.3). Using the 

equations (4.1.15a-c) for T, the expression (8.2.22) for F, and the 

fact that w_n ~ 0, we obtain the zeroth-hannonic (or time-averaged) 

second order part of f: 

f20 = 5*V'V fo»a + F M " C 8 - 2 - 2 3 ) 

Thus, we see that the osc i l la t ion-center d is t r ibut ion and the time 

averaged true d is t r ibu t ion di f fer by the term -̂{w. , {«1 ,f ]]«• Using 

the expression (8-1.8) for w , we find that th i s term i s given by 

: 8 
2< w i ' t»r £ o» 5 o = 

3fi 
— fc " 

t* • ZQ - w) 2 " 3fi 
(8.2.24) 

to lowest order in (V,3/3t). 

To complete this discussion we must show how to compute the second-

order zeroth-harmonic charge density and current density. These quantities 

determine the second-order zeroth-harraonic electromagnetic fields via 

Maxwell's equations (6.3.42), and the electromagnetic fields, upon 

choosing a gauge, determine A., and * . 

The second-order zeroth-harmonic charge density is determined from 

(7.1.31). Using (8.2.23) we find 

P20<S'tJ = e / d ^ l5 < V l V W s . E , t + * 2 0 < 5 * - 0 1 • ( 8 - 2 2 5 ) 
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We note that the first term (8.2.24) in the above integrand is a momentum 

derivative to lowest order in (v*,3/3t), and so its integral vanishes. 

Thus we have 

P 2 0(x,t) = e j d 3p F 2 Q(x, £,t) (8.2.26) 

to lowest order in (V,8/3t). 

To find the current density we extract the second-order zeroth-

harmonic part of Eq. (7.1.30): 

A 2 0 = f d 6 z % h o + %fi\ + n 2 o £ o ) - C 8- 2- 2 7 ) 

Using Eqs. (7.1.24), (7.1.25), (7.1.27), and (8.1.13), we reduce the 

above expression to 

iaofe- 1 5 = e / d 3 p { 2 o C E ) £ 2 0 ( s . E . « + l*W@i " Ho Xo - ^ 

(k + i V K ^ -fl*) 3£ 0 

x k • v^ - „ ajT + c - c - ! + ' " ^ o ^20 - Ho Ho • A 2 0 

- | ^ O C 2 H O ^ I I 2 + 2 ~ * I H O - C + 4 H 0 - ^ 

" 6H 0lHo • £ll 2» fo> • ( 8- 2- 2 8' 

Thus, given the wave amplitude ̂ -iCjltOi w e have a complete set of 

equations for the second-order zeroth-harmonic quantities. The wave 

amplitude W determines the ponderomotive Hamiltonian via Eq. (8.2.9). 

The ponderomotive Hamiltonian and the second-order fields determine the 
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osc i l l a t ion center Hamilton!an via Eqs. (8.2.17-20). The osci l la t ion 

center Hamiltonian determines the evolution of the osc i l l a t i on center 

d is t r ibut ion F via Eq. (8 .2 .20) . The osc i l la t ion-center distr ibution 

determines the second-order Zeroth-harmonic charge density and current 

density via Eqs. (8.2.23-27). Final ly, the charge density and current 

density determine the second-order zeroth-harmonic f ie lds via Maxwell's 

equations (6.3.42). 

The importance of these equations i s tha t we have removed the 

rapid osci l la t ions from the Vlasov equation to second order- As we 

shal l see in the next sect ion, the fact that Eq. (8.2.2C) has only 

slowly varying terms wi l l allow us to find i t s solut ion in special 

cases. Even i f we must resor t to numerical in tegrat ion of these equa­

t ions , we have improved mat ters . Since the original equations contain 

rapidly varying terms, much more computer time would be required to 

integrate them. 
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8.2b Quasistatic Oscillation-Center Evolution 

The equations of the previous section have analytic solutions when 

the wave-packet evolution is quasistatic, by which we mean that-- we can 

neglect the term 3F/3t in Eq. (8.2.20). This approximation is valid 

when the majority of the particles can cross the wave packet before it 

changes much. The quasistatic solutions are exact (within the framework 

of oscillation center theory) when the wave envelope is static, a case 

of wide applicability. For example, in most rf heating schemes the 

wave is present for a time comparable to the plasma lifetime. 

If we can neglect the term 3F/3t, Eq. (8.2.20) has the solution, 

F(z,t) = g[K(z,t)] , (8.2.29) 

where g is an arbitrary function. We set the wave amplitude equal to 

zero in this equation and find 

ffl(z,t) = gCh0(fi)) - (8.2.30) 

Thus, the solution (8.2.29) can be valid only when the unperturbed 

system is isotropic. Actually, we are justified in keeping our solution 

F = f + F. + ... only up to second order. Expanding (8.2.29), we 

find 

F M c * ' t } = d̂  " V e ^ o ^ • C 8 - 2 - 3 1 ) 

When f_ is Maxwellian, this expression reduces to 

I'20 (5' t ) = - f 0 ( h 0 ( E » K 2 0 ( 5 ' t ) / T ' t 8 - 2 - 3 2 ) 
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To determine the condition for validity of this result , we examine 

the "linearized" equation (8.2.22). In finding the solution (8.2.31), 

we have neglected the first term in Eq. (8.2.22). For this term to be 

small we must have 3F /3t « PUn'*1!^ o r ' u s i n 8 E9- (8.2.31), 

l-af̂ l « IXo - VK 2 ( JI . (8.2.33) 

means that particles can traverse the wave packet before it changes 

much. 

i 

strictly vanishes. There are always some particles with zero unper­

turbed velocity. However, we reason that if the relative number of 

such particles is small, then our final results will be approximately 

correct. This condition is 

1^1 « V V K20' ' ( 8- 2- 3 4 ) 

where one finds the linear response of a V.o:-ov species to a perturbation 

static evolution (8.2.34) is slow compared to the speed of light, and 

so the displacement current BE /Bt may be neglected in Maxwell's 

equations (6.4.32). In this case the transverse gauge, V * A„_ = 0, J'G 

convenient because it reduces Maxwell's equations (6.4.32) to 
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-V 2 * 2 0 = Unp20 

and V x B , n = ? j.„n , (8,2-35) -20 c J-20 

where A__, if needed, is determined from 

(8.2-36) 

This gauge differs from the (radiation) gauge that was used for the 

linear fields, but this difference in gauges does not cause any diffi­

culties, since the first order Maxwell equations were separated from 

the second order equations in the last section. 

We proceed to solve for the charge density perturbation in terms 

r 3 d f o r 3 d f o 
P 20 = e / d 3P d 4 K20 " e / d P dhjj IK2U0 + * 20 e^0 * -20 ] 

The last term inside the brackets does not contribute to the integral, 

since v„ is an odd function of p, and f n is an even function. Thus, 

restoring species labels, we find 

P i n ' * ' * ' = PLo<S" t J + P ju fe .O • tf-»-37' 
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"Sufe-U = % I**? -T tfWKvo^'R-V ( 8 " 2 - 3 8 > 
d h o 

is the second-order nonlinear charge density* and 

df s 

" L , ^ = el *20(2.t)/d3p - 2 (h^CE)) (8.2.39) 
•» d h 0 

i s the second-order l inea r charge density. 

The l a s t expression suggests that we define a generalized tempera­

tu r e , 

r% d f n 
T s e - n ^ d 3 p - & , (8.2.40) 

J dh Q 

which is seen to reduce to the usual temperature when f i s Maxwellian. 

Using this generalized temperature one can define a generalized Debye 

length for species s: 

df s 

K1 = Un n!!eZ/T = -4ne 2 / V p — - . (8.2.41) s 0 s s s / ,, s dh Q 

The plasma Debye length \_ is found in the usual way: 

To find * we use Poisson's equation, 
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V 4.̂  = 4*52, 

Insert ing (8.2.37) into the above equation and using the definitions 

(8.2.38-40), we obtain 

^-* i 2 J»20fe - t '" B -*«I3 P »0fe '« = -* , P»0 t S' t ' • <8"2-43> 
S 

This equation i s eas i ly solved by using the Green's function for the 

Yukawa equation: 

* 2 0 ( x , t ) = y " d V P 2 u ( J C x ' , t ) exp(-|x - x ' l /Ajp / lx - x ' | . (8.2.44) 

Thus, we have obtained <l» in terms of the first-harmonic amplitude, 

which is in P 2 u 0i and, by combining the equations (8.2.37) and (8.2.44), 

we therefore know the charge density p__ in terms of the first-harmonic 

amplitude. 

With certain assumptions, these equations simplify dramatically. 

When the unperturbed distribution is Maxwellian, the nonlinear second-

order charge density (8.2.38) becomes 

4 o ^ . t ) - - ^ A 3 ? f=(^( E))4 (K,E,t) 
5 J 

= ^-C^(x,t) • XS(k,m) * Cjteit) , (8.2.45) 
s 

upon using the K~x theorem (8.2.3-4). When the Debye length is small 

compared to the wave amplitude scale length, (8.2.43) becomes 
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* 2 0 ( £ ' t ) = «"»D P2vo(iS.t> • < 8 - 2 - A 6 > 

Combining these equations we find 

•i.20Cx,t) = ^ 2 . , ^ £*(;., t) • XSCk,ui) • &(x,t) , (8.2.47) 
s s 

which, together with (8.2.39,40) implies 

s 2 

p^0(5,t) = - ^ *£ S r : &t l5' t 5 " XS'(fe,<») " £x(5.0 -(8-2-
s - s ' 

s 

Inserting (8.2.45) and (8.2.48) into (3.2.37) we obtain 

s 2 

48) 

(x,t) = gfe.t) • b - x2(S,u.) - ̂  » £ £ £ I ' * ' 
L S S ^ ^ 5 

s 

• £. (k,u>) . (8.2.49) 

amplitude £ and the unperturbed system; the K-x. theorem allowed us to 

eliminate the ponderomotive Harailtonian. 

With one additional assumption, this equation becomes even sirapler. 

We assume that our plasma has only one ion species which is singly 

, „ , &"(x,t) • x(k,u)) * £.(k,u0 
- 1 - - e - - 1 '- - 1 ^ , (8.2.50a) 
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D(k,u>) - £ (x , t ) = 0 , and Faraday's law, k x €L = iwjB/c, allows us to --•= 

rewrite (8.2.51) in the form 

l j , ( x , t ) | 2 - Hg,(x,t)I2 

°20 S "20 = - An(I * T ) - < 8 - 2 - 5 0 b > 
e x 

This formula generalizes the work of reference 25, where cold plasma 

waves were considered. 

For future reference, we specialize to the case of cold plasma 
s 2 2 !S (x ** -i!i ,1/u) ) in a plasma with one speci 

ions with m. » m . Equation (8.2.50b) becomes 

s 2 2 waves (x ** -i!i .I/ia ) in a plasma with one species of singly charged 

"20 = - " o ( ^ W v • (8.2.51a) 

and Eq. (8.2.47) becomes 

. e° l £ i r 

20 * 2 1 + T /T. m m e x e 
(8.2.51b) 

The remaining part of this problem is to determine the second-order 

zeroth-harmonic current density and magnetic field. To determine the 

current density we use the expressions (8.2.23), (8.2.31), and the fact 
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• M f e t J = in>i P 2 , o r « ' t ) ' ( 8 - 2 - 4 6 ) 

Combining these equations we find 

,2 
s "s 

* 2 0 (x , t ) = ^Z-lT ~ l C S ' t ) " X S(£,^ • §jU,t) , (8.2.47) 

which, together with (8.2.39,40) implies 

n n e •> ̂ "**e " * 

Inserting (8.2.45) and (8.2.48) into (8.2.37) we obtain 

r s z 

pJofe-1' = £<5.« " M" "2cs-^ - ̂  ^ L r : "'"ft-"0 

L s s ^ ^ s 

^(k.ui) . (B.2.49) 

amplitude £ and the unperturbed system; the K~x theorem allowed us to 

eliminate the ponderomotive Hamiltonian. 

With one additional assumption, this equation becomes even simpler. 

We assume that our plasma has only one ion species which is singly 

hen Eq. (8.2.49) reduces to 

£t(x,t) - x(k.w) • C(k,u0 
4n(T~ +T.) • < 8 ' 2 - 5 0 a } 

e 1 

where X = X + X • Use of the linear propagation equation, 
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D(k,ui) • C (x , t ) = 0, anil Faraday's law, k x t = imfi /c , allows us to 

rewrite (8.2.51) in the form 

| | , ( z , t ) | 2 - (fi. ( K , t ) | 2 

"20 " "20 = teg + T.) • (8.2.50b) 
e i 

This formula generalizes the work of reference 25, where cold plasma 

waves were considered. 

For future reference, we specialize to the case of cold plasma 
s 2 2 :s (x "* -iu I/iu ) in a plasma with one speci 

ions with m. » m . Equation (8-2.50b) becomes 

s 2 2 waves (x •* -ui I/iu ) in a plasma with one species of singly charged 

) , (8.2.51a) 

and Eq. (8.2.47) becomes 

,2 

2 0 1 + T It. m m 2 

e I e 
--- (8.2.51b) 

The remaining part of this problem is to determine the second-order 

zeroth-harraonic current density and magnetic field. To determine the 

current density we use the expressions (8.2.23), (8.2.31), and the fact 
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r 3 1 d f o 
120 = eJ d P feo 2 K ' { W 1 ' £ 0 } 5 0 + ^0 dh^ I K2„0 " e Xo • S 2 0 l 

Cfc+i')(Vo " ^ ) 3f0 

+ l « V @i - 2o Xo • € x) S • Xn " m a E 

- e ^ %0 - So So • &20)fO5 " l 8 - 2 - 5 " 

The terms involving A»n cancel, since integration by parts gives 

= / ^ P *n SX X„ • A. 3- - §_ 

= / d 3 P f O * 0 l ( 4 2 0 - X o X o • W • ( 8 2 - 5 3 ) 

/• 3 I d £ 0 J 

i 2 o t £ - t ) = e 7 d Ppo 5T ^ v o ^ - E . ^ + So 2 f » r { w r £ o } 1 

I 0 

+ [ ^ o X - =o so • «iJ 

S - S o - 1 " a p J x > p , t | 

S.E.t 

(8.2.54) 

Since A does not appear in this expression, the remaining steps are 

straightforward. We evaluate the expression (8.2.54), we sum the 
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contributions from the various species, and we insert the total current 

into (8.2.35) and solve for B -. 

Let us evaluate the expression (8.2.54) to zeroth order in the 

gradients. Using (8.2-4) and (8.2.24) we find (after some algebra and 

integrations by parts) 

/"3P {so \ lV<V*o»| t
 + leV£i " So So • *i> r ^ i 5»E»t « -0 

Inserting this result into (8.2.54) and integrating by parts, we obtain 

i 2 0(5,t) = 0 . (8.2.56) 

That is, the quasistatic current vanishes to zeroth order in V. 

At first glance this result seems surprising, but in fact it is 

required by charge conservation. The structure of the theory is such 

that the calculation of £_„ must result in an expression of the form 

3 

k=l 

where the tensor a is a function of k,tu, and the background state. In 

the quasistatic limit, charge conservation requires V • _j = 0. Requir­

ing this in Eq. (8.2.44) gives 
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£ t t i 4 k 8 M j 4 > ' t a i -'"° * (8.2.58) 
i j t 

At this point we note that ^(X|t) is an arbitrary function. We are 

simply using l ie transforms to find the second-order Vlasov response to 

the field A(x,t) = « 1(x,t)exp (ik • x - iiut) + c.c. Thus, the tensor 

3(A.&,)/3x. is arbitrary and the only way Eq. (8.2.58) can always hold 

is if « . . k = 0. We conclude ^ _ 0 = 0(V) for a quasistatic response. In 

fact, V - 2, = 0 implies that j _ _ is the curl of some vector field. 

This fact does not preclude a quaistatic magnetic field B„„ which 

is zeroth order in the amplitude gradient. Tor a zeroth order (in Vd,) 

B__, from V x B__ = ^Xftx w e s e e t h a t ^20 i s f i r S t order in Vjfl' . 

Hence, to calculate B„n, we must calculate £__ to first order in V , . 

To determine B„_we must repeat the calculation without invoking 

the approximation (8.2.12). However, i t is s t i l l permissible to use 

also approximate k • v. « m (large phase velocity) and p « 1 (non-

relativistic thermal speed). With these approximations, Eq. (8.1.6) 

gives 

i(k-g,-uit) 
w1(q,£,t) = ~ R • W ( a , t ) e ~ + c.c. , (8.2.59) 

and Eq. (8.2.9) reduces to 

x (i^( a , t) • | r E - S^S"1' + c - c - 5 (8.2.60) 
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We insert these results into Eq. (8.2.54). Assuming ffl to be isotropic 

we find 

l e r q V" a f n „ B f n 

Try d * "fil 3JT • V E • «! - <k W • V B -^1 « • " « 

in the nonrelativistic limit. This expression integrates by parts 

yielding 

. 3 

. 3 

= ^ V x (?! x 4 ^ • (8.2.62) 

Using ?̂ = c£/iu) and restoring ordinary units and species labels we find 

3 

4o C2' t 5 = "H V * t -^ t^ '^ * Si^'^l - (8.2.63) 
m u> 

We see that only the electron current is important. 

Keeping only the elctron current in Ampere's law (8.2.35), we find 

3 
Ann e 

V x | 2 0 = - ^ y - 2 V x ( i £ x x t ^ , (8.2.64) 
m u> c 

where -e is the charge of an electron. From this we deduce 
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Sm = , , i - VV , (8.2.65) 

^ 4m.0eg i V • ( e L x fr) 
(8.2.66) 

The equation i s eas i ly solved by using the Green's function 

-(An) |x - x ' | for Poisson's equation. 

- in e^ r V- • lE,(x*,t) xC ( x ' , t ) ] 
V(x) = -zJ^-J d 3 x ' 1 - 3 (8.2.67) 

Inserting this expression into Eq. (8.2.65) gives our final result: 

0Cx,t) = ^ f [£* ( 5 t ) x ̂ f e t ) _ y d 3 x . 5 S 

m w c -' 4n|x - x I 

• Ct^Cx'.t) x IjCx'.t))] . (8.2.68) 

This expression for B-. has heen noted previously by Bezzerides, 

et al * for one-dimensional variation of the envelope £ and by Mora 

and Pellat in the case where V • (£ x £ ) = o. Of course, in general 

V * (£ * € ) r 0 is true and we must include the second term in (8.2.57). 

This gives a nonlocal dependence of B_ n on C.. 

Thus we see that we can solve the second-order zeroth-harmonic 

equations when the oscillation center evolution is quasistatic, i.e., 

when the particles have time to equilibrate with the oscillation-center 
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Hamiltonian. Equations (8.2.38-49) are explicit formulas for the 

electrostatic potential and the charge density perturbations associated 

with the wave packet. For a single-ion-species plasma with e."= -e f 

we get the surprisingly simple result (8.2.51). Equations (8.2.63) and 

(8.2.68) are explicit formulas for the current density and magnetic 

field associated with the wave packet. 
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8.2c Interpretation of Wave Momentum 

To calculate the time average kinetic (as opposed to canonical) 

momentum density G„_ of a Vlasov species to second order, we use the 

expression 

G 2 0(x,t) = y V p {( E - eA(x,t)]f(x, E ft)} 2 0 

- / d 3 P lEfjo - *<*A>20 - eA 2 0f 0] , (8.2.69) 

where f„_ is determined by the theory of the preceding subsection. In 

section 6.2 we showed bow to assign a "wave-momentum density" G_ to 

each species in a collisionless plasma. In this section we determine 

the relationship between G„_ and G. -—2U "'ZW 
Let us use (8.2.23) in the above equation. 

£ 2 0 = / l 3 p ( E F 2 0 - e A 2 0 f 0 + E | { w r { W l , f 0 } ) 0 - e C A ^ y .(8.2.70) 

The last two terms depend on only the amplitude of the wave packet, not 

its shape. In contrast, the first term vanishes for plane waves, but 

does not vanish otherwise. The second term depends on the second-order 

current response, which depends on ?0 . Since the expression (6.2.17) 

for the wave momentum density is independent of the wave packet shape, 

we are motivated to guess the formula 

£ 2 w = ft? IE | t-x.Wj.follo - ̂ 1 - (8-2.71) 
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This equation i s eas i ly verified;' Using (8-2.24) and (8.1.13) in 

Eq. (8.2;71) we find : 

(8.2.72) 

On the other hand, inserting (8.1.18) into (6.2.17) gives 

7< 3 > fo; 3E 

(8.2.73) 

Integrating by parts we see that (8.2.36) and (8.2.37) are equivalent. 

To correlate these results with previous work, we define the 

background momentum density: 

$2B = £ 20 " £ 2w = / d 3 p ( E F20 " e ^20 f 0 (8.2.74) 

The second term in the integrand can be ignored since it vanishes upon 

summing over species. To see this, we restore ordinary units (m r 1 

and c f 1) and compute 

E/ d"P es 4 2 0 V c = * W C H D0es = ° 
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The final sum vanishes because the unperturbed state is neutral. Thus, 
3 

the important terra is Jd p £ ^ ? n - In general, this term does not vanish. 

For the quasistatic response (8.2.31) one can explicitly show that 

J" d p g F„_ is nonzero. 

This exercise demonstrates the meaning of wave momentum density in 

(uniform unmagnetized) Vlasov plasma. The wave momentum density is 

calculated by not allowing for the second-order field A__, and by not 

allowing the oscillation centers to respond. In general, the wave 

momentum density is not the total momentum density. To find the total 

momentum density we must add the background momentum density, which is 

defined by (8.2.74). (Dewar discussed the breakup of total momentum 

density into wave and background contributions for a Lagrangian system. 

The breakup presented here corresponds to Dewar's "canonical", meaning 

standard, not Hamiltonian, breakup.) 
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8.3 Second-Order Second-Harmonic Effects 

The next step in the study of nonlinear wave evolution is the 

calculation of the second-order second-harmonic quantities. These 

quantities are of interest because their existence may change the 

character of the wave. For example, we find that waves which are 

transverse in the linear limit possess a longitudinal second-ordpr 

second-harmonic electrid field. Another reason, for studying the 

second-order second-harmonic quantities is that they are needed in the 

calculation of the third-order first-harmonic currents, which alter the 

evolution of the wave envelope. The second-order electromagnetic field 

appears in the third-order Hamiltonian, and the second-order distribution 

function contributes to the third-order current. 

The calculation of these quantities proceeds via the outline in 

section 7.2. We first calculate the second-order second-harmonic 

nonlinear quantities, including the current j__ _. Then we insert this 

current into Eq. (6.3.39) to find the electric field. Finally, we 

compute the second-order linear quantities. 

We calculate the second-order second-harmonic quantities by trans­

forming away the Hamiltonian. This choice, K„ _ ~ 0, has been used to 

derive Eq. (7.2.47). The remaining analysis of that equation is to 

compute the right-hand side and then to integrate it along an orbit. 

From Eq. (7.2.36) we obtain 

2 is fi 

2(1 + P V 
(8.3.1) 
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Eqs. (8.1.4) and (8.1.8) combine to give 

-2/._ ."/I ̂ 2„X ,._ . „ -,2, 
0 

P~" 

. _' e2(v„ - d ^ W - (k • v,,)2] 
* i , h i '2 " : — ! ~ — — 2 m - e 

Ck - v^ - u.)2 (1 + p 2 ) * 
(8.3.2) 

to lowest order in (V,3/3t), i.e., we invoke the approximations 

(8.2.10-12) in this calculation. We insert these expressions into 

Eq. (7.2.47), and we integrate along an orbit, i.e., we divide by the 

resonant denominator i(k • v_ - to), to find 

*e2 r <u-a, 
+ P 2)^ Lk • v - m 

\ (k • v. - ui? /J 

4(1 + p 

(So-^) 2'- 2 

e2if + c.c. (8.3.3) 

expression (8.3.3) to compute the f i r s t term, 

2 

2 tw2x;2- V = 

2(1 + p 2 ) % 

« i ' 4 i 

(v„ • tf,)2 (k2 + u 2 - 2 »k • v n) 

X k IH 2i\ji 
3p (8.3.4) 

and we use the expression (8.1.8) to compute the second term, 



165 

Thus, Eq. (7.2.48) gives 

.2 
< 1 + P > k • v„ - a , . : ,3 

3f, ' - — 2 

X k 0+Jl0l^> ( k . 3 > * + e . e . ( 3 , 3 . 6 ) 
3E (k- v 0 - M ) 2 - 1 

Now we can use Eq. (7.2.49) to calculate j . Using (8.3.6) and 

(7.1.15) to find the first term, 

: - v l t
 a fo (y 0 • 6j 1) 2(k 2 + UJ2 - 2 uk • 

(k • y Q - w ) 3 

(-0 * ^ 1 * „ D . 2 „ ( 2i* , ,- , v. (k • -5-) f- e + c.c. (8.3.7) 
(k • v 0 - ID) Z

 lt 3p' '0 

The second te rm i n Eq. ( 7 . 2 . 4 9 ) i s found by combining Eqs . ( 7 . 1 . 2 4 ) , 

( 7 . 1 . 2 7 ) , and ( 8 . 1 . 1 3 ) : 

J d Z \ h = B J d 
l i z \ f r e J J p nl\'-i,v 7- 3P 

(1 + p ) (k • v f l - UJ) E 

(8.3.8) 
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and Eq. (7.2.39) allows us to compute the third term In Eq. (7.2.49): 

/> f <? fa ̂ i - ^ i + 2 f e o - ^ i - 3 ^ 0 - 4 i ) 2 

J* * W o - - TV/" » ( 77^ 

- 1* •*- — (8.3.9) 

We sum these three expressions to find the. cotal second-order second-
harmonic nonlinear current 3-,^-y To second order in k • v /w and p(p/mc) 

we obtain 

j 2 v 2 = ~^~ [kfl, - ^ (1 - Sv2 + 6k2v2/uJ2) + ax k - ^ ( 2 

- 16v2 + 12k2v2/tu2) + 12k(k - q^K^/ti}2] e 2 i * + c.c. (8.3.10) 

2 
where v is defined by (8.1.23). We note that j _ „ is longitudinal for 

either transverse (k • Q. = 0) or longitudinal (k X 0. = 0) waves. In 

either case we have 

3 

J2V2 = " ^ - ™* ' ? 1 ) 2 ( 2 ' 1 6 V T + 2 4 k 2 v T / w 2 ) 

+ kfl • Q (1 - 8v2 + 6k2v^/tu2)] e 2 i ° + c.c. (3.3.11) 

To find the corresponding density perturbation, we use continuity, 

n2v2 = !< ' Jz J m : 

n2v2 = ~2 , < k ' < ? 1 ) _ ( 2 " 1 6 v T + M k ~ v T / a r ) 

+ ^ • Q (1 - 8v2 + 6k'v;/L, 2)] e 2 1 * + c.c. (8.3.12) 
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To prepare for the self consistent calculation, ve restore units 

and species labels in our expression for J 2 y 2 : 

ia 

J2v2" ^ r r [ b ( * •(?i>2i2 - 1 6 V B / C 2 + 2 « k 2 ' s / u 2 ) 

2m cue "" 

+ k Q - 4,(1 - 8v 2/c 2 + 6k2v /u2)] e 2 i * + c.c. , (8.3.13) 
- - 1 ->1 S S 

where v = T /m . The presence of the factor m in th i s expression 

makes the ion current neg l ig ib le . Thus the t o t a l nonlinear current i s 

well approximated by the electron portion, 
j 2v2~" V ~ 2 [ - ( k ' # 1 ) 2 ( 2 " 1 6 v e / c 2 + 2 4 k 2 v 2 / t f

2 ) 
2m me 

+ ktf. ' QAl - 8 v 2 / c 2 + 6k 2 v 2 /(u 2 )] e 2 1 ^ + c .c . (8.3.14) 
~ -1 ~1 e e 

Inserting the e lec t r i c f ie ld £_ = to&/c , we obtain 

3 

[k(k • £ , ) 2 ( 2 - 16v ? 7c 2 + 2Ak 2v 2/w 2) - ~i e e 

+ k 1 • & ( 1 - 8 v 2 / c 2 + 6 k 2 v W ) ] e 2 1 * + c . c . (8.3.15) 
- - l ~i e e 

To find the second-order second-harmonic e l ec t r i c field 

E 2 2 ( x , t ) = £^ (x,t)exp(2iiJ0 + c . c . , we use Eq. (6 .3 .52) , for which 
2 2 2 2 2 

we need the l inear response tensor D = 1(1 - k c /to ) + k k c /to + £ X c -



16B 

For high frequency vaveB we can neglect the ion currents. Hence 

we have 

D(k,oj) - (I - kk) [1 - k 2 c W - u 2 ( l + k 2 v 2 / u 2 - 4v 2 /c 2 ) / i i ) 2 ] - - ^ e e 2 e 

+ kk [1 - <i)2(l + 3k 2 v 2 /u 2 - | v e

2 / c 2 ) / u 2 ] , (8.3.16) 

which gives 

D"1(k,iu) - 2 ,2 2 2, , j_ , 2 2. 2 5 2 , 2 . u - k c - in (1 + k v /u - T v /c ) e e 2 e 

wTcl 
2 2 . , . , . 2 2. 2 5 2, 2. la - u (1 + 3k v Ail - -r- v /c ) e e 2 e 

Inserting (8.3.14) and (8.3.17) into (6.3.52), we obtain 

i e „ i i Z k 
£ . , = 0 e -. 
_ 2 2 U , t ) 2 2 x 2 2 2 , 2 5 2 , 2 

(8.3.17) 

4m c [oi - y OJ (1 + 3 k V / u ' - $ v /c ) ] e 4 e e i. e 

X « ! • 0 ^ 0 " 8 v 2 / c 2 + 6 k V / u 2 ) 

+ (k - ftL)2(2 - 16v 2/c Z + 24k 2 v 2 /c 2 )] . (8.3.18) 

From this we obtain the vector potential $__ = c£„- /(2iio): 

e 0 e t [ ? l • t f 1 ( l - 8 v 2 / c 2 + 6k 2 v 2 /c 2 ) + (k • <X{} (2 - 16v 2 /c 2 + 24k 2 v 2 /c 2 ] 
(C 2 2 ( j , t ) = - —^ j 2 j 27~27T 

8m cu[tu - T u (1 + 3k v /w - T v /c ) J e 4 e e 2 e 
(8.3.19) 
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Ve digress momentarily to discuss the inversion of D more 
St 

thoroughly. If an eigenvalue of D has a zero a t the second har­

monic, i . e . there ex i s t s a normal mode with wave vector equal to 

2 k and frequency equal to 2ui, then the inversion (8.3.17) i s not 

possible, and so one must analyze the s i tua t ion d i f fe rent ly . How­

ever, in our specif ic case ue do not have a problem. In unmagnetized 

plasma, high frequency waves satisfy ii) > iii and therefore greater than 

2oi , but from Eq. (8.3.11) ve see that there i s not transverse current 

to drive a transverse wave to second order in k • v_/to and p/mc. 

In fact, for i so t ropic f- one can show from Eqs. (8.3.7-9) that j„ _ 

i s transverse to a l l orders in those parameters. 

To complete our discussion of the second-order second-harmonic 

tevms, we compute the second-order l inear quan t i t i e s . The current 

l inear in A i s calculated using the l inear conductivity: 

j ~ • X(2k,2w) -<i2uA„) 

2 
^ j - X(2k,2w)- A2 2 . (8.3-20) 

Inserting Eq. (8.1.22) into (8.3.20), and noting that Eq. (8.3.19) 

-n_e*(l + 3k 2vJ/a) 2 - | vL A, , e 2 1 * + c . c . (8.3.21) ^2X2 " U 0 C V i T J * V™ 2 V?22' 
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2 through first order in v . To find the corresponding linear density 

perturbation, we use continuity, n ,, » It- J ,/ew: 

"212 " " "S" ( 1 + 3 k 2 v T / u 2 " 1 VT> - ' i^2 e 2 1* + c" c- (8.3.22) 

For purposes of comparison, we restore units in Eqs. (8.3.12) snd 

(8.3.22) and we sume to find the total second-order density perturbation. 

The result is 

k ^ I ^ - ^ d - 8 v ^ / c 2 + 6 k V / c 2 ) + ( k - ^ 1 ) 2 ( 2 - 1 6 v ^ / c 2 + 2 4 k V / c 2 ] 

2 2 8Tlm c 2 [ « 2 4 u 2 ( l + 3 t 2 v V - | v 2 / c ! ) ] 
e h e e I e 

(8.3.23) 

kVltf •& + 2(k-<T> 2] 
>l22 • ' Z,~2 1 2 ' ' ( 8 - 3 - 2 4 ) 

8fTni c (a) - — a ) ) e 4 e 

which was obtained by Arons and Max . their Eq. (14), in their dis­

cussion of nonlinear transverse plane-wave propagation. 

This concludes the analysis of the second-order second-harmonic 

effects. By using Lie transforms to transform away the second-order 

second-harmonic Hamiltonian, we have obtained expressions for the 

electric field (8.3.18), the current (8.3.12) and (8.3.21), and the 

density (8.3.23). 



8.4 Third-order Effects 

As we noted in section 7-3, third-order quantities oscillate at 

the first harmonic or the third harmonic. The first step in calcu­

lating either type of quantity is to conpute the third-order nonlinear 

current £ = £ + .Uov * n e third-order first-harmonic nonlinear 

current £ modifies the evolution of the first-harmonic amplitude 

via Eqs. (6.3.46) and (6.3.51). The third-order third-harmonic 

current j , ~ produces a third-order electric field E_„ = D (3k,3u>) • j,ou-,» 

just as the second-order second-harmonic current produced a second-order 

electric field, c.f. Eq. (8.3-14). 

Here we are interested only in the nonlinear evolution of the 

first-harmonic amplitude £,. Hence, we ignore j/»«v a n (* w e calculate 

only j,, . (in subsection 8.5a). Then (in subsection 8.5b) we use 

the theory of section 6.3 to determine how j_ - alters the evolution 

of t . We find all previously discussed effects, such as the nonlinear 

change in the conductivity due to tb" density depression caused by 

the ponderomotive potential and the self-precession effect previously 

calculated for plane waves. In addition, we find a new, comparable 

effect: self Faraday rotation caused by self-generated quasistatic 

magnetic field. In the end, we unify previous work by calculating 

the third-order current including all effects to zeroth order in 
2 2 2 2 2 v /c and k v /iu for the case of quasistatic evolution. 
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8.4a Calculation of the Third-Order First-H*rwmkc Current 

Tbr- co. ui-iLion of the third-order firet-haraonic nonlinear 

current £ foil ••; the out l ine of section 7.2. We calculate the 

integral (7.2.76) to find w' , which we use in Eq. (7.2.75) to find 

£3ul* T h e n w e i n s e r L f 3 V i i n t 0 E (J- (7-2.77) to find j , 3 y l -

VJc make a number of simplifying assumptions in t h i s calculation. 

F i r s t , we treat the case cf quasis ta t ic evolution, for which we have 

an analytir expression (8.2.31) for the osc i l la t ion-center dis t r ibu­

t ion . Secondly, we work to zeroth-order in (3 /3 t , VJjflL , i . e . , we 

invoke a l l of the approximations (8.2.10-12). Of course, as we noted 

in section 8.2b, to be consistent we roust keep terms in the gradient 

of the vector potent ia l , VA__. In addition, we study plasma with one 

species of singly charged ions , for which the quas i s ta t ic density 

change (8.2.51) is simple. Final ly, we calculate £ only to zeroth 

order in the temperature. From reference 1, we should expect a 

contribution to the current of size 

j ' - 6ne2E/(tmo) * e 2 E|E|2/rauT 

2 2 
A kinetic correction to j would be of magnitude j — (e E|E| /nmiT) 

2 2 
x (k T/raui ) , and so would be zeroth order in T. Thus, by calculating 

j _ to zerotb order in the temperature, we obtain the f i r s t kinetic 

correction to the work of reference 1. 

We begin by combining Eqs. (7.2.75) and (7 .2 .77) , 
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• ^ / d 3 P 2o«»,.l»,.l»,.«o»» - e / d 3 p So < V V 

+ e y d 3 p( X l f 2 ) + e y d 3

P v 2fj + e y " d 3

P v 3 u l f0 , (8.4.D 

keeping only the first-harmonic terms. We must evaluate (8.4.1) term 

by term. Throughout this process, we will try to put these terms in 
3 

the form, Aj - J" d p f«(p) g(o,f£(t). In that form we need g only to 

zeroth order in g, since we want Aj to zeroth order in T. 

The first term is 

1 /•.] , , . 1 f.3 °w3l»l " 0 
5 V d P Vu3vi'£o! = - 5 V d p So "ai 

3w.C.., 3 f 0 

,3 . S ,3"3«1 

where the last step follows from integration by parts. Since we need 

the quantity (3/3g) • [ (3w" /Bgjv.] to zeroth order in g, we need 

the quantity (3w' /9<j)vn to first oMer in g. Thus, we use v =*= g ( and 

we compute w' to zeroth order in p. This reduces the first term 
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- $ <f& soi-i,i.'o» = i e/d 3" fo ? f ( r 0 ) 

3 V "af1 ( ! " 0 ) " t a " * - 3 » 

The quantity w" is found by computing the integral (7.2.76). 
Integration along a trajectory of a first-harmonic tern does not 
change its leading order in g, since such an integration amounts to 
division by -i(tu - k • v.). Therefore, to find w* to zeroth order 
in q, we need h_ , + {u,,3h_ + {wt,h.JJ,/3 to zeroth order in p. 

** JUl I £. I 1 1 **" 
This quantity can be wri t ten in the form, 

h 3« l + \ l w l - 3 h 2 + « V l » l = h 3„l ' 3 3 I 3q 3p 

5 p i - S J ( 3 h 2 + | H . ' h i » ) J • ( 8 . 4 . 4 ) 

1 

Using Eq. (7.2.73), we find the first term in this expression to be 

Sv! = e 2 < • «22 + «I • & 2 0 ) e I * + C- C' (B-''-5) 

to zeroth order in g. Since w is first order in g, the second term 
in (8.4.4) must be at least first order in g, and so it is ignored. 
To compute the last terra in (8.4.4), we need 3h + {w ,h ] to zeroth 
order in g. Eqs. (7.1.22), (8-2.8), and (B.3.2) yield 
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3h. 2, i t ,2 i 2 • twj.hjl = 3e * 2 a * 3 e N ^ | 

• | '2l*i • * , * " * + «• = •) • °(P) • 'S - 4 - 6 > 

Tbis result, combined with (8 .1 .8) , allows us to coapute 

[- 5 §F • 3i ( 3 h 2 + <V hl»] = 

+ c . c . + 0(p fV) . (8.4.7) 

Inserting (3.4.7) and (8.4.5) into (8.4.4) and integrating along a 

trajectory we find 

- 5 K3»i = l 4 i r ( £ - a 2 2 + « , • * , „ ) 

. 3 

2 k - a j A j . ^ l e 1 * + c.c. (8.A.8) 

Finally, we insert (8.4.8) into (8.A3) to obtain 

3 n 
+ «1 • *20> - - S - CV A2„) • flje1* • c .c . (8.4.9] 

As always, we must remember that VA_n is zeroth order in V<2. . 

The second term on the right side of (8.4.1) is 
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aw, a_ a^ « o \ _ a /• 3 » f ^ L / ^ i \ 
3p 3q 3q 3p / ~ Z ./ P '<> 3p I aq op I 3q ^sl 

3w 3w I 
+ 3 ^ " 3 ^ *0 • «•*•"» 

v. are both first order in £, we need w only to zeroth order in £ 

for the evaluation of (8.6.10). Since w . * p_ * CL. we have w~ = w 

+ 0(p) which from C8-3.3) is 

iJ-0 . A -2i* 
W2 = — + c.c. + 0(p) . (8.6.11) 

£ we find 

\ e /"<*3P 2oN r[w 2,f 0JJ = 0 + 0(v T) . (8.4.12) 

The third term on the right side of (8.4.1) also vanishes to 

this order. To see this we note that v = 0(p) and w - 0(p). We 

apply the usual technique of integrating by parts to take the operator 

3/Sp_ off £ and onto the rest of the integrand. We see that we have 

three operators 3/3£ but four functions v and 3 w 's of 0(p). Hence 

the integrand is 0(£). 
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The fourth t e n on the right tide of (8.4.1) it found by first 

computing the Poisson bracket and then integrating by parts. 

- e / V p j ^ . F , , = - e 2 / d 3 p [ p ^ ? 5 « " \j, C-Vo™ 

3 /-iev„ • A , \ 8 1 .. 

: \i • Xo - <-) T J 

3 (Zo'ti \ i* + 

/ d 3 P f o K

2 S d3p 

X f 0 l o g i ­ cs.4.13) 

In evaluating 3k„/3£ we keep only the term V A . In evaluating the 

integrals we must keep in mind "the T factor, and hence we keep the 
2 

integrands to 0(p ). Carrying out the differentiations and integra­
tions in (B.4.13) we find 

-ej d p V V V = l~W- { ^ + u 

l̂ • *2o) * ̂  ('"IS " * / * ' V l j / * «*M') 

*/»* 3 

u; -I 220 (8.4.14) 
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The fifth integral on the right tide of (8.6-1) i» 

" 5 *l{Vfo>)l " ( 8- 4- , 5 ) 

To calculate this integral to zeroth order in T, we need v in the 
0 2 

last two terras in the integrand to 0(p ), but we need v to 0(p ) in 
the first term. Thus, ue find 

= / d 3PCVjf 2), = -e2Aj - f i \ ( \ p 2 I * E E)£ 0
K2 / T 

-e2[A, -ffphi * \ Nj.^.f,,}! - \ I W ) ] , (8.4.16) 

to zeroth order in T. We evaluate these expressions, noting that the 
last integral is simply n_. We find 

e / V p t v ^ ) = - | n^AjCe 2!^! 2 + e4»2Q) - e ^ n ^ 

= [- | ° 0 e % i e ^ • e* M) - e ^ n 2 0 - e 2 ^ ] . 1 * * c.c. , 

(8.4.17) 

where n is given by Eq. (8.2.49) and?) is given by Eq. (8.3.23). 
The sixth integral on the right side of (8.4.1) is 
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- - 'i 

We see that we need u to 0(p) and v to 0(p°). Thus, 

2 

-e 2(A 2nj) . (S.4.19) 

To find Dj we use continuity, n 5 = k - .L/ei): 

n, = (k • a - t/eu))* 1* + c.c. = uiWne)"1 k - X -^,e* 

= -(nQe k - &1/m)al'iL + c.c. (8.4.20) 

The last step follows from the use of (8.1.22). Inserting (8.4.20) into 

(8.4.19) we obtain 

ifihlZtfJ = [ n 0 e \ 0 k -d^ 

+ n Q e 3 4 . 2 2 k • fl*/u)]ei'1' + c . c . (8.4.21) 

order ia p . Using (7.1.26) we find 
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We can now sum -these integrals to find the total current (8.4.1). 

First we calculate the partial sum j«„, ( which is defined to be the 

total current neglecting ponderomotive effects, i.e., to calculate 

j ' 1 we neglect terms containing F_, n , *. , and A__. Thus, we keep 

the first two terms in (8.4.9), the last terra in (8.4.17), the last 

term in (8.4.21), and all of (8.4.22). The result is 

J3'wi = « v 3 s < £ • ^ 2 / u i - e s • &ftx • ti/J* - v 4 W 2 

+ n 0 e 3 ^ 2 ~ •* 1*/ u>l e i* * c - c - (8.4.23) 

Restoring units in this expression we find the amplitude, 

"^22 e s C / m s c + V s ~ 2 2 ~ ' W " • (8.4.24) 

We note that only the electron currents are significant because of 

the factors of m . We now use Eqs. (8.3.19) and (8.3.24) in 
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J ; . . nO eO ** 
*3»1 ~ 3 2'3 * - ~1 

^ ^ •« 1:.«2«-.^ 
2 2 „ u) - iu /4 

r«! 

vS Sx^i 2 

~1 -ll 1 2 2,./ 2 2.. \ ui - lo /4/ to - ui /4 

(8.A.25) 

This result is correct when the particles do not have time to respond 

to ponderomotive effects, such as the case of a fast wave packet on 

the case of the early development of a laser pulse. As discussed by 

Arons and Max, fast means that the wave packets changes before a 

sound wave has time to cross it. For comparison we transverse waves. 

Then (8.4.25) reduces to 

4 T 
\tm - ml 

(8.4.26) 

16 which agrees with Eq. (15) of Arons and Max. 

Now we sum the remaining terms, the ponderomotive terms. From 

Eqs. (8.4.9, 14, 17, and 21) we find 

J -y = - e 2 £ i [ n

2 0

 + v 2 | ^ i | 2 c 5 / 2 " k 2 / u , 2 ) " v 2 ' * •<? 1i 2 k 2/ , u 2 

+ n 0 e * 2 0 ( 5 / 2 - k 2/u) 2)l + n 0 e 2 (k/u. 2 ) |k • ^ O e 2 ! ^ ! 2 + 2 e * M ) 

+ e 2 k • d* a x • 0 \ * nQe4fl*(k • iS^/m2 - i ^ e 3 ^ x K^/m . 

(8.4.27) 



182 

- V o C * " ̂ l | 2 k 2 / » e u ' 2 c 2 " V o * 2 0 ( 5 / 2 " k 2 ^/"- 2 Vn. e c 2 ] 

+ v S ^ V ^ S • 4l»e uI<? 1l 2/'V 4 - ^0*20 /meC > 

+ ± Vu^L X S 2 0 /« 'e U l c 2 ' (8.4.28) 

where n , * , and B are given by Eqs. (8.2.49, 47, and 68). We 

see that the ponderomotive terms contribute substantially to the 

third-order nonlinear current. 

Finally ve sum Eqs. (8.4.25) and (8.4.28) to obtain the total 

third-order first-harmonic nonlinear current. We find 
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lvl - - 2 * ho * v 2 '-'/"' 2 - ^ ) / . V 
2,Z (l | 2 . 2 , 2 2 2 . „ . , „ . 2 2 . 2 . , 21 

~ V o | k " ^l 1 k 'V c " Vo*20 ( 5 / 2 " k C / < U 5 / V J 
2 

V o k 
m c 

e 

2 
V o kc 

•s«l-«l«£. v - * - * / - 2 

2 4 , . 2 2 / 2 2 2 - . 2 2 . m c (4w - U) J m c u) (4tu - u» ) . e e e e 

ifeSjf/ ZeO*2o\ . ^gck-gpV 
^1\ 2~4 T I " S " « ! "2 /, 2 2" \ m c m c / m c (4ui - ui 1 \ e e / e e 

Ma~i -k - 2 

1 \ 2 4 , . 2 2 . 
\m c (4ui - u ) 

* ™fA X 5 2 0 / r a e u , c 2 (8.4.29) 

Putting this in terms of the electric field £ = iltl^/c, we obtain 

l 1 E Q - 1 T ^ 2 i e | 2 , , , , . 2 2 , 2 , , 2 2 2 J, , = 7 i - Ko + Vo^ l 1 C 3 / 2 " k C / m "V C 

~ J v l e L 

2 " p | 2 , 2 . 2 4 . , , . . _ , 2 2 , 2 . , 2 l 
" V o , k " W k / m e U ) " V o * 2 0 C 5 / 2 " k C / t U ) / m e C 

i n O e O 5-1 

• 2 i . 2 

l n o e o f e c 

2 p - 2 2 , . t- . 2 2 
=0 §1 * ? 1 " e e 0 ( S * t j ) ">e 

, 2 2 2 , , 2 2 , 2 4 , , 2 2 . 
2 m u c (4m - U) ) m u) (4UJ - uj J 

k • £ 4 Si • §1 "i ^ e o ' R • €l>2 ue 
l l 2 2 2 , . 2 2 . 2 2 2 . , 2 2 , 

m lu c (4ui - U) ) m lu c (4ui - ui ) 

foe \£ I 2 2e * 
. £ / o ' - i 1 _ 0 : VO £l * 5 2 0/-» e^ (8.4.30) 

of t h e terms i n t h i s e q u a t i o n have s imple i n t e r p r e t a t i o n s . The term 
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in-.e. jL/n w is the change in the electron current response due to 

the change n„_ in the average density. The term n-e. £ x B__/ia ui c 

is the:change in the response due to the laser generated magnetic 

field. Both terms can be obtained by the heuristic method of 

section 6.4. Furthermore, the first term, in ? ne_ £L/m tu, is the 
2 2 2 2 2 largest term; all others are smaller by the factor k v /ui or v /c . 

The fact that the heuristic technique gives the dominant term leads 

one to trust it. However, we also note that the heuristic technique 

gives the term n e £ x B__/m ID C with no hint of the many other 

terms in Eq. (8.4.26) of the same magnitude. 

For the final result of this chapter, we insert the 

formulas (8.2.47) and (8.2.50b) into Eq. (8.4.30). We find 

•"e I1- " £l | 2 '~l'2 fax * V ^ 2 / 1 " 2 " 3A][ 
m2 [ m em 2 m / \ T /J 

,-gg r^gx-si- 2 ^ - ^ i 
, 2 2 2 , . 2 2 , 2 4 , . 2 2 . Unim iu I 2m w c (4m - UJ ) mm (4LJ - vt ) I e |_ e e e e J 

+ — I 2 4 I 1 — J + Vo ?1 X ho'V c 

47iim u) y m UJ J \ T / 

- 1 ( e M _ ~ l _ _ - 1 1 18 .4 .31 ) 
4 2 2 

u) m (4io - tu ) 

where T s T + T. 



185 

In conclusion, we have derived the nonlinear conductivity of the 

plasma to second order in £ and to zeroth order in v , keeping both 

ponderomotive ef fects and cold plasma e f fec ts , thereby extending and 

unifying previous work. 
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6.4b Nonlinear Evolution of the Wave Packet 

Finally we have the ingredients needed for deriving the nonlinear 

evolution of the wave packet amplitude. We assemble these ingredients 

here in a discussion of the nonlinear wave-packet evolution of longi­

tudinal waves and of transverse waves. In both cases we concentrate 

our discussion on the derivation and form of the nonlinear evolution 

equations. We point out Che new terras in the nonlinear evolution 

equation, and we briefly discuss their effects. However, for detailed 

discussions of the solutions of these equations we refer to the litera­

ture. 

We begin with a discussion of linear waves in order to calculate 

the quantities needed for the left side of Eq. (6.3.65). In section 8.1 

we noted that this work is restricted to Langmuir waves and electro­

magnetic waves, since we ignore resonant particle effects. For such 

waves u » kv is satisfied, which implies that D(k,aj) can be written e = -

in the (diagonalized) form, c.f.(8.3.16), 

D(k,w) = Dn(k,tii)kk + D i(k,w)(I - k k ) , (8.4.32) 

where 

D„ (k,w) = 1 - (ti)2/u2) [1 + 3 k 2 v W - 4 (v 2/c 2)] , (8.4.33) I] - e e 2 e 

and 

D. (k,w) = 1 - k 2c 2ui 2 - ( m V ) [ l + k 2v 2/uj 2 - 4 (v2/c2)l.(8.4.34) 1 e e I e 
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(For Langmiiir waves D.. (k,ui) = 0 and for transverse -waves D|'(k;u) • 0.) '-*-. 

Eq. (8.3.16) implies that the natural polarization unit vectors of D ' : 

are k, u.. (k) , and u ,_(k), where u,- and u,„ form an orthonormal 

basis for the plane perpendicular to k. We define the corresponding 

£r(x,t)fs of section 6.3 to be £. , £t , and£. . 

To find the electric field amplitude £-(x, t) from the quantities 

£-(x,t), we use Eq. (6.3.42), which, in this case, is 

n=0 

(8.4.35) 

denote the centra 

To lowest order in V, this formula yields 

CjU.t) *=£"(x,t) +£^ 1(x,t)u i l(k) +£^ 2(x,t)C l 2(k) , (8.4.36) 

the usual r esu l t from lowest order WKB theory. I t i s important to r e ­

member that (8.4.36) i s valid only to lowest order in V - 3/3k, otherwise 

one encounters what seem to be contradictions, as the following example 

shows. Consider a longitudinal wave, for which (8.4.35-36) reduce to 

£ x ( x , t ) = ^ ^7 ( - i V - | ^ ) [ k f _ l [ ( x , t ) ] (8.4.37) 

^ ( x . t ) « k£ j [ (x , t ) . (8.4.38) 



188 

The curl-of :the e lec tr ic f ield found by using the second expression 

does :not vanish: . 

•I i ( k • x - lilt) 
' X £ L "• - ( k « V q ) e ~ " + c .c . (8.4.39) 

and so it seems our longitudinal wave has nonzero curl. however, one 

must remember that we have restricted ourselves to working to zeroth 

order in v£] by using (8.4.38). To that order, the expression (8.4.39) 

does vanish. If we wish to go to higher order in V, we must use (8.4.37). 

In fact, 

We have 

i(k • x - Idt) 
Vx E = e - - (ik*t +»<£,) + c.c. 

_ ±(k-x - ut) ( ± b + 7 ) „ £ i_ (_ 1 7 .|^» tI £« ( ;, t ) ] + e 

n=0 

(8.4.40) 

which i s seen to vanish upon noting the iden t i ty , 

i k x ( - i V - - j L ) n g ( x , k ) = - n V x ( - i V - l - ) 1 1 V x . k ) 
ak' s i 

+ ( - i 7 - | r r ) n i k x g ( x , k ) . (8.4.41) 

Analogous statements hold for transverse waves. 
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We now discuss the nonlinear propagation of Langmuir waves, i.e. 

k,w is a root of D,. but hot a rbot of D. . (We do not discuss k->0, 

where D,. - D^.) In this case Eq. (8.4.34) applies, and Eqs. (6.3.61) 

and (6.3.65) become 

^ ( x . t ) = - 4ui(I - k k ) •^3vl(;,t)/[uiD1(k,u))] (8.4.42) 

and 

[1 |j + iv„ • V + \ dj, : VV ]c^(x,t) = - 4Trik-<iP3vl(x,t)/^jj"(k) 

(8.4.43) 

From Eq. (8.4.28) we obtain the quant i t ies : 

Uj, (k) = 0) e [l - | ( v 2 / c 2 ) + | (k 2 A 2 )] , (8.4.44) 

v..(k) = 3kv2/u) , (8.4.45) 
~ll - e e 

d„ (k) = I 3 v Z /dl , (8.4.46) 
Jl - ^ e e 

(UD.. (k) - 2(a)2/ii32)U + 6k 2v 2/m 2) . (8.4.47) 

In deriving these quant i t ies we have used kv « u . Inserting the 

expression (8.4.38) into (8.4.30), and using Eqs. (8.2.51a,b), we find 
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E3V1 

(9ii)2 - 20w2 3 ^ V I J 

3(2u 2 - a2) 5T, 

01 \ 4u) - 0! 

. 2 2 2(1 + T.) 
4a - a e i ' 

(8.4.48) 

This expression and Eq. (8.4.42) yield £ t , = 0, i . e . no transverse 

e lec t r ic f ield a t the fii_ larmonic i s generated s ince^ _ i s purely 

longitudinal. Inser t ing (8.4.44-48) into (8.4.43) we find the evolution 

equation of £ 1 (x, t) : 

[ i | j + 3 i ( v 2 / u e ) k • 7 + 3(v 2/u. e)V 2]£![ = - 0 | , 4 l 4 | 2 ' ( 8 - 4 - 4 9 ) 

3C> ' - </) 5 T i , A 2 ft 
+ T i> » 2 \ , 

8imn(T 4- T , ) ( l + 6 k Z v 2 / u 2 ) 0 e I e 

(8.4.50) 

Thus we have obtained the nonlinear evolution equation for the 

Langmuir wave amplitude. Talcing the l imit kv /u -*• 0, we find agreement 
12 

with Zakha^ov's Eq. (1.8). Our calculation complements Zakharov's. 

We have systematically derived (8.4.50) including kinetic corrections, 

hut with the approximation ik£,) » |'£, j • Zakharov presented a heuristic 

derivation of his Eq. (1.8), such that he could not include kinetic cor­

rections. However, he did not require |k£^ | » |v£ j. Of course, both 
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derivations require quasistatic evolution. Since the solutions to . 

12 27 • ": 

(8.4.50) have been discussed elsewhere, * - we do not further discuss 

nonlinear Langmuir wave propagation. 

We now discuss the nonlinear evolution of electromagnetic waves, 

i .e . we assume T̂  (k,(i)) = 0. In this case Eqs. (8.4.36), (6.3.61), and 

(6.3.65) become 

£^(x,t) *f£(x, t ) = fi^x.OUj^Ck) +£^ 2 (x, t )u i 2 (k) (8.4.51) 

£ 3 1 (x , t ) = - 4irik -,P3vl(x,t)/[tiiDf)Ck,QO] , (8.4.52) 

and 

( i fc" + ^ L ' V + \ i. : V V ^ C x . t ) = - 4iri(I - kk) •183ul(x.t)/5D["(k3 

(8.4.53) 

From Eq. (8.4.34) we find quantities needed for the left side of 

Eq. (3.4.53): 

QJ. (k) = (w 2 + k Z c 2 ) 2 , (8 .4 .54) 
l ~ e 

^ ( k ) = kc 2 /Q i i (W , (8 .4 .55) 

d^k) = (I - kkcZ/a£KcZ/<ilf> . (8.4.56) 
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2 to zeroth order in v . The thermal corrections to these quantities 

do not change the physics, v. remains parallel to k and d, (k) can 

still be written as the sum of I times one factor and kk times 

another. Therefore we neglect these thermal corrections. On the 
2 1 other hand, we want the RHS to first order in v , so we need uH. e i 

to first order. From Eq. (8.4.34) we find 

uiD, (k) = 2(1 + k 2v 2w 2/wS . (8.4.57) 
J. - e e 

We also need the nonlinear current at the first harmonic. Using 

k" = 0 in the expression (8.4.30), we find 

- 4 l , i < ? 3 v l = " — 2 — — \l + — - ~~2 ll - —) m to (T + T J m c m c \ w / e e I L e e -J 

m LU c \ / \ m iii c / \2(4tii - tii ) / 

( 8 . 4 . 5 8 ) 

To o b t a i n t h e l o n g i t u d i n a l p a r t of t he f i r s t harmonic amp l i t ude 

we i n s e r t ( 8 . 4 . 5 8 ) and ( 8 . 4 . 3 0 ) i n t o ( 8 . 4 . 5 2 ) . We find 

£ll ^ e e Q k k ' g l * g 2 0 
~ 3 1 r 2 2 n ,t 2 2 / 2 5 2 , 2. . , 0 , _ n . m (I)C[OJ - w (1 - 3k v /ii] - — v c ) ] . ( 8 . 4 . 5 9 ) e e e 2 e 

We see t h a t o n l y t he s e l f gene ra t ed m a g n e t i c f i e l d term c o n t r i b u t e s 

£_.. . Thus t h e l o n g i t u d i n a l p a r t of t h e f i r s t harmonic ampl i tude v a n i s h e s 
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To derive the nonlinear evolution equation for „ we insert 

Eqs. (8.4.57) and (8.5.58) into (8.4.53) and obtain 

l u h * V 7 ) + 5 i : O T 1 5 i = " a ? i lS i l Z + f i *i? i*^i" i Y C i - '* ) "? i x 52o 
(8.4.60) 

<u2[l + T /m c 2 - T (4 - k 2 c 2 /w 2 ) /m c 2 ] _e i e e_2 e . . . . . . 
2 2 2 2 (8.4.61) 

u 8ir n„(T + T . ) ( l + 3k v u /ill ) u e i. e e 

o 2 4 

B " , 2 3 2° \ 27 ( 8 " 4 - 6 2 ) 

2m a) c (M(D - ai ) 

2 
V e (8.4.63) 

Since k •£. = 0, the last term In (8.4.60) can be simplified: 

- iY(I - k k ) - f j ^ B ^ = - i y k - B j ^ x k . (8.4.64) 

In addition, the second term may be written 

B ?i \\'%i.~ B 5 L * i£xk'> + B Eilfil 2 

= B k - ( £ * > < £ l ) £ 1

, ' k + B £ 1 | ^ l 2 . (8.4.65) 
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Thus Eq. (8.4.60) becomes 

[ l C k + V V ) + I d l : W 1 &. = " C a + 6 )?II|?L! 2 - * £ * " " ^hx^} 

- i ^ x k k • (7BM) . (8.4.66) 

Two of the nonlinear terms in (8.4.66) have appeared previously 

in the literature. The first nonlinear term - (a + B)£, |£.| was 

obtained in Ref. 13 by heuristic means. Our work is a slight improve— 

2 2 

v /c to the coefficient (a + B) • The second nonlinear term 

- i £ x k k - (18£* £j). appears in References 1,14-16. Arons and Max 

showed that this terra causes the polarization of the wave to precess, 

as one might infer from the presence of the cross product £. x k in 

this terra. The last terra —i-€- * kk • (yll--) has not appeared previously 

in the literature. The similarity between the last term and the second 

term allows us to deduce that the last term also contributes to pre­

cession of the wave polarization. In fact, this term causes self 

Faraday rotation by the self generated magnetic field B__. 

Since these last two terms are so similar, let us compare their 

magnitudes. Neglecting V in Eq. (8.2.65) we find 
k • iB^ * £. , 2 
~ h ^ = 2

3 " 2 . (8.4.67) 
k • -yB 4ui - (D 
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Thus the self precession effect of Arons and Max is comparable to 

the self Faraday rotation effect found here. This illustrates how 

the heuristic Tne«-hod(c.f. sec. 6.4) for including nonlinear!ty can 

err. Had we used that method, we would have simply inserted the change 

in the conductivity due to B„_ into Eq. (6.4.6), thereby obtaining 

the last term in Eq. (8.4.66). However, we would have neglected 

the SQcond term, which is of the same magnitude, and which contributes 

to the same effect, polarization precession. Thus the heuristic 

method leaves out terms which are comparable to the terms it includes. 

In conclusion, we have used the systematic method of section 6.3 

to derive the equations which describe the nonlinear evolution of 

Langmuir waves and of electromagnetic waves, in the case of Langmuir 

waves we verified previous heuristic work and make a slight improvement 

by finding corrections to the coefficient a. of the nonlinearity. In 

electromagnetic waves we also verified previous work, but in addition 

we found that the previously neglected self Faraday rotation effect 

is comparable to the self precession effect discussed previously. 
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8.5 Summary of Chapter 8 

We have presented a systematic discussion of nonlinear wave 

evolution. Our discussion i s founded on the systematic perturbation 

scheme of section 6.3 and on the Lie transform perturbation theory 

outl ined in section 7.2. Our r e su l t s include a self consistent 

discussion of the f ie lds and p a r t i c l e response through th i rd order 

in the wave amplitude. 

In f i r s t order (section 8.1) we showed how Lie transforms are 

used to derive the l inear response of a r e l a t i v i s t i c unmagnetized 

plasma. We pointed out that there exist two nonre la t iv i s t i c l imits 

of the l inear response which di f fer in the order assigned to w/kc. 

In second order we found responses a t the zeroth harmonic 

(section 8.2) and the second harmonic (section 8.3). Central to 

the zeroth-harmonic discussion i s the concept of pondermotive Hamiltonian, 

a generalization of the pondermotive potent ia l . The pondermotive 

Hamiltonian. together with the zeroth-harmonic f ie lds $ 2 Q and A.,-, 

determine the evolution of the osci l la t ion-center d i s t r ibu t ion . We 

showed how the poudermotive Hamiltonian can be obtained very simply 

from the K-X theorem of sect ion 7.4. Tn the case of quas is ta t ic 

evolution, where the o s c i l l a t i o n centers have time to equi l ibra te with 

the wavepacket, we found simple expressions for the nonlinear osci l la t ion 

center response (8.2.31) , the nonlinear density response (8.2.50b), and 

the sel f generated magnetic f ie ld (8.2.o8). In addition we found, in 

sect ion 8.2c, that the o s c i l l a t i o n center formalism leads to a simple 

in terpre ta t ion of wave momentum. 
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The calculation of the second-order second-harmonic response 

was very short. First we used Lie transforms to calculate the second-

order second-harmonic nonlinear current. Then we used the formalism 

of section 6.3 to find the associated electric field. 

Finally (in section 8.4) we computed the third-order nonlinear 

current j« ,, and determined its effect on the evolution of the first-

harmonic amplitude. In this calculation we unified and added to previous 

work by including all of the previously know effects * and a 

previously neglected effect, self Faraday rotation, in a single equation 

for the nonlinear evolution of an electromagnetic wave in an unmagnetized 

plasma. An important conclusion of this study is that one must use a 

systematic perturbation'theory to discuss nonlinear wave evolution, 

since the heuristic method commonly in use may leave out effects com­

parable to the effects it includes. 
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9. Propagation of Test Waves in the Laser Plasma System 

In the last section w£ studied the laser plasma system. We calculated 

the nonlinear density change and the self generated magnetic field, and 

we derived the equation which governs the evolution of the laser amplitude. 

In this section we complicate matters by adding in a small amplitude 

"test wave". Our goal is to understand the linear propagation of this 

test wave in the laser plasma system. 

We are motivated by recent experiments 1-3, which use the Faraday 
4-6 rotation effect to measure the laser-generated magnetic field. In 

a typical experiment a laser propagates through the plasma until it 

reaches the critical layer (defined to be where til (x)=io), where it is 

reflected. In this process several mechanisms are present which lead 

to magnetic field generation (see ref. 7 and references therein). We 

are concerned with the so called resonance-absorption-generated magnetic 
9-12 field , the field produced mainly at the resonance layer, Gr critical 

layer. According to Eq. (8.2.6B), the self-generated magnetic field is 

large whenever the electric field amplitude Is large, such as at the 

resonance point. 
4-6 One way to measure magnetic fields is to use magnetic probes. 

Unfortunately, magnetic probes are much larger than the laser-plasma 

interaction region, and so they measure a spatially averagec magnetic 

field which is much smaller than the peak magetic field. Magnetic probes 

are small enough to measure the resonance-absorption-generated magnetic 
13 14 field in microwave simulations ' of the laser-plasma interaction, but 

the relation of such simulations to the laser-plasma interaction is not 

entirely clear. 

Thus the more direct method of using the Faraday rotation effect to 

measure the laser-generated magnetic field was introduced . This method 
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employs a small amplitude test wave, which propagates through the laser 

irradiated region, (although both waves are generated by lasers, to 

distinguish them we call the large amplitude wave the laser or laser 

beam, and we call the small amplitude wave the test wave.) As the test 

wave propagates, the quasistatic magnetic field causes its polarization 

to rotate; this Is the Faraday rotation effect. Therefore, one can 

deduce the magnetic field by measuring the angle through which the 

polarization rotates upon traversing the magnetized region. Typically, 
1-3 

such measurements yield magnetic field magnitudes of 0.1-2.0 megagauss. 

At present, Faraday rotation experiments do not measure the resonance-

absorption-generated magnetic field, because the test-wave frequency Is 

too low to allow the test-wave to propagate near the critical layer. 

However, if the test wave could propagate near the critical layer while 

the laser was present, then one might expect to see other effects besides 

Faraday rotation, since the self-genera ted magnetic field is not the only 

quantity which is driven by the laser. For example, the laser generates 

second-harmonic electromagnetic fields, and it changes the particle 

motion via the ponderomotive Pamiltonians. 

In this chapter we determine these effects systematically for the 

following situation. We study a uniform plasma, through which a large 

amplitude laser beam and a small aplitude test wave propagate. Thus, 

the first-order electric field has the form E (x,t) = £ (x,t) exp (ii|i) 

+ C exp (H|» ) + c.c, where & is the laser amplitude, £" is the test 

wave amplitude, IJJ = k.x - tut is the rapidly varying phase of the laser, 

and ij» = k . x - iii t is the rapidly varying phase of the test wave. 

Our method for determining these effects is very similar to the 

method of chapter 6, which was used in chapter 8 to derive the nonlinear 

evolution equations governing waves in unmagnetized plasma. This method 

can be summarized as follows: 
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From the first order fields we calculate the . <*cond-atder nonlinear 

currents. We separate these currents according to their rapidly varying 

phase, i.e. harmonic number. In second order (it turns out that) the 

phases do not correspond to waves, and so we find the associated electro­

magnetic fields by inverting D , as in Eqs. (6.3.50). Having solved the 

second order problem, we can compute the third-order nonlinear current. 

The third-order current can be divided into term according to their 

phase. The phases of some of these terms do not correspond to waves, and 

so the associated electromagnetic field can be found using D . Other 

terms exist with phases exp (±ii|i ) , i.e. they are in resonance with the 

test wave. Such terms modify the evolution of the test-wave amplitude 

as in Eq. (6.3.65). 

We divide this procedure into two parts. In the first-part, sec. 

9.1, we calculate the third-order nonlinear current at the first-harmonic 

of the test wave. In this calculation we keep only those terms that are 

linear in the test wave amplitude, since the test wave is assumed small. 

As a result we obtain the laser-modified test-wave conductivity, the tensor 

which gives the current at the first harmonic of the test wave when multiplied 

by the test-wave electric field. 

In the second part of this procedure, sec. 9.2, we determine the effect 

of the laser-induced conductivity on the evolution of the test-wave. We 

find a number of new effects. One of these effects is that an electromagnetic 

test wave acquires a longitudinal part. In addition, the test-wave polari­

zation changes as the test wave propagates through the laser-irradiated 

plasma. In part this polarization change is due to Faraday rotation by 

the laser-generated magnetic field, but there are also other effects which 

are not simply a rotation of the test-wave polarization. For example, an 

initially plane-polarized wave can become circularly polarized. Thus we 
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conclude that the inference of the resonance-absorption-generated 

quasis tat ic magnetic f ie ld from measurements of the polarization 

change cannot be accomplished by using only Faraday rotat ion theory. 
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9.1 Conductivity of the Laser-Plasma System 

9.1a First Order 

The first part of the problem is to calculate the currents pro­

duced by the test wave in the laser plasma system. This calculation 

is similar to the calculation of section 8.4a, so the reader may wish 

to skip to the result, Eq. (9.1.67-68). 

The first-order vector potential is assumed to have the form, 

A^J.tO = flL (x,C)e *,+tft.(x,t)e c + c.c. , (9.1.1) 

whore • E k.x - nit and fli = k . x - m t . Therefore, the f i rs t -order 

Hamiltonian i s 

^ (q,P, t) = hj^Cq.p.t) + h t l ( q , p , t ) , (9.1.2) 

where 

h ^ q . p . t ) = - e v Q - j L ( q , t ) e + c .c . (9.1.3) 

and 

^ l ^ S ' ? * ^ = -ev Q • ^ t ( q , t ) e + c .c . (9.1.4) 

In these equations we have introduced notation that we will use 

throughout this chapter. The subscript L denotes quantities that are 

independent of the test wave amplitude, i.e. quantities associated with 

only the laser. The quantities of Chapter 8 are all of this sort. The 

subscript t denotes quantities that are linearly dependent on the 

test-wave amplitude. A quantity with neither the subscript L nor the 
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subscript t is the sum of tbe laser quantity and the test wave quantity. 

The rest of the notation is identical to that of previous chapters. The 

first numerical subscript refers to order, and the Greek letters X and 

V refer to linear and nonlinear. 

Using Eqs. (9.1.2-4) we calculate the remaining first-order quantities. 

Integration along an orbit gives w.: 

(9.1.5) 

^ L lev - f l e 

l g y 4 t 
" t i " " 

Next *->e compute f. = - [ w - j f - } : 

1*, 
tfx- 8 £ , 

"LI 3p 

3 f ° . 
~— + c .c . 3p 

[ t l k t 
V v-o - "t 

3 f ° . 
~— + c .c . 3p 

(9.1.6) 

l e v - • l e 
~° ~ t + c.c. (9.1.7) 

(9.1.8) 

^ + c . c . (9.1.9) 

(9.1.10) 
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°1 " °U + "tl ' . (9.1.1X) 

where 

n ^ = ^-jjp + c.c. + OO^v'/un (9.1.12) 

and 
1* 

V - " 4:e 2 2 2 

n t l = - — + c.c. + o(k^/u,p , (9.1.13) 

• and the current j = I d p (n0f 1 + n, f ,) : 

(9.1.14) 

2„ **L 2 2 2 
j L 1 = - n 0 e ^ a ** + c .c . + 0(k Vj/iu ) , (9.1.15) 

2/, **t 2 2 2 
j t l - - n Q e tfte + c .c . + 0 ( k ^ / w p (9.1.161 

The laser density IL vanishes since k • «. = 0 . However, we do not 
require k • Q = 0 at this time. 
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9.1b Second Order 

The second-order calculation proceeds in the usual manner. First 

we compute the second-order nonlinear current. Then we use D to 

late the second-order linear quantities. 

The second-order quantities are of three types. There are terms 

quadratic in fl (denoted by subscript L2) with phase 0 or phase 2iJ/ . 

These terms were calculated in sections 8.2 and 8.3. There are terms 

quadratic in fl * which we ignore, since Q is small. Finally, there 

are terms bilinear in flL and (i (denoted hy tt.2 subscript t2), which 

we calculate here. For example, from Eqs. (7.2.25) and (9.1-1) we 

obtain 

where K 2 v 0 and h., , are given by Eq. (8.2.6) and Eq. (8.3.1), and 

where 

ht2W • " V ^ L • ft. - Yo * fco *J " + — (9-1-18) 

h
t2v- = C V ^ L - a t - v 0 - d L v 0 - ( 3 t ] e t L

+ c . c . (9.1.19) 

(Note that the final subscripts ± refer to the phases i|»+ = i(t ± iff . 

For convenience we also define k + = k ± k and DJ+ = u ± u).) 
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To calculate the effects of the second-order test wave quantities 

we must first examine the second-order nonlinear Lie transform equations, 

W -1 HF + {wt2v±-ho}> • * W + 1 { " r h i } t ± • ( 9 - 1 - 2 0 ) 

which are obtained by extracting the t e s t wave part of Eq. (7.2.31). 

The terms on the r ight side of (9.1.20) are rapidly varying if 

k +v « oj+ i s s a t i s f i ed . The "+" inequality i s easily sat isf ied since 

k,v. = |k. + k| v_< (k + k)v_ = — (k.c + kc)< — (u + w) 
+ I ' ~ t - i t 1 C + C t 

— u. (9.1.21) 
c + 

(vT/c)(ta+/|tii_| ) « 1 is satisfied as we see from the relation, 

n—i— < — i-h- - (9.1.22) 

Therefore, as long as to is not too small (i.e. the test wave frequency 

is not too close to the laser frequency), the right hand side of (9.1.20) 

is rapidly varying, and we may choose K _ + = 0 and compute w _ by 

integrating the right side of (9.1.20) along a trajectory. 

Before computing w _ , let us look ahead to the calculation of 

j - , which, from Eq. (7.2.35), is given by 

W = 2 / d 3 p ?0 ft2,± + «/ d 3» (:i fl>t± • ( 9 - 1 - " ) 

For simplicity we calculate 3r-jv+ only to zeroth-order in the quantities 
2 2 2 2 2 ' 2 2 2 2 2 k v /w , k v /oi", k+v_/u)j_, and v /c , all of which have been assumed to 
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be small. Essentially chls means ve axe keeping only those terms which 
2 are zeroth order in v . To calculate the first Integral In (9.1.23) 

we need f t 2 v ±- F r o m ^1- (7.2.32) this Is given by 

ft2v± = - i { W ' V + i { w i - { v V } t ± • 0.1.U3 

(F _ vanishes since K _ . vanishes.) Therefore, the first integral 

of (9.1.23) is 
i 

e / d 3 " ?o £t2v± " e / d 3 P^o " I ^ W V +1 WK-W • 
(9.1.25) 

The last term in Eq. (9.1.25) gives no contribution to zeroth order in 
2 V 

p, and that the two Foisson brackets can introduce at most two p de­

rivatives. Thus the quantity v_{w_ ,{w-,f_}} is at least first order in 
2 p, and so its integral is at least of order v (since f is isotropic, 

odd moments of p vanish). Hence we have, 

/
A3 e e A 3 3wt2v± 3 f 0 , a n „,, 
d P Y 0 ft2,± = - i y d P Z o - S g " 3T ( 9 - 1 ' 2 6 ) 

2 to zeroth order in v . Integrating this term by parts, 

e / d 3 p YO £

t 2 u ± = I e / d 3 * f

0 i • <-Tpv • "-1-27' 

we see that we need w _ only to zeroth order in p in order to find 
2 

j 2 + to zeroth order in v . 
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we fliid w t 2., + by Integrating the right side of (9.1.20) along a tra-

order in p of v _,+ equals the leading order in p of the right side 
of (9.1.20). "Thus we need to calculate h „ + + -r {w 1,h 1> only to 
zeroth order in p. From Eqs. (9.1.18) and (9.1.19) we ohtain 

ht2v± = e % . ' 4t e + C ' C - (9.1.28) 

and 

i* 
h. t2 •^•^.e + c.c. (9.1.29) 

and from Eqs. (9.1.2-7) we find that {w_,h..} vanishes to zeroth order 
in p. Thus Eq. (9.1.20) yields 

1 •} **+ 
" i W t 2 v t = l e ^ L " ^ t / Q 1 + ) e + c- c > (9.1.30) 

1 ? * i*-
f w t 2 v _ = ie" C ^ - ^ / u J e + c.c. (9.1.31) 

to zeroth order in p. 
At this point we have everything needed to calculate the nonlinear 

current density and charge density. From Eqs. (9.1.27) and (9.1.30-31) 
we find 

e/ d 3P 10 W - A A A • y V * ̂  + "• "-1-32' 



209 

and 

/
3 3 J> 1 * -

d p v„ f t 2 v_ - e J n 0 k _ ( g - flt/U_)e + c .c . (9.1.33) 

From (7.1.24) and (9.1.23) we find 

f 3 3 i * + 
e J d J p ( v 1 f 1 ) + = n Q e 1 J L ( k t • Qjuje + c . c . (9.1.34) 

and 

e / d 3 p ( v ^ ) , - n 0

e 3 ^ L ( k t ' 4 t / , , 3 t : ) e " + c - c " (9.1.35) 

Combining those resu l t s in Eq. (9.1.23) we obtain 

3 **+ 

3 * * **_ 
2.2V- = V l - -?L * - t / U ) - + "lit ' 4 t / u t ] e + C - C - (9.1.37) 

Using continuity [n _ = k • j _ /(eai+)] we determine the second-

order nonlinear test wave density perturbation: 

nt2vf " n 0 e 2 I k ^ L • Qt'"l + k + • 4 Lk t • A t/ < "+ V 3 e + + c •c • 
(9.1.38) 

nt2v- = V [ kA" V"1- + k-- 4 L

k t ' ? t / < u . u

t > ] e + '- = -
(9.1.39) 
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Finally, we restore ordinary units (m * 1 and c ̂  1) in Eqs. C9.1.36) 

and (9.1.37): 

3 2 2 i*+ 
j t 2 v 4 . = nfle m c [ k ^ • AJa^ + ff^ • AJwJe x + c.c. (9.1.40a) 

1 -2 -2 * * ^ 
Jt2v- = V m C ^ - C ' £t / a l- + 4it " V ^ t ' 6 " + c-c- < 9- 1' 4 a b> 

-2 We note that the factor m in these expressions causes the ion current 

to be insignificant. Thus we are justified in using the above expressions 

The next step in the second-order calculation is the determination 

of E- from j_. The electric field E„ produced by j „ has the form 

E c 2 = e c 2 +(x,t)e +? c 2_(x.t)e + c.c. , (9.1.41) 

w h e r e , i n ana logy to ( 6 . 3 . 5 2 ) , £ _ + i s g iven by 

?c2± = " I£" 5 ^ v V '«.t2V± . (9.1.42) 

fet2 + , 2 2 . 2 , 2 2. 2 (U), - id )mc u t u , - m )mc + e t + e 

^vA-vvfe'^ 
u (OJ, - m - k c )mc ( 9 . 1 . 4 3 ) 

t + e + 
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and 

K°<&-&-<k. ^ v - ^ - - f e t - a t 
&r" ~ •" " i + t 2 - . 2 2. 2 , 2 2. 2 (UJ - a )mc ID (̂OJ - CO )mc - e t - e 

+ • " 2 2 2 2 1 • C- 1 -**) OJ (to - a) - k c )mc t - e — 

In these formulas we see another r e s t r i c t ion . The resonance denominator 
2 2 2 2 2 2 2 2 

w+ - (D (- k + c ) causes our r e s u l t to blow up for u+ ~ to (+ k + c ) . This 

corresponds to the three wave interact ion of the laser and the t e s t 

wave decaying into a wa\ of frequency UJ+ and wave vector k + . The 

treatment of this case requires different techniques. For our purposes 

we simply assume that the three wave resonance condition i s not met. 

To complete the second-order calculation we must find the second-

order l inear quant i t ies , for which we use Eqs. (7.2.28-31). We f i r s t 

use (7.1.22) to find h . : 

d t 2 ± = £ t 2 ± / < ^ ± 0 • (9.1.46) 

The second-order l inear calculat ion paral le ls the f i r s t -o rde r l inear 

calculat ion. In analogy to (9.1.5-16) we find 

i e p ' d t 2 ± e ~ (9.1.47) 
Wt2A± = V + c " c -
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**+ 
nt2X± ^ + c" c- (9.1.48) 

2„ **+ 5t2X± = " V «t2+
 e " + c-c- (9.1.49) 

2 to the lowest order in p ant' v . 
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9.1c Third Order 

Finally we are prepared to calculate the third-order nonlinear 

test-wave current. Since this current is linear in J and quadratic 

in fl_ , it contains terms with phases t|> ± ik. ± I|L . Here we keep only 

in those terms with phase I|J , i.e. the terms in resonance with the 

first-order test-wave electromagnetic field. These terms modify the 

test-wave evolution in third order. The remaining terms simply give 

rise to self consistent third-order fields with phases ty ± 2tk,. For 
2 simplicity, we calculate j _ . only to zeroth-order in v . 

Combining Eqs. (7.2.75) and (7.2.77) and selecting the test-wave 

terms, we obtain 

itav - *f^ V - i f» 0»-V + \ t-i.<-2'£o»t - 1 <- rt»i.t-i.v } }t 

- { » a , y i + e f d \ l ( Z l f z + v 2 f l ) t : + v c 3 v f 0 ] .(9.1.50) 

which is calculated via 

0 

3 t3v j dt M 0(T)[h t 3 v + \ {w1,3h2+{w1,h1}}(.] . (9.1.51) 

The above equation is obtained by"extracting the test-wave terms from 

Eq. (7.2.26). We now proceed to evaluate j _ term by term. 

Following the development from Eq. (9.1.26) to Eq. (9.1.27), we 

find the first terra in (9.1.50) to be given by 
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2 » 
to zeroth order in v„, where we need wfc- only to zeroth order in p. 
Thus we need the quantity in bracket in (9.1.51) only to zeroth order 
In p. From (7.1.21-23) we find 

2 * 1* f 
ht3u = e«L-<?t2- +«I.-<?t2 +

+<2t-W e + c " c - W- 1- 5^ 

to zeroth order in p. The next terra Is obtained by using Eqs. (9.1.5-7) 
and (7.1.22). The result is 

3 * * i* 

to zeroth order in p. The last term {w_ ,{w. ,h..}} vanishes to zeroth 
order in p. Inserting these results into (9.1.51), we find 

1 . . ie 2 

' ! • «t2- + «L ' A t 2 +
+ 4t • *L20 + t <5-• £ L £ • 4 t 

ii|) 
*+'&L-(lt>U t + c.c. (9.1.55) 

This expression can be inserted into (9.1.52) to obtain 
_3,_ 

L20 
/" n e 3k 

i e y d3p v 0 { w ' t 3 u , f 0 } = ̂  tfL • 4 a . + £ • <it2+ *qt • A, 2 ) 

+ 5 f t t ' ^ - « t - t t - ^ - 4 t » e * | , t 

i n n e „ ^ 
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Bote that we have kept the 7 \ , term since i t 1B zeroth in WT71n|tf| . 

Integrating by parts, we find the second term on the right side 

of (9.1.50): 

1 /"j3 r r * it 1 /".3 , 3 r

3 "2 3 . 8 w l , 

2 e y d p y w i - { w 2 ' £ o } } t = 2 y a p fo 3?- V 3E *r -° 
a z w , 3w 

+ . . • T^ V J , • (9.1.57) 
3q <)q 3p ~0 Jt 

By straightforward calculation we obtain 

I V p ~ o { w r { w 2 - f o } } = " S — t ^ 

fll!AVflL ^t - ~ L ~ £ ~ + L ] e L + c.c. (9.1.58) 
(JJ 

The third term - -r e / d p v_L. f_ vanishes to zeroth order in p b -0 1 u 
as one can see by using the same reasoning as was used in the paragraph 

following Eq. (8.4.12). 

To calculate the fourth terra in (9.1.50) we evaluate the Poisson 

bracket, integrate by parts, and so obtain 

-=/" 3p y»ti.FL2> - - f /> 3 p £

0

[KL2 i • h l f v 
3w 3K 

where we have used F = -K.* fn' T- S i n c e t h e factor (1/T) is present in 

(9.1.59), we must expand the quantity in brackets to 0(p ) to obtain a 
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2 result valid to zeroth order in T (i.e. v_). In addition we allow the 
gradient in the quantity 3K_„/3q to act only on A_„ Q for reasons we 
have discussed previously. Evaluation of (9.1.59) gives 

+ Ht• 7 W \ l e + 2 v V e i l r + e W 

i ^t i 

+ A^k,. • d t / V e + c - c - C9.1.60) 

Following the development from Eq. (8.4.15) to Eq. (8.4.17), 
we find the fifth term In (9.1.50): 

•/^Wt = - f n 0 e \ l ( e Z | ?Li 2 + "W " ^'Wt 

- n c 2 +

e Z « * - » i t 2 - e 2 « L I e t + c - c - " - 1 - 6 " 
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Here, t 2 ± i s the amplitude of n ,+- Using Eqs. (9.1.39,40, and 47), 

we can rewrite (9.1.61) i n the form 

e / d 3 " <»l £2>t " - e 2 ^ t [ n L 2 0 + ! n 0 ( e 2 ! 4 . | 2 + ^ O 5 ' 6 1 ^ 

- n Q e 2 d L [ e 2 k ^ • IXJ^ + e \ -A^k,. • f l t / (u_u t ) 

- ek_ • g t 2 » - n ^ ^ k ^ • fl^u,* 

, i * 
+ B \ • & i t • f l t

/ ( u + u t ) " e5+ * ?t2+ /" i+] e + c - c -

(9.1.62) 

Following the development from Eq. (8.4.19) to Eq. (8.4.20), we 

find the sixth term in (9.1.50) to be given by 

/
3 2 3 „ ^ t 

d p ( i j y , . = - e ( A 2 0 n 1 ) t - n„e A ^ • « a / » t ) e + c " c (9.1.63) 

p. Using (7.1.26) we find 

e / d 3 > W o - v*"a t -&^ +<?t-«L?L+ fltift.i2!-1*'+ = • - = • 
(9.1.64) 
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We now collect the formulas (9.1.56,58,60,62-64) to obtain the 

total third-order nonlinear test-^wave current amplitude: 

<Lv - - " ^ I - I M + v 2 ieLi 2 ( f - k t / u 2 ) + v w ! - k2/"t> i 

+ n 0 e 2 |T? L [e^* - ^ ( 1 - kf/uf) - e \ t -Q.^- £,./&>_••;,.> + ek_ •« t Z _/w_] 

+ n 0 e 2 a*[e 2 f l* - ^ ( 1 - k 2 /ai 2 ) - e 2 ^ -A^t •A 1/C<V 1t ) + ek + • a t 2 + / u + ] 

+ ( n ^ ^ I Z C e 2 ! ^ ! 2 + e * L 2 ( ) ) k t - ^ + . ( & - f i t 2 _ + fl* - 0 ^ 

" e 2 ( k t * & £ -Qt / U - + k t • ̂ . ' «t / 04> ] 

+ i V 3 ? L 2 0 X ^ t / a l t • " - 1 " 6 5 ' 

At th is point we res to re ordinary uni ts (ra =£ 1 and c =£ 1) : 

2i/) | 2 , 2 4 W 3 , 2 2 . 2. 
At*,' - ( ^ t / m c ) t n L 2 0 + ° 0 ( e 2 ^ | 2 / ™ 2 c 4 ) ( ! - k t c 2 / " 2 ) 

n 0 C e * L 2 0 / m c 2 ) ( k t c 2 / ( , , 2 - f ) ] 

+ n 0 (e 2 f l L /mc)[e 2 f l^-f l t . ( l - k 2 c 2 / u 2 ) / ( m 2 c 4 ) + ek_ • rft2_/(ncuj 

e 2 ^ • a ^ k t - f l t / C n i 2 c V " t ) ] + 



219 

+ n 0 ( e 2 ^ / m c ) [ e 2

j J L - a t . ( l - t | c 2 / i ^ ) / 0 » 2 c * ) Vek + - t f t 2 f / («c i i> + ) 

e \ 'liit' Qt/(^\<icn 

+ ngCeAyw, . ) ie2<0L • &^_ + fl* • flt21.)/(m2c4) + 

+ 2ek t • « c ( e 2 | ( l L | 2 / m c 2 + e J ^ / d A ^ c 3 ) 

e 3 ( t t ' ? l£ * #t/'"- + £t * £&. - flt/°>+)/fr,3c5) ] 

" " o ^ U O ^ t " " 2 " / 1 • (9.1.66) 

to be insignificant. Hence Eq. (9.1.66) with e = - e n gives essentially 

the total current. We now make this substitution (e = - e n ) , use 

Eqs. (9.1.40a-40b), and £ - ioluVc in the above formula. The result is 

<Jt3v " °2 * St "-1"67' 

where a„, the laser induced conductivity is given by 

V e 0 * L 2 0 / m < : 2 ) ( f - f c t c 2 / u , t ) ] 
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- i u L G ^ ( n 0 e g / n u t ) { e J | ^ | Z [ l - kV/Cfc) 2 - u * ) ] / m V c 2 } 

- l 0 * u L ( n o e ^ / M O t ) { e 2 | e t J 2 [ l - k 2 c 2 / (u> 2 - u

2 ) ] / m 2

U

2

c

2 } 

" 5L20 " I n 0 e 0 / m 2 w 2 c 

+ 1 k t ^ c V i o / , n u t ) [ e o k t I E t J k t -{^J^l - « 2 ) - " 2 ^ t ] 

A 0 9 9 ** A O 0 0 0 

+ i k t G i ( n o e o / m l t ) [ e o k t l f i l k t " ' 5 L W + / ( U ) + " u 2 > 2 u , \ 1 

+ i G L k c ( n 0 e 0 / n u ) t ) [ e 0 k t | £ L | k t - £ L u + / ( i o + - we)m u i^] 

+ i k t k t C n O e 0 / r a U c H " 2 k t ( e o l £ L | 2 / m ^ 2 " e 0 * L 2 0 / m ) / 1 " 2 

+ (u i 2 e 2 k 2 /m 2

U

2 u 2 ) l | k_ - t L | 2 / ( o i 2 - w2) + I V £ , J 2 / ( u 2 - u 2 ) 

+ |k_ x E j W - U

2 - k 2 c 2 ) + | k + x CL^ /CU, 2 - u

2 - k 2 c 2 ) ] } 

(9.1.68) 
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and where the quantities n_ _, $ „ , and B 9„ are gi^an by 

Eqs. (8.2.47, 49, and 68). 

To conclude this section, we note a few properties of a„- Two 

2 
the f i r s t term, i l i L . - e J i n w , i s the change in the conductivity due 
to the quas is ta t ic density perturbation caused by the l a se r . The 

3 2 2 2 

fourth term, - B „ * I n en/(m ti) c ) , is the change in the conducti­

vity due to the quasistatic magnetic field caused by the laser. How­

ever, the remaining terms cannot be simply interpreted. Secondly, we 
2 note that all of the terms except for iln.„-e /moi are of zeroth order 

2 

V 
discussion of Faraday rota t ion, then a l l must be kept. F inal ly , we note 

thate the laser completely destroys the symmetry of the conductivity. 

Whereas the unperturbed conductivity can be diagonalized by t rans­

forming to a coordinate system where k is along an axis , the laser 

induced conductivity cannot be diagonalized by any t r i v i a l transformation. 
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9.2 Test Wave Propagation 
1-3 Motivated by the Faraday rotation experiments, we wish to 

analyze the situation shown in Fig. 1. A large amplitude laser pro­

pagates through a plasma. A test wave propagates across the laser 

irradiated region. While propagating, the test wave polarization 

is to calculate this polarization change- Our calculation closely 

parallels the development of sec. 8.4b. The test-wave evolution is 

taken to be governed basically by the homogeneous plasma equations. 

The effect of the laser induced current j is calculated perturba-

tively by using the formalism of sec. 6.3. 

The first step in this formalism is the projection of £_ along 

the eigenvectors of D(k ,OJ ) - We are interested in the case where 
=3 —t t 

the unperturbed test wave is transversely polarized as in the Faraday 

rotation experiments. Thus we assume that D. (k ,0) ) = 0, c.f. Eq. 

we assume C ~ C to first order, where k " £. = 0, i.e. £ is 

dimensional vector in the plane perpendicular to k . The next step 

is the calculation of the effect of j on £ . From Eq. (6.3.59) we 

find the third-order longitudinal current driven by j , : 

II 4nik -lI 4*ik -a • £ 
-t3 Vn^c'V W W 
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and from Eq. (6.3.65) we determine the evolution equation for the test-

wave amplitude in the presence of the laser: 

a 1 -1 4 l T i C l " ^,-V 'if-lM 
3 t ~ ^ 2 ^ t -* tML (kt) 

4*1(1 - k tk t) * g 2 " ^ 
i5>7 (k t) 

C9.2.2) 

The functions v^, d^, and u)D̂ » which appear in these equations, are given 

by Eqs. (8.4,51-53), and a„ is given by Eq. (9.1.68). 

Eq. (9.2.1) states that the test wave acquires a longitudinal part 

while it is in the laser irradiated region. This effect is of minor 

importance and will not be discussed further. 

Eq. (9.2.2) shows how the test wave propagates in the presence of 

the test wave. For our purposes, we may neglect the dispersion term 

d:VV , since the test wave beam typically has a very narrow spectrum 

id k space. In addition we restrict ourselves to the steady state problem. 

As a result we obtain the equation, 

£ % (kfc) 
(9.2.3) 

where I = 

charac te r i s t i c s . We define s to be a coordinate along v (k ) and so obtain 

1 kVi ~ 2 ( s ) "^ C 9 - 2 - « 
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where H, a two by two laatrlx in the plane perpendicular to k , is given 

by 

H - - 4iTl^. o 2.lJ/[v 1(k t)uD 1(t t)] . (9.2.5) 

(We are justified in right multiplying a by I , since k •£ = 0.) 

Inserting the formula (9.1.68) into (9.2.5) we obtain 

H =• I • ( la + ib x l b + fi,uTa + iLtLB)' I 1 , (9.2.6) 
2 » t ~ — L L L L s t 

where 
2 

"e . , 2,„ , 2 . 2 2 2 W I 2 2 , 2 7, 

2k c 

+ V e 0 \ 2 0 / m c 2 ) ( k t c 2 / U ) t - ! ) 1 ( 9 " 2 - 7 ) 

b - WK.J " - 2 - 8 > 

b • 2 e 0 B L 2 0 M e / ( V C \ ) ( 9 " 2 - 9 ) 

a = - [ u i ^ ^ / U k ^ V u ) 2 ) ] ! ! - k 2c 2/(a. 2 - u 2)] (9.2.10) 

B = - t i A g l g J ^ U k ^ m V m i " k 2 c 2 / (u 2 - J ) ] , (9.2.11) 
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Formulas for the quantities n^n $ j-', and Bj_- are in the preceding. 

chapter, Eqs. (8.2.47, 49, and 68). 

We note that the matrix H i s manifestly hermitian. Therefore H 

can be diagonalized, 

2 

H(s) = > H (s) u (s) u*(s) , (9.2.12) 

a=l 

in terms of real eigenvalue H (s) and orthoraounal eigenvectors u (s) . 

The hermiticity also implies that the solution 6 (s) of Eq. (9.2.4) has 

constant magnitude: (3/3s)|f (a) | = 0. 

In general, Eq. (9.2.4) is not amenable to an analytic solution. 

Of course, one can always integrate (9.2.4) numerically. However, to 

gain physical insight we study a special case which is analytically 

tractable. We assume that the eigenvectors u of H are independent of 

s, although the eigenvalues do depend on s. This condition is not un-

physical. It holds whenever the directions of £ and B are uniform, 

even though their magnitudes vary from place to place. 

Invoking this condition, we find that the solution to (9.2.4) is 

, ~ - K M s ) « -±*,(s) 
C t(s) = u ^ e l + u 2£ 2e Z , (9,2.13) 

where £.. and t, are constants, and 0. (s) and d>„(s) are given by 

s 
4 a(s) = / ds' Ha(s') . (9.2.14) 

The ver i f ica t ion of th is solution i s t r i v i a l . Now we require the test 

wave to have polarization e, a t s , , c (s . ) = |& je . Then we find that 
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the polarization of £ at s, is given by 

e £ = UJUJ^ • e.e + u ^ • e ^ , (9.2.15) 

where Che phases $.. and <f>? (no agrument attached) are given by 

, - / ' ds' H (s*) . (9.2.16) 

i 
We interpret this solution as follows. Outside the irradiated 

region (s < s or s > s_) the electromagnetic test wave is degenerate; 
there are two polarizations with the same dispersion relation. Inside 
the irradiated region (s. < s < s f) the laser induced conductivity a 
breaks this degeneracy. So the test wave splits into the two polari-

numbers, i(3/8s) = H or H_, and as a result, the two polarizations 

Regarding this result we note that the identity portion of H does 
not affect the final polarization. To see this we rewrite (9.2.15) in 
the form 

-i(<J) -Hfr )/2 « ~* ~ _ , ~ „ A ~ ,, 
e f = e X [ W V + U 2 U 2 ' e i e ] * (9.2.17) 

h 
\ J d s ' f H i (s

1) - H z( 5')] - (9.2.18) 
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u_, and we change the eigenvalues by adding K to each: H -*- H + K. 

This change does not affect the relative phase <£. It only affects the 

overall phase ij> + d> , which is not observable in a polarization 

measurement. Thus we may change Eq. (9.2.4) to 

i IrCt = H' -€i , (9.2.19) 9s St 

- 1^ • (ib x ib + u^u^a + UTUTB) (9.2.20) 

reference we define the transfer matrix, 

n "* -id) '* ~* id) u E u ^ e 1 , p + u 2u 2e 1 ( P , (9.2.21) 

which gives the final polarization via 

e f = U • e . (9.2.22) 

We note that U is unitary, as it should be since H is hermitian. 

Let us now apply this formalism to a few examples. First we treat 

the familiar case of Faraday rotation, i.e. we arbitrarily set a = B r 0 

in the expression (9.2.19) for H : 

(9.2.23) 
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The second equality in the above relation follows from the use of 

vector identities. At this point we choose our coordinate system such 

H = bk • b I 

L 1 °J 
This matrix has eigenvectors, 

e ± E V 2 i x ± i y ) 

(9.2.24) 

(9.2.25) 

and eigenvalues 

H± - ± bk £ • b 

Thus the transfer matrix D i s given by 

(9.2.26) 

D = ( e + e_e _ 1 * + e ^ e 1 * ) 

cos ty - s in i 

sin 0 cos 
(9.2.27) 

ff - e u 2 f E 

I ds' b b-k = A — 2 - S — I ds' k • 
J c z mc""w k J -L20 (9.2.28) 

The last equality follows from use of Eqs. (9.2.8) and (9.2.9). We 

see, from (9.2.27), that the polarization undergoes a rotation by angle 

(J), which is determined by (9.2.28). This result agrees with standard 

theory. 
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Having verified the familiar case of Faraday rotation, we move 

on to another example. This time we assume that the laser is circularly 

polarized, and that k and k are nearly parallel. Let us write H in 

the form 

H' =I i
t.[|(a +S)(G Lu* + G*^)]-I1

t; 

+ I1,.- {i[i(a- BHu^xi^ + bb]xi} • 1^ . C9.2.29) 

Since the laser is circularly polarized, we have 

i^u* + u j ^ - (I - kk) , (9.2.30) 

and since k is nearly parallel to k, we have 

I* • (I - kk) • I* « 1^ . (9.2.31) 

Thus the first term in (9.2.29) can be ignored since it is proportional 

to the identity matrix for the plane perpendicular to k . The second 

term in (9.2.29) is identical in form to the expression (9.2.23). Hence 

the results are similar. The polarisation rotates by angle 4>, but now $ 

is given by 

/ • • 
ds ' Ibb • k t + i (a - BHujNi^- k t ] . (9.2.32) 
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The additional rotation can be accounted for by invoking the presence 
of a "pseudomagnetic field" B given by 

mc U) k ^ „ 
B = ~ (ot - 8)11^ " i ^ 

e-di 0 e 

,rC**e ^ i 2 2 u 2 2 

° ' 2 ^ t-^ J -~2 J ] " (9.2.33) 
2mao til, - u a - to + e - e 

Of course, B is strikingly differeat from a true magnetic field in that 

its magnitude depends on the frequency and wavevector of the test wave 

used to measure it. For order of magnitude purposes we neglect v in 

Eq. (8.2.65) and so obtain 

|B'| til to k?c 2 k j : 2 

.r^-. = 7 T 1 - 2 — 2 " -f~^i J • < 9 - 2 - 3 4 ) 

!5L2o' ^ e u + - " e ^ " ""e 

We see that by proper choice of k and ui , this ra t io can take on any 

value from - « to + », (Actually, we have made approximations such as 

(9.1.22) which r e s t r i c t the var ia t ion of this ra t io to some several 

orders of magnitude.* Hence Faraday rotation can be completely masked 

by pseudo Faraday rota t ion, i . e . the contribution to $ of B . 

F inal ly , we t reat a third example to i l l u s t r a t e other possible effects. 

We examine the case where k = z, k = x, and the laser i s plane polarized 

in the y direct ion, i . e . IL = IL = y. In this case Eq. (8.2.65) implies 
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matrix in the x-y plane: 

ri on 
H = ( a + B) ••' 

Lo oj 
(9.2.35) 

Obviously, the eigenvectors of H are x and y, and so, from (9.2.29), 

the transfer matrix is 

U = x x e" 1* + y y e 1* , (9.2.36) 

where, from (9.2.18) $ is given by 

?f 
i (s ' ) + B(s')] = | / ds'Io. 

s i 

I 
2 2 . 2 2 , 2 2 / f 

0) e k c k c / = - 7 r n r 2 [ 2 - 7 T ^ r -TT^TT ' / d s ' Kw 

4k.c m to (to. - ai ) (a - to ) ./ t T e - e s . 
>l2 

C9.2.37) 

Now let us suppose that £T is initially plane polarized at 45" to the 

x axis: 

e = (x + y)/ /I . (9.2.38) 

Then the final polar izat ion i s given by 

e f = (xe" 1 * +yei<t>)/ J2 . (9-2.39) 
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We see that e f is plane polarized for <J> » m /2, circularly polarized; 

for <fc = (2m + l)ir/21 and elliptically polarized for other values of 

$. This is in contrast to the Faraday rotation effect where the 

final polarization is always planar, though rotated. 
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9.3 Sumnary and Conclusions 

By systematic perturbation theory we have obtained the conductivity 

of the laser-plasma system (9.1.68) to second order in | £ | and 
2 - -~J 

zeroth order in v_ 3 and we have used this conductivity to derive the 

equations of evolution (9.2.1) and (9.2.2) for a test wave in the laser 

plasma system. The laser induced conductivity causes two basic effects. 

First, an electromagnetic test wave acquires a longitudinal portion. 

Secondly, the laser-induced conductivity breaks the degeneracy of trans­

verse modes in an unmagnetized plasma. 

Then we used our formalism to calculate the change in the polari­

zation of the test wave as it propagates through the laser irradiated 

region. We noted that the polarization of the test wave can change in 

a number of ways depending on the characteristics of the laser (u_ , k, oi) 

and the characteristics of the test wave (e , k . tu ) . For example, 

the polarization may be rotated by the laser generated magnetic field 

B 0 f. and the pseudomagnetic field B , or the polarization may change 

its character from planar to elliptical as in Eq. (9.2.35). These 

effects are all comparable. Thus, a Faraday rotation measurement: of 

the resonance-absorption-generated magnetic field does not just measure 

B , and the analysis of Faraday rotation measurements of laser-generated 

magnetic fields is more complicated than previously believed. 
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10. Nonlinear Wave Evolution in Magnetized Plasma 

A thorough discussion of nonlinear wave evolution in magnetized 

plasma requires much more labor than does a similar unmagnetized-plasma 

discussion. In magnetized plasma there are more waves: HHD, cyclotron, 

ordinary, extraordinary...; and the description of a problem involves 

no re parameters: gyrofrequency, gyroradius, k., k.., . To keep 

this chapter reasonably short we do not fully explore nonlinear wave 

evolution in magnetized plasma, but we do discuss the basics. We 

construct the machinery needed for the magnetized-plasma discussion, 

and we obtain a few simple results. 

We begin by discussing the unperturbed problem. We introduce 

convenient variables and wa construct the time development operator. 

We discuss the Hamiltonian formulation of magnetized-plasma Vlasov 

theory. Next we discuss linear theory; we find the response to 

wave-packet perturbation. Here we see what approximations are required 

by the formalism, for example: How slow is slowly varying? We also 

correlate our results to the more common velocity-space Vlasov theory. 

Here and throughout this chapter we use nonrelativistic theory. 

The third and final section is a discussion of some of the non­

linear effects that occur in magnetized plasma. Using the K~x theorem 

we derive the ponderomotive Hamiltonian and we discuss sorat of its 

effects such as: ponderomotive particle drifts and the nonlinear 

gyrofrequency shift. We find the second-order quasistatic density 

perturbation caused by the ponderomotive effects. Finally, we use 

the heuristic method for including nonlinearity to derive the evolution 

equation for magnetized plasma waves including the nonlinear quasistatic 

density depression. 



235 

10.1 The Unperturbed System and Convenient Variables 

When calculating the generating functions w , we must integrate 

along the unperturbed trajectories. To facilitate this process we 

should choose variables for which the time development operator has a 

simple form. In the unmagnetized case the variables £, £ are well 

suited since the time development operation is simple translation in 

JJ, but in the magnetized case the time development operator involves 

gyration, and other variables are more convenient. 

The unperturbed nonrelativistic Hamiltonian for a uniform magnetic 

field is 

h_ = \ (p - eA_(q))2 (10.1.1) 

where the vector potential is given by 

Vq) = W (10.2.1) 

for the magnetic field B^ = z B_. For this system convenient canonical 

variables are (Y,P), ($,.1), and (q,p), defined by the relations 

%L 
= p / n + V2J/C ! s i n 

D = 75JJ cos $ 

S = Y + , /2J/C1 cos <j> 

p y 
= p 

\ = q 

P , = p (10.1.3) 
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pos i t ive ly charged par t ic les have pos i t ive J . In th i s system the 

unperturbed Hamiltonian i s 

h . = ftJ + ^ p 2 . (10.1.A) 

The physical interpretation of these variables follows from 

(10.1.3) and (10.1.A). The x guiding center position is P/fl, the y 

guiding center position is Y, flj is the perpendicular energy, and 4> 

is of course the gyrophase. 

Sometimes we use the q gyrocenter X = P/fi and the gyrospeed 

v = y2£2J instead of the variables P and J. With these new variables 

the transformation (10.1.3) becomes 

q = X + (v/S3) sin $ 

p x = v cos $ 

a = Y + (v/Q) cos <J> 

P y = <2X 

P z = P . (10.1.5) 

However, the variable pairs (Y,X) and ($,v) are not canonical; instead 

we have {Y,X} = 1/0 and {$,v] = fi/v. Hence the Poisson bracket of two 

functions f(X,Y,((>,v,q,p) and g(X,Y,(|iIv,q,p) is given by 

1 , S J n \3Y ax ax 3T/ v \a$ av av a*/ 

- (if it - H it; -
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On occasion we will refer to the gyrocenter as a vector R = (X,Y,q) f 

and we denote the gyrating part of <j by £ = £ - R. 

In addition ve sometimes use a third set of variables for which 

the transformation involves complex exponentials instead of sines and 

cosines as in (10.1.5). We introduce the orthonomial basis 

e + = (x+iy)A/2 

e_ = (x-iy)A/2 (10.1.7) 

and then define 

1+ = e*-£ = e_-| (10.1.8) 
+ 

and 

R + = e*-R = e_'R = (X+iY)/V2 , (10.1.9a) 

which satisfy 

{R +,Rj = -i , (10.1.9b) 

so that the gyrovector is given by 

R = R e + R e + R , (10.1.10) 

and similarly for £ and (j. Then we note that 

CUJ2 
(10.1.11) 
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„ = i (*-•!?- e**\ + e Y R • il- e" 1*) + S q . (10.1.12) 

The Poisson bracket of f and g in the variables (R ,R_,0,v,q,p) is 

1 f B J O \3R + 3R_ 3R_ 3R +/ v \3$ 3v 3$ 3v/ \3q 3p 3p 3q/ 

(10.1.13) 

With any of these set of variables the time development operator 

has a simple action. The variable X,P7Y,J,v,R ,R_, and p remain con­

stant in time, while <J> and q evolve by simple translation: 

M0(t)(*,q) = ($*flt,q+pt). 

The reader may now be worrying about the symbols we shall use to 

denote oscillation center variables, since we are using capital 

letters (X,Y,J) to denote ordinary variables. We note, however, 

that in the last chapter we never used the oscillation center vari­

ables g,P, or Z. At each stage of the calculation we dealt with 

functions such ar. F,K, or w; all variables were dummy variables. 

The same holds true in this chapter. 

The unperturbed distribution function f (z) can be any func­

tion of the invariants of b , i.e. f (X,Y,$-flt,v,q-pt,p). Here we 

require, for simplicity, that f be time independent and spatially 

homogeneous. Hence the unperturbed distribution can only be a 

function of J and p, f (J,p), or equivalently v and p. 

Additional ingredients needed in the calculation are the 

current density function and the charge density function. The charge 

density function is simply 
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fi(x|Z) = eo(x-q) = e6(x-R-£) 

= e6(x-X-r sin <j>) 6(y-Y-r cos $) 6(z-q) . (10-1-14) 

In t h i s expression we have introduced the gyroradius r = v/Q. The 

current density function i s 

3 (x.t. |£) = eg 6(x-q) . (10.1.15) 

Of course the velocity tj = 3h/3£ has terms of ail orders. For the 

nonrelativistic Hamiltonian 

we have 

00 
(10.1.17) 

v =• p - eA„ . (10.1.18) 

and 

v = -eA for n > 0 . (10.1.19) 
*-n —n 

In terms of the more convenient variables of (10.1.5) we have 

v = v cos <{] 

(10.1.20] 
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/T i$ - ̂  FT -i$ * A * 

(10.1.21) 

To compute integrals over the new variables we need the Jacob-

ian. The Jacobian for the canonical transformation (10.1.3) is of 

course unity, but the Jacobian for the transformation (10.1.5) is 

not. A simple calculation gives 

d 3qd 3p = dYdPdqdpd$dJ 

= dXdYdqd^dOJdp (10.1.22) 

= dXdYdqd$vdvdp . 

As an example we calculate the unperturbed density. 

n = J dXdYdqdiJivdvdp 6(x-X-r sin <£) fi(y~Y-r cos <{>) . 

6(z-q) fQ(v,p) 

~\ ^f v d v | d P f Cv,p) = 2/t/ v-iv / dp f (v,p) 
(10.1.23) 

From this example we see that the quantity d(}> vdvdp f (v,p) equals 
3 the quantity d v f(v ,v,.) of the usual non-Hamiltonian formulation 

of magnetized Vlasov plasma theory. 

We have just seen the main variables and quantities which will 

be used in discussing nonrelativistic magnetized plasma theory. We 

have seen that the time development transformation is particularly 
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simple for the variables X,Yv(})lvIq1 and p, and we have noted that, f •f-

can only be a function of v.and p for a time-independent spatially-

homogeneous unperturbed system. Furthermore, we have expressed the 

charge density and current density in terms of these variables. 
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10.2. Linear Theory 

To compute the magnetized-particle Lie transform in first order, 

i.e. W,, we must assume that resonances are unimportant, and that the 

amplitude of the wave packet is slowly varying. In this section we 

compute W_ and see what these assumptions mean specifically. 

Without loss of generality we take the wavevector of the per­

turbing field to be in the x-z plane. 

i(k x-k. .z-ujt) 
A (x,t) =tf(x,t) e '' + c.c. (10.2.1) 

introduced in the last section we find 

h. = [-ev cos <{> dCX+r sin <t>, Y+r cos $,q) + ev cos $ 

A (X+r sin <J»,Y+r cos $,q) - ep $(X+r sin <fiY+r cos <J>,q)]. 

iCkĵ X+kĵ r sin <p+k. .q-uit) 

e + c.c. . (10.2.2) 

To put this expression in a form whi'ir. can be easily integrated 

along a trajectory, we f i rs t expand <2 in the basis (10.1.7): 

$ = fr+e+

 + dj_ + Ctzez , (10.2.3) 

where 

Q+ = e_-Q. (10.2.4) 

Now Eq. (10.2.2) becomes 
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iCk^X+kĵ r sin $+k. .q-uit) 
e " + c .c . . (10.2.5) 

The next step is the expansion of the complex exponential in a power 

series. 

ik. r sin $ 
J £(k r)e i2p (10.2.6) 

This puts Eq. (10.2.5) into the form 

ik, X, i k l * ^ „„ „ i[(JH-l)<I>+k q-urt] 
1 = = Z - J j j C k r ) - ^ d + ( R + £ ) e " 

V2 

i[(£+l)it+kMq-lllt] i t f$+k M q-mt) 
- ^-a (R+£)e ' ' - epfl (R+|)e ' ' 
/2 z ~ 

+ c.c. . (10.2.7) 

The last simplication we would like to achieve is the removal 

of the implicit appearance of <J) through |j in the argument of tj(R+jp • 

If U varies slowly over a typical gyroradius, we can achieve this 

simplification by the Taylor expansion 

«(S +^=EnT^lRj n^ 

^nrfi^^^e-^J^^.dO .2.8) 
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la fact we keep only the first few terns in this expansion. Thus we 

are making the approximation 

I r V ^ « [$| • (10.2.9) 

The 41 dependence of h. now being expl ic i t , we proceed with the 

in tegra t ion 

w = - J dl M (iJh-Ct+T) (10.2.10) 
i o 1 

in the above integral a l l have the form 

fO iUO+r+ttO+k, r(q+pt)-ui(t+T)] 
dTg(X1Y,q+pt,piJ)e 

•E^^^^r^-' m=0 

where ty. = £(Jri-k. .q-tut, and the above integration follows from repeated 

integrations by parts. Again, in practice we only keep the first few 

terms in the above series and so we must assume 

I(*fi + y 2 | « |«OHtI|P-«)g| (10.2.12) 

for all values of S, for which the gyroharmonic is significant. This 

condition eliminates the possibility of heating resonant particles. 

We not invoke the two approximation (10.2.9) and (10.2.12) for 

the integration of h.. Keeping only the first term in the double 

expansion we obtain 
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»i - e i k i X X X c k i r > 
**.'. **., 

. i * . 

UiHkj .p-io) 

iev^.(R)e * * iev£_(R)e £ + 1 

^[U-U<Hk| jp-tn] VSia+DOfkj |P-ui] 

(10.2.13) 

w we compute f, = -{w, , f } . i 1 1 o 

i * 

ikjX—, 
f l = " e 2 - r J * C k l : r ) 

•^.(R)e evtf, (R)e 

»d (R> 
V2[(£+l)JHk ( |p-

V2[(£-l)Q+k | l P-llll 

[ 3f 3£ 1 

[ 3f 3f 1 

i * 
ep#(R)e £ 

[itHk! | P - I D ] [ 3f 3f I 
(10.2.14) 

Using f we can compute the l inear current. From Eqs. (10.1.15), 

(10.1.18), and (10.1.19) we find 

i j U . t ) = fi6z 3 o ( x | z ) fjCz.t) *fi6z a j (x |z ) f o 

= e /dXdYdqdltindJdp Vo(p,i(i,J) 6(x-g-|>) f x(R,p,it>,J) 

(10.2.15) 

Using the fi function we in tegra te over dXdYdq. 
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i jCx.t) = ey"d*GdJdp v^Cp,*,.!) fjCx-Jt.p.O.J) 

- n o e 2 Aj(x,t) (10.2.16) 

Inserting f_ from Eq. (10.2.14) into the above expression we find 

, f ik^x+ik^r sin if —_, 
i j ( x , t ) = -e^dtfldjdp e Xo^P.*.-" L, V r> • 

( * ^ £ - 1 r T l 1 
| evi?(x-£)e I 3f 3f 1 ev£(x-£)e 
1 - ^ (4-1) ~ r + k,, s r 

I(£-l)(Hk,,p-u,] L 3 J " ^ J 
V2l(£-l)(Hk | l P -ui] L O J " op j ^ 2 [ ( £ + ] ) n r t t p . „ ] 

3f 3£ 1 eptf (x-£)e * f af 3£ 1 
™ BT + k u a r j + (^k | | P -u.) |f 3T + *n afj 

+ c.c . - n e 2 A . (x , t ) . (10.2.17) 

To calculate th is in tegra l we again invoke the small gyroradius 

approximation allowing us to replace in the above expressiou 

byf l (x) . We also expand the exponential of k±r sin (J) using (10.2.26) 

and we use (10.1.20) for v . We find ~o 

Kkj^x+k. .z-mt) f. _ 
; , 1 = -e e " / d$fidJdp > , .^ (k^r) ^ ( k ^ r ) . 

[ /T i*- ^ /T -i*. ^ -

i l | W - l 
ev(£(x)e 

^[(Jl-DO+kuP-oi] 
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W-l) a ^ + k.. = - 5 U — — C 
L 3 J " ^ J V2[(m)(Hk l l P-u.] L 

3f-
< w » a f + k l i 

•kMP-ui p i + K | | 3p J + c.c. - n e A.(x,t) . 

(10.2.18) 

The remaining steps in finding the linear susceptibility, integrating 

over 9 and returning to a Cartesian coordinate system! are straight­

forward, so we simply quote the result from Ichimani (Eq. 3.71): 

2 a> n 

X(S.-) = - J + «™? E /^dv.dp ^ ^ + k , , | - ^ ^ 

A^Ckjr) 

i T l ( 7 V k i r ) J.'Ckjr) v?CJ 0 ' (kir)) 2 

•Ti tj" • J £ l K i r - ' J

J e ' - K i r - ' v i ^ " - " i 

i v i 57 - y V ^ ^ i 1 ^ P t^ - ^ C k i r ) 

- ipv x JjjC^r) J^Ckj^r) 

x J £ C k i r ) J ^ r ) P ^ C ^ r ) 

(10.2.20) 

The longitudinal par t of x i s given by 
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x..-r.-^s:/•*-.•(»£?•*„ g^ fe-£/— *(;£-.. ̂  ii ii 
(10.2.21) 

again from Ichimaru. 

In summary, we have calculated the linear part of the Lie traus-

form and shown how it can be used to compute the linear susceptibility 

of Vlasov plasma. 

Thus the calculation of the linear response is straightforward. 

We integrate h- to find w , and then we use w to find f . However, 

to make progress we had to use two approximations. The first (10.2.9) 

states that tne amplitude must vary slowly in a gyroradius. The 

second (10.2.13) states that the variation of the amplitude along a 

trajectory must be slow compared to the variation of the phase. 
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10.3 Nonlinear Evolution of Hagnetoplasma Waves . -• 

As we noted in the introduction to this chapter, magnetoplasma 

problems tend to involve much labor. Here we try to avoid as much 

of this labor as possible. We first discuss a special case to dis­

play the theory, but then we use the K~x theorem to derive the 

general fcrm for the ponderomotive Hamiltonian. We discuss some of 

the consequences of K (for example the ponderomotive drifts, the 

nonlinear gyrofrequency shift, and the self consistent density 

perturbation), but we leave others (such as the self generated 

magnetic field) for future research. In discussing the nonlinear 

evolution of a wave packet we do not use the systematic method, 

but instead use the heuristic method for including nonlinearity. 

We first consider the special case k. = 0 and (L = 0 , i.e. 

A (x,t) =fl x(x,t) exp(ik. .z-iuit) + A (x,t) exp(ik, .z-iiut) + c.c. 

Invokiag the approximations (10.2.9) and (10.2.12) we find from Eqs. 

(10.2.7) and (10.2.13) that 

i(-0+k. .q-iut) i(iji+k. .q-uJt) 
h = - — ev(1 (R) e " - — ev& (R) 

1 V2 ^ ~ V2 " " 
(10.3.1) 

IC-if+k. .q-ujt) Kif+k. .q-iut) 
ievfl (R)e ' ' iavQ (R)e ' ' 

1 (urtfl-k. ,p)./2 (iu-n-k. .p)V2 

( 1 0 . 3 . 2 ) 
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To find the ponderomotive Hamiltonian we need to know {w th_}, the 

zerbth harmonic (in tut) part of which is 

Cn-uj+k | | P) I " 2(fi-ui+k(|p) I 

+ \ A ^ v 2 ^ * ^ C<^n-k np)" 2 + (uj-n-k! |P)"2Je •2x0 

+ c.c. . (10.3.3) 

This quantity and the quantity 

h2«o = e 2 | ~ | 2 (10.3.4) 

are inserted into the second-order Deprit equation (7.2.52), which 

is then analyzed to find K„ 
3 2vo 

We note that (w ,h J in this magnetized case differs from 

{w ,h J in Eq. (8.2.7) in a very important respect. Due to the 

phase exp(2i(J0, the last term in Eq. (10.3.3) oscillates along a 
particle orbit, and hence can be put in w„ , in contrast to the ^ * 2uo' 
unmagnetized case where w. = 0. Therefore, the analysis of Eq. zuo 
(8.2-7) gives 
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2 2 

\ ! M u - k | | P 20HuH C | | p) 2 j *2uo e "V \s»w-k..D _„. . 

4 l 2 ( I 4 j 2 , ^ + 2 7 S ^ ) 

e^jvV^KuiHl-knp) 2 + (uj-Q-kMp)"2 le I .2,-2 .2„-

(10.3.6) 

We now use the K - x theorem *.o derive the general expression for 

the ponderomotive Hamiltonian. To do so we insert x from linear 

theory, Eq. (10-2.19), i n t 0 Eq. (7.4.25): 

/dXdYdqdrtivdvdp f (v,p) K (X,Y,q,v,p) = 

/d3x/2rtvdvdp fD(v,p) £*(x, t ) -K( v ,p) .£( x , t ) , (10.3.7) 

where the tensor is given by 

V - «* T • r2 Y (^ 3

 + k d \ ^ ( V ' P ) no 3 81 

and n. is given by Eq. (10.2.20). We noted in the previous example 

Functional differentiation of Eq. (10.3.7) gives 

Jd3R K 2 v otR,v,p) =fd3x ?%,t)-X(v,p)-£(x, t ) - (10.3.9) 
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Since the two integrals are equal, ve conclude (as in section 8.2a) 
that the two integrands are equal except for a derivative. 

K 2 v o C 5 ' r * p ) = jf(R,t).)£<v.P)*?(H.t) + 0(V) (10.3.10a) 

The approximations involved in obtaining th i s expression are simply 

those used in the sample calculation (10.2.9) and (10.2.12) plus the 

wave packet assumptions 

|V£| « |k§l 

|g^| « ujj . (10.3.10b) 

Noting that the expressions (10.3.10), (10.3.8) and (10.2.20) give a 
messy result for K„ we infer that the calculation of K_ without 2Uo 2vo 
the K - x theorem would involve much tedious algebra. 

For purposes of comparison we take the limit v ->0 and p -* 0 in 
Eq. (10.3.10). We find 

iTiei 2 l £ | 2 + l £ l 2 ifi(£*E-6tf)l z' '^x' y x y x y 
2 2 JL , 2 „2, 

(10.3.11) 

2 the standard result for the ponderomotive potential. 
Let us discuss oscillation center motion. For this discussion 

only we consider X,Y,q,p,ifi,J as being oscillation center variables. 
The total oscillation center Hamiltonian is 
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= OS * %p 2 + K 2 v o(R,J,p) . , . (10.3.12)! 

Hence we have the equations of motion 

X = {X,K] = - i -g|5!° (10.3.13a) 

3K, 
Y = {Y,K1 = i -—^ CIO.3.13b) 

i = {$,K} = Q + - ^ (10.3.13d) 

J = {J,K] = 0 (10.3.13d) 

q = {q,K] = p + - ^ (10.3.13e) 3p 

3K 
p = (p,K) = - ~^S. . (10.3.13f) 

We see that oscillation center motion is much like guiding center 
motion. The X-Y motion is given by a perpendicular drift 

3K„ B 

depends on p and J. From Eq. (10.3.13c) we see that the gyrofrequency 
shifts in the presence of the wave by the amount 

9K 
Ml = -~^ . (10.3.15) 
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From Eq. (10.3.13d) we see that the oscillation center magnetic 

moment J is conserved. And we see that parallel motion, governed 

by Eqs. (10.3-13e) and (10.3.13f), is similar to the motion of 

unmagnetized particles. A nice aspect of this Hamiltonian formalism 

is that all of these effects (drifts, gyrofrequency shift, and 

parallel motion) £ e described by one function, the ponderomotive 

Hamiltonian K„ 
zuo 

Having noted that the oscillation center magnetic moment is 

conserved, it is appropriate to emphasize its relation to the usual 

magnetic moment. Temporarily denoting oscillation center variables 

by the superscript osc, the Lie transform equations (4.1.15-16) 

give 

J O S C = J - EWlCz),J} - %{w2(z),J} + %{w1(z),{w1(z),J}} 

and 

J = j " _̂ { t OSC, -,OSC> _,_ , f , OSC, ,OSC, , i r , OSC. r f OSC. -OSC) + {W1(Z ),J 3 + %{w (z ),J } + %{w (Z ),{W1(Z ),J J 

the right side of the first of these equations is conserved. It does 

not imply that J is conserved. 

For electrostatic waves, rather than work with Eq. (10.3.10), it 

is easier to derive K from R'X*£ of Eq. (10.2.21). Following the same 

procedure as before we obtain 

e2|£|2(R,t) ^ a a J^r) 
£ « ! , +*,,^ "l 

j - B3 "II 3p J 2n+k||P-.i> • 

CIO.3.17) 



255 

i s given by 

* 2 | £ | 2 

k 2 P<tM 

Thus, the gyrofrequency shift for an electrostatic wave with k.. = 0 

(10.3.18) 

3 
This formula was first obtained by Aamodt et al (their Eq. (2)). 

However, by the Lie transform technique we have obtained this gyro-

frequency shift for electromagnetic waves with k.. 7*0. Since 

Aamodt et al state that the gyrofrequency shift (10.3-18) plays an 

important role in the nonlinear dynamics of the drift-cyclotron in­

stability, we infer that the more general formula given by (10.3.15) 

may be important in the nonlinear dynamics of the Alfven-ion-cyclotron 
4 5 instability. * We leave further investigation of this point for 

future research. 

At this point we interject a warning that concerns the use of Eq. 

(10.3.17). That equation was derived using kxt = 0. This condition 

is not identical to the electrostatic condition, (k-iV) * £ = 0, but 

it is equivalent if the approximation k V 2a £ « 1 holds. Hence 

one should not use the formula (10.3.17) for electrostatic waves un­

less it is also true that k V Jin £, << 1 holds. 

Let us allow for eel 

second-order Hamiltonian 

h2Xo = - ' i o % 0 ^ + ^ O ^ ' ^ • (10.3.19) 

Using the small gyroradius expansion (10.2.8) and keeping the leading 

term we find 
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h2Xo = * J « »"* A20 +(5.t) - Jr ev e 1* A 2 0.(R,t) 

- ep A 2 0 z(R,t) + e * 2 0 . (10.3.20) 

We analyze these terms in the second-order linear Eq. (7.2.48) by 

putting the slowly varying terms in K „ : 

(10.3.21) 

5 W2X» = — e v A ™ +
 e _ ± * " — e * S n e l * • (10.3.22) 

2 ^ 0/2 2 0 + ft/2 2 ° " 

We now discuss the quasistatic evolution of the oscillation-

center distribution F. Including K „ , the evolution of F obeys 

I + t F ' h o + K 2 0 ! = ° (10.3.23) 

In the unmagnetized case we noted that F could be any function of 

the only (in general) invariant K. Here there is another invariant, J, 

since SK/3<{» = 0. Thus F can be any function of the two invariants, 

K 2 0 ( !*p2+K (X,Y,q,p,J) and J. 

F = glhp2 + K20(X,Y,q,p,J),J] (10.3.24) 

f , we find that g = f . Inserting this (10.3.24) we obtain 

F(z) = fo(!a>2 + K 2 Q(j),J) . (10.3.25) 
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This is just 

l » ^ l 

I 2| | 21 
aiti a | ^ I 
|-Bt-| < c * -§H • (10.3.29b) 

It means that the wave envelope changes so slowly that the particles 

have enough time to traverse the envelope by moving along field lines. 

Suppose instead that the opposite were true; thai, the wave envelope 

extent was infinite in the z direction. This WOL-M be true for a 

radiation filament in the z direction. In this case we would have 

K?0(X,Y,J,p,t) independent of q and the solution is siroly 

F = f (%p2,J) , (10.3.30) 

evolution. 

To find the second order average distribution in particle phase 

space we must perform the inverse transformation 

f20 = F 2 " ^ u 2 0 ' f o J + «•!.{«!.*,»)„ ' (10.3.31) 

The density perturbation found from f„_ is 

n 2 0(x,t) = J d 6
2 6(x-H-£) f20(R,p,J,$) 

= J d$ndJdp f (x-|,p,$,J) . (10.3.32) 
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We can expand this expression as in Eq. (9 .2 .8) . Assuming (9.2.9) 

we keep only the f irs t term in this expansion: 

n 2 Q ( x f t ) = yd^ndJap f 2 0(R=x,p,4.,J) 

= yd«ndJdp |F 2(R=x,p,J) - %{w 2 0 ,f oJ| + k{«v{vvfQ}}\ 1 , 

(10.3.33) 

We evaluate this quantity to lowest order in the gradients, and 

so we keep only the fy-J part of the Foisson brackets. The second 

term 

!!20f!o 
ait> a j % Jatflijap -jjp 5^ = 0 (10.3.34) 

must vanish since it is the integral of a periodic function in $. 

Similarly the third term must vanish 

r l"3 wi a /aw a f o \ 3 w i a / 3 w i 3 f o M 
h J d*QdJdP j^g|- g j ^a l g j ^ - 53- ^ ^ - ^ J 

/
/aw aw \ at 

(10.3.35) 

(the first equality follows from integration by parts in J), since it 

is the integral over 0 of a 0 derivative. We are left with 

/
3f 

d^dJdp — 2 ^ K20(R^x,p,J,t) . (10.3.36) 

When f is gaussian in p, we can reduce this expression to a 

particularly simple form. We have 
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n 2 ( 5 , t ) = - ji-ydtfWJdp fo[KZu6(R^,p;jjt)••'.+ K2Ao(R=x,p,J,t)] 

(10.3.37) 

Thus 

s 

At this point the magnetized plasma calculation is identical to the 

unmagnetized plasma (c.f. sec. 8.2), and so Eqs. (8.2.47-50b) hold 

with the substitution T •+ T,. . In particular, for a plasma with s | | s 
one species of singly charged ions we have 

It.l 2-!*.! 2 

The next quantity to calculate is the quasistatic second-order 

self-consistent current perturbation. From our experience in dealing 

with unmagnetized plasma (see section 8.2c) we know that the current 

vanishes to zeroth order in the gradient of the amplitude because of 

charge conservation. Hence to correctly treat this problem we must 

return to linear theory and calculate h. and w- to O(Va). Then we 

find K and w to 0(Va). We will then know f ? from which we can 

find £__. Finally we must include A self-consistently. The mul­

tiple expansions (10.2-8) and (10.2.11) make this calculation quite 

tedious, and so it is left for future research. 
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We alio leave the calculation of the second-haraonic terms and 
the systematic calculation of the third-order current for later 
research. However, we do give the general nonlinear evolution equa­
tion for a wave packet including the second-order density perturba­
tion by the heuristic method. First we let \ = n in Eq. (6.4.2): 

['(k + V V) + * V O T ] e a C x , t ) - n 2 0 g ^ £ a(x,t) = 0 . 
(10.3.40) 

Next we use (10.3.39), noting thatfi = c M "ofis,/10 C u i s t b e polariza­
tion of the mode), to obtain 

K' \ "1 l-|ckxu /ui|2 3UJ 

This is a very general evolution equation. No statement has been 
made ahsui. i-he medium; this equation applies to both magnetized and 
unmagnetized plasma. Furthermore we note that all the parameters in 
this equation (u ,v ,el ...) can be obtained from linear theory. Of 
course we must keep in mind that this equation is valid only for 
quasistatic wave-packet perturbations; i.e. Eq. (10.3.29) must be 
true. In addition we must keep in mind that this equation may be 
incomplete (and therefore wrong) since it was derived using the 
heuristic method for including nonlinearity. 

We have seen a number of differences between the magnetized-
plasma discussion and the unmagnetized plasma discussion. In magne­
tized plasma w does not vanish; there are zero-harmonic (in uit) 
terms which do not vary slowly along a trajectory because of the 
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exp(i$) factor. The convenient variables for magnetized-plasma cal­

culations (10.1.5) are not as convenient as the unmagnetized plasma 

variables £,£, which can be easily-manipulat'-d as vectors. In geniiralj 

magnetized plasma calculations involve raore algebra. Yet even though, 

these two systems are very different, the use of general Lie trans­

form techniques has allowed us to pr t the K-X theorem in both cases, 

to derive a general formula for t!. .'-.cad-order quasistatic density 

perturbation Eq. (10.3.36), and • icrive the general nonlinear wave 

equation (10.3.41) that includes this density perturbation. 

Much work remains to be done en the nonlinear evolution of waves 

in magnetized plasma. For motivation we point to the proposals for 

using large rf power sources to heat tokamaks and mirrors. In 

addition, linear instability may cause wave amplitudes tu grow until 

nonlinear effects become important. So far, nonlinear calculations 

have used the heuristic method, but as we showed in Chapter 8, the 

heuristic method gives an incomplete answer. For a complete answer 

one must attack these problems systematically. In this chapter we 

have taken the first few steps toward this systematic discussion. 
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11. Summary and Conclusions 

In three steps we have discussed nonlinear wave evolution in Vlasov 

plasma. In the first step, chapters 2-5, we reviewed the Lie transform 

and its use in constructing a Hamiltonian perturbation theory. In the 

secnad step, chapter 6, we developed a formalism for deriving nonlinear 

wave equations given the nonlinear current. In the third step, chapters 

7-10, we combined the first two steps; we used Lie transforms to derive 

the nonlinear currents, and we used the formalism of chapter 6 to 

determine their effect on the nonlinear evolution of wave packets. 

In the first, part of this thesis we saw that Lie transforms are a 

concise and flexible tool for analyzing Hamiltonian systems. Lie trans­

forms are concise because all operations are expressed in terms of 

Poisson brackets; Taylor expansions in the separate -'ariables, as in the 

older Poincare-Von Zeipel technique, are avoided. Lie transforms are 

flexible because one is not committed to transforming away all terms in 

every order: slowly varying terms, which would produce resonant denomi­

nators upon integration, can be kept in the new system and analyzed by 

another technique. 

In chapter 6 we discussed general aspects of the evolution of wave 

packets. We clarified the concepts of wave energy and wave momentum. 

We generalized these concepts to apply to perturbations which are not 

normal modes. This generalization allowed us to write the wave energy 

and wave - -urn as sums of contributions from the electromagnetic 

field and ti.̂  various species in a Vlasov plasma, where the wave enet gy 

(momentum) of species s is the total energy (momentum) transferred to 

species s by the linear fields. We also constructed a general formalism 
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for deriving nonlinear wave equations in terms of the nonlinear currents, 

and we compared this formalism to the often used heuristic method for 

including nonlinearity. 

In chapter 7 we discussed general aspects of the application of Lie 

transforms to the Vlasov system of equations. We gave the Hamiltonian 

formalism for the Vlasov function, and we showed how self consistency is 

included via the current operators. In addition we proved two theorems. 

The first was a generalization of Kubo's fluctuation dissipation theorem: 

if the unperturbed vlasov distribution is a function of only the Hamil-

tonian, then the linear conductivity is the weighted average of the 

current correlation function, where the weighting function is the deriva­

tive of the unperturbed distribution with respect to the energy. The 

second theorem was a simple relation between the linear susceptibility 

and the ponderomotive Hamiltonian. This theorem proved to be very useful 

throughout this thesis, since it allowed us to deduce a nonlinear quantity, 

the ponderomotive Harailtonian, from a previously calculated linear quan­

tity, the susceptibility, with very little effort. 

In chapter 8 we applied these ideas to nonlinear wave evolution in 

unmagnetized plasma. We discussed the ponderomotive Hamiltonian K„ _ 

and showed how it causes a second-order quasistatic density depression 

and a self generated quasistatic magnetic field. In third order we 

derived the equation that governs the nonlinear evolution of waves. This 

equation, which was derived by using the systematic formalism of section 

6.3, unified much previous work in that it contains the change in the 

conductivity due to the second-order quasistatic density perturbation, 

the self precession effect of cold plasma theory, and the self Faraday 
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rotation effect. On the other hand, the heuristic method yields the 

density perturbation effect and the Faraday rotation effect, but it 

leaves out the self precession effect, which is comparable to the 

Faraday rotation effect. We conclude that the heuristic method gives 

incomplete answers. 

In chapter 9 these same ideas were applied to the problem of test 

wave propagation in a laser-plasma system. Motivated by experiment we 

wanted to know how the test wave polarization changes as the test wave 

propagates through the irradiated region. We found a number of compar­

able effects. In addition to the expected Faraday rotation of the 

polarization by the quasistatic magnetic field, we found that the laser 

induced conductivity can change the nature of the test wave polarization, 

for example the test wave polarization may change from plane to ellipti­

cal. In light of these findings we conclude chat a more thorough 

analysis of Faraday rotation experiments is in order. By varying para­

meters, such as the test wave frequency and direction of propagation, 

one can isolate the various effects and obtain a more certain measure­

ment of the quasistatic magnetic field. 

Finally, we have applied these ideas to magnetized plasma. We 

derived the ponderomotive Hamiltonian from the linear susceptibility, 

and we discussed the effects of the ponderomotive Hamiltonian on particle 

motion: the parallel force, drifts, and the nonlinear gyrofrequency 

shift. We derived the universal formula for the second-order quasistatic 

density depression, and we included this effect in the nonlinear evolu­

tion of the wave amplitude using the heuristic method. 

As we have seen, the Lie transform is a useful mathematical tool for 
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studying Hamiltonlan systems. It allous simple proof of general theorems, 

and It diminishes the computational effort necessary to analyze specific 

systems. 



APPEHDIX A 

Hotatlone for Derivatives 

The derivative notation used In this paper has been chosen to be very 

explicit, and as a result it is detailed and cumbersome. In the usual 

physics use of derivatives, such a detailed notation is not needed, and 

one may wonder if such a cumbersome notation is needed. In this appendix 

we show how confusion can arise if one useB a less explicit notation. 

We first consider two functions, f and F, which obey the following 

relation, 

f(z,t,6) - F(Z(z,t,6),t). (Al) 

In our discussion of Lie transforms, we need to differentiate equations such 

as (Al) with respect to z . In the usual physics notation this would 

be written 

3f _ V * 3F 3 Zn , 
m n n m 

3F We know what — means in this case, but we need an interpretation of this 

symbol for other cases. 
3F The two most common interpretations of the symbol — are: 

A. F is always a function of Z, so -r̂- is simply the derivative of F with 

respect to its argument. 

3F 

B. Given a symbol such as — , the object below the line (in this case Z) 

denotes both the argument of the function and the variable with respect to 

which the derivative is taken. 

Let us first consider A. This interpretation cannot be used in Lie 

transform discussions, since in these discussions we approximate (Al) by 
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£(z.t,B) '- F(l,t) + 6 i v v F} 

The derivatives which appear in (A3) mean 

H-£[FC«.t>]. CA4) 
whereas, using interpretation A, we would assign them the meaning 

%lk [F(5(z,t,fl), t)j . (A5) 

Thus we cannot use interpretation A in Lie transform discussions. 

Now we consider interpretation B. This interpretation is ambiguous 

when we consider derivatives of the form 

f • 
Since t (the object below the l ine) doesn ' t indicate Z or z, we don' t know 

whether (A7) means 

£ (F(«.t>) (A7) 

or 

j ~ ( F ( Z ( z , t , 9 ) , t ) ) (A8) 

or even 

~ (F(?,t)) evaluated at . (A9) 
z = zfz.t.e) 

It is important to distinguish between these three objects in the expansion 

of (Al) using the chain rule, which might be written in the following way: 

£ (F(.(..t..,.t))-E f- • £ 

+ j - (F(z,t)) evaluated at (A10) 
z = 7.(z,t,6) . 
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Though che notation used in (AlO) is clear in this Instance, it is cuabersoae. 

So we rn.it the otandard notation ie ambiguous uhen using Lie 

transforms, and uc A a not use it. Instead ue use the notation Introduced 

in Chapter 1 which la unambiguous chough cumbersome. 

http://rn.it
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APPENDIX B 

Further Notation and List of Symbols 

fll. Choice of Symbols 

We use script letterB to denote the amplitudes of oscillating 

quantities, e.g. E(x,t) B C fx,t) exp(itjj)+c.c. As much as possible we use 

Roman capitals to denote variables and functions which pertain to 

oscillation center phase space and lower case Roman letters to 

denote variables and functions which pertain to the usual phase space. 

The exceptions are the use of n for the current operator, and the use of 

XtY,.T, etc. in the magnetized plasma discussion. 
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B2. Superscripts and Subscripts 

Superscripts refer to species. 

A single numerical subscript (e.g. i),) refers to the order in £,. 

A second numerical subscript or a subscripted + or - after a numerical 

subscript (e.g. A,, orj)-,) refers to the harmonic number of the term. 

A subscripted Creek letter, which always appears immediately after the 

first numerical subscript (e.R. (J,,, or j)_ ) , denotes whether this 

quantity is the linear response (>) to the same order electric fields, 

or the nonlinear response (v) to lower order electric fields. A subscripted 

Roman letter (L,t,x,y,z) or + or - before the first numerical subscript 

either distinguishes between laser (L) or test wave (t) fields, or when 

that distinction is not needed, it denotes the component (x,v,z,+,or-) of 

a vector. 
Examples of subscript conventions 

*y,i - The linear (A) response to the third-order (3) electric 

~t2\H- - The test-wave (t) second order (2) nonlinear (v) response 

(to the lower order fields E and E,) at the "plus" (+) 

harmonic (= exp [i(w -H*0 t]. 

A_ - The second order (2) vector potential. 

A _ - The "plus" (+) component of the second order vector 

potential (e • A„). 
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B3. List of Symbols 

Symbol Meaning (chapters in which first introduced, special symbol) 

A vector potential (7) 
a 
B magnetic field (6) 
b 
C 
c speed of light (7) 
D linear response tenor (7) 
d dispersion tenor (6) 
E electric field 
e Naperian base, charge of an unspecified particle (7) , 

electronic charge (8,e ) 
F oscillation center distribution (3) 
f usual distribution in phase space, or Liouville function (3) 
G wave momentum density (6) 
g 
H transformed old Hamiltonian (3) 
h old Hamiltonian (2) 
I unit tensor 
i i^T or an index 
J action (4), magnetic moment (10) 
j current density (6) or an index 
K new Hamiltonian (3) 
k new Hamiltonian in the old phase space (3 only),wave vector (6) 
L Lie operator (2) 
1 index 
M time deveiopment transformation (2) 
m mass (3) 
N number of degrees of freedom (2) 
n density (7) 
0 order of 
o 
P new momentum (3) 
p old momentum (2) 
Q new coordinate (3) 
q old coordinate (2> 
R transformed remainder function (3 only), gyrocenter (10,E) 
r untransformed remainder function (3 only), gyroradius (10) 
S 
s species (5) 
T Lie transform (3) 
t time (2) 
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U unitary operator (2) 
u unit vector (6,Q) 
V 1/2 velocity (7,v). thermal velocity [8,v =(T /o ) J. 

gyroveloclty [10,v=(2iU/m)l/2] 
W wave energy density (6) 
w Lie generating function (3) 
X gyroccnter (10) 
x position (6) 
Y gyrocenter (10) 
y 
Z oscillation center (3) 
z phase space variables (2) 
a Index (6) 
B index (6) 
r 
y relativistic energy (7) 
6 functional derivative (7) 
3 partial derivative 
e perturbation parameter (4) 

current at x due to a particle at z at tine t [7, n.(x|z.t)l 
Lie parameter (3) ~ - - -

< Fourier transform variable (6) 
A 
A denotes nonlinear terms that are linear in the electric fielrf 

of the same order (6) 
U 
v denotes nonlinear terms that are nonlinear in lower order 

fields (6) 

£ gyrovector (10) 
o 
II a tensor which appears in the linear susceptibility of 

magnetized plasma (10) 
7i 3.14159... 
p charge density (6) 
I 
a conductivity (6) 
T 

* electrostatic potential (7) 
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0 gyrophase (10) 
A linear susceptibility (6) 
0 wave phase (8) 
V pondcromotlve potential (8) 
u frequency (4), plasma frequency of species s (7,u>) 
Q Fourier transform variable (6 only), gyrofrequency (10) 

* approximately equal to 
equal In order of magnitude 

a p r o p o r t i o n a l to 
(I vector potential amplitude (8) 

f magnetic field amplitude (6) 
electric field jjplltude (6) 

,y current amplitude (6) 
1 1 order of 
*f charge density at x for a particle at 2 at time t [7, Tr(x|z,t)l 
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Figure 1 Caption: Sketch ehovlng a test wave entering the laser 

bean with polarization u. and leaving the laser beaa with polari­

zation u,. 
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Laser beam 
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Fig. 1 
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