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--ABSTRACT 

LBL-3277 

In most large computer installations, files are moved 

between online disk and mass storage (tape, integrated ~ass 

storage device) either automatically by the system or 

spe=ifically at the direction of the user. This is the first 

of two papers which study the selection of algorithms for the 

autJoatic migration of files between ~ass storage and disk. 

In this first part, we examine the use of the text editor data 

sets at the Stanford Linear Accelerator Center (SLAC) computer 

inst~llation through the analysis of thirteen months of file 

refar-ence data. We find that most files are used very few 

ti~as. Of those that are used sufficiently freqaently that 

their reference patterns may be exa~ined, we find that (a) 

abo~t a third show declining r-ates of reference during their 

lif~time, ( b) of the remairider, very few (about 5%) show 



correlated interreference intervals, and (c) interreference 

int~rvals (in days) appear to be more skewed than vould occur 

with the Bernoulli process. Thus about two-thirds of all 

sufficiently active files appear to be referenced as a renewal 

pro~ess with a ske~ed interreference distribution. A large 

nu~ber of other file reference statistics (file lifetimes, 

int~rference distributions, III oIllen ts, :ne ans, number of 

use5/file, file sizes, file rates of reference, etc.) are 

computed and presented. The results of our analysis of file 

reference patterns are applied in the following paper to the 

development and cocparative evaluation of file migration 

algJrithms. 

*Partial support for this research has been provided by the 

National Science Foundation under grants HCS75-06768 and 

~CS77-28429 and by the Department of Energy under contract 

i-7~05-ENG-48 to the Lawrence Berkeley Laboratory. Co!:'.puter 

time has been provided by the Department of Energy under 

contract EY-76-03-0515 to SLAC. 

**CJcputer Science Division, BECS Department, university of 

California, Berkeley, Ca. 94720. The author is also a staff 

member of the Lawrence BerKeley Laboratory (Uni versi ty 0 f 

Cali f ornia) and a visitor at the Stanford Linear Accelerator 

Center. 

I. III TRODUCT ION 

.A lmost all co::: pu ter in s t a lla t ions' (excluding hobby 

cor:::putecs) eeplo] a memory hierarchy much that in figure 

1. Each of the levels of storage fro~ cache to mass storage 

is successively larger, slevec and less expensive per bit. By 
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.. 
dyn3.mically moving information between levels of the 

hierarchy, the system can usually arrange to have each level 

capture a vastly larger fraction of all memory references than 

the levels below it. In effect, the user sees a system in 

vhi~h the total storage capacity is the combined capacity of 

all levels of the memory, vhile the average a~cess time is 

very close to that of the fastest. The success of such 

dyn3.mic information movement derives from the empirically 

observed "principle of locality" (Denning, 1972) which 

essentially states that ( a) information' in recent use is 

likely to be reused and (b) information logically adjacent to 

recently used inforffiation is likely to be referenced soon. 

An important factor in the effectiveness of this dynamic 

movement among the levels of the hierarchy is the selection of 

algorithms for ... hen/"here to move the information • 

~Con5i-de~z;:a-b-h~-s-t-u~d-y-h~a-s-be~e-n-d-HV-G-t.e~d-t.G-t-h~e-m()-veme-n-t-o-f-------

information to/from cache memories (Conti, 1969, Kaplan and 

Win:ier, 1974, Smith, 1978a, 1977a, 1976a) and main memories 

(Denning, 1970, Smith, 1976b, 1978b). The problem of the 

transfer of files between mass storage and disk has been 

largely neglected, however, almost certainly due to the lack 

of suitable data. The only previous useful study of this 

pr-oblem lJas by stritter (1977) ifho studied the same data as is 

analyzed here. In a coopanion p3.per to this (Soith, 1978c), 

we derive and evaluate a number of file replacement 

algor ithcs. A more conplete reyiew of the literature and 

dis~ussion of the problem is also provided" in that article. 

In this paper, we study and analyze data on the use of 

usee text editor data sets at the stanford Linear Accelerator 

Center over a period of thirteen conths. We look at questions 

" 



.. 
of h~w and when files are used. Some statistical analysis is , 

performed on file reference patterns in order to determine 

what stochastic process models might be appropriate to 

represent the individual or aggregated file reference 

patterns. A large variety of statistics are gathered and 

presented, but particular attention is paid to those aspects 

of file reference behavior that relate to construction of 

effe:tive file migration algorithr.s. Throughout, our emphasis 

is on "data derived" models and algorithms. The intent is to 

give the reader. a good overall understandIng of the file 

reference process, both as an aid in the development of file 

migration algorithms and for a general understanding of how 

users use the file system. 

The next section of this paper describes in some detail 

the nature of our data and its limitations. The actual 

____ ta.bulation, charting ?-nd analysis of this information is 

presented in section III, uhich comprises the bulk of this 

paper. We provide an overvie~ ot our findings and discuss 

some of the implications of our measurements in the 

con:lusions section. 

II.. DATA DESCRIPTION 

It is very important to understand both the nature of the 

datl that ~e analyze and the type of system from which it was 

collected. As will be evident belo~, our information does not 

in:lude some paraneters of interest; thus we are unable to 

make some studies. The utility of our results will be 

constrained by the similarity bet~een the system ~e discuss 

and the system to ~hich the results are to be applied. In 

this section (II), a relatively detailed description is given 

5 



of the nat~re of the data and the systern from which it vas 

taken. 

The data that we analyze in this paper was collected at 

the Stanford Linear Accelerator Center by Dr. Edward P. 

Stritter. His analysis of this data appears in his doctoral 

dissertation (Stritter, 1977); our analysis here goes veIl 

beyond that already presented and reaches different 

con:;lusions in some cases. The measurement period was 384 

days beginning August 2, 1974. Our discussion below, although 

phrased in the present tense, is descriptive of the system at 

that time; there have been changes since. 

SLAC has a large computer system, consisting of tvo 

370/168-Is running VS2 release 1.6 and an IBM 360/91 running 

MVT release 21.8. These three machines are loosely coupled 

using ASP and share most of the I/O devices. The 360/91 has 

been in service since 1968; the two 370's vere added in the 

early spring of 1974. The user interface has been essentially 

stable for several years preceding our measurements. Most of 

the computing activity is concerned with the study of high 

energy physics and the dominant programming language is 

Fortran. Most of the programmers are themselves either 

physicists or scientists in some closely related discipline. 

Xhe vast majority of user interaction with the computer 

system is accomplished through r.ylbur (Pajman and Borgelt, 

1973) I \ih ich is an in teracti ve te xt editor system wi th the 

capability to submit jobs into the batch job gueue and later 

fet:;h the output. Each user ',;Tith a. Hylbur account is 

allocated a fixed number of 23 1 U Disk tracks (a7Kbytes/track) 

vhi:;h can be used to store hj.~ur data sets. Most users have 

allocations ranging from 10 to 200 tracks (70K to 1.4M bytes). 

6 
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(For a standard of reference, a 2500 line Fortran program 

occupies 12 tracks.) Our data is limiled to these Wylbur data 

sets, and excludes tvo important classes of files: system 

dat~ sets (paging data sets, VTOC's, catalogs, etc., and user 

files on tape. The size of most user space allocations 

constrains users to keep mostly computer programs in their 

Wylbur data sets; input to these programs (which often 

consists of huge volumes of data from accelerator experiments) 

is usually kept on tape. Purther, we have no way of even 

folIo il ing a file which has be en moved of·f line, and if that 

file is later reestablished on disk, we are forced to treat it 

as a new file. Several scratch disks are used for temporary 

and staged (by the user) tape data sets;- these disks are 

cleared every night and no record is available of their use. 

Users are not charged for their disk space, but they are 

not allowed to exceed their allocation. The user is therefore 

inclined to. ignore inactive data sets until the space is 

neeled for some other purpose, at which time the· file mayor 

may not be copied to tape before being scratched. This 

particular accounting and allocation system undoubtedly 

affects user reference patterns, but without data taken from 

installations with soree other scheme, we can only guess at the 

effecto There is no automatic file migration on the SLhC 

system, and therefore the users have no incentive to generate 

spurious file references in order to pre~ent automatic file 

migration programs from moving their files to mass storage. 

This is different froD another system that has been ceasured 

(Revelle,. 1975), and thus we believe that in that respect our 

data is "uncontaminated". 

Information bas been record~d for every Wylbur data set 
T 



whi=h was seen to exist over the 384 day ~easurement period 

indicated above e For each file, one bit is recorded for each 

day indicating whether that file was used on that day_ No 

indication is available as to how many tioes the file was used 

each day, nor whether the file was read or written. The date 

on which the file was created is available, as is the date on 

vhi=h the file was scratched, if it ever ~as. The name of the 

file, the user account ID and the file size (in tracKs) was 

also recorded. Piles can be used by other than the user that 

creates or owns them, but no record is available as to uho 

usel which file, nor is a record available to show whether the 

access was by an interactive user or batch job. 

ile have grouped files into three "classes". When a user 

session is suddenly interrupted (automatic logout, system 

CLash), the system creates a file for the user containing his 

_~~urr-~ntly active Wylbur data set and saves it under the name~ _____ _ 

"ACTIVE". Piles with this name were considered to be one 

class .. 

Wylbur data sets can exist physically in one of two 

forms: a standard OS sequential data set or a partitioned 

data set (PDS). A PDS is usually used to hold a collection of 

small (less than one track) data sets, since one track is the 

quantum size for file allocation. Partitioned data sets 

ther-efore contain several individual and usually unrelated 

data sets, but our data shows only the access to the PDS as a 

~hole_ Purther, our data does not directly distinguish PDSts 

fro~ standard files. Portunately, Bast users naoe their first 

and largest c PDS tlLlB" (for "library"). Those files whose 

first three characters were "LIB" were considered to be a 

class; clearly so~e unknown fraction OZ all PDS's were not 

8 



recog nized. It is also possible (but un like 1 y) that some 

files ~hich were not PDS's ~ere considered to be such. 

All filesvhich were not placed in the class "active" or 

the class "library" were placed in the class "other" or "other 

files". As will be rioted below, the three file classes have 

rather different reference patterns. 

Files were also grouped according to their size. The 

size class is denoted "1S IZE" or "LOGSIZE" on the 

illustrations and is calculated from the logarithm base 2 of 

the file size in tracks. Thus file size c1.ass 0 consists of 

files of size 1 track, class 1 of files of sizes 2 and 3 

tracks, etc., up to size class 6, which is all files ~f at 

least 64 tracks. Users can be expected to treat files of 

different sizes rather differently because large files occupy 

such a large fraction of a user's allocated space. 

Because SLAC is a scientific shop-.1oca-te-d-i-n-t-h-e-rJ.-i-ds-t-o-f"-----------

an academic community, there is considerable user activity at 

night and on ~eekends and holidqys. Never-the-less, activity 

is still a great deal lighter at those times than during first 

shift on we 'kdays. We have therefore studied file reference 

patterns and file migration algorithms both for the entire 

period of observation ("all days ") and then for only the 

working days during that period ("working days"). In the case 

of "working day" analysis, all file activity during weekends 

or holidays was mapped onto the next following worKing day. 

Thus use of a file on both Saturday and Sunday vould be 

treated as a use of the file on the following Monday. The 

logic behind this is the follo.ing: (a) file migra tion 'iould 

most reasonably occur only on working days; i.e. a file 

cigration program would run late at night on work nights and 

n 



move files off line as necessar y, (b) by a voiding h olid a ys and 

those days lIith missing data, some aspects of the analysis are 

simplified and/or improved and (c) data taken only on working 

days should be less affected by day of the week periodicities. 

This paper presents data for both cases (but with the stress 

on "all days" rather than 'h .... orking days"). The companion 

paper considers lIorking days only, since file migration lIould 

most reasonably occur only on working days. .. 

III. DATA PRESENTATION AND ANALYSIS 

A. Definitions and Symbols 

In order to be clear about the meaning of our data 

presentation and analysis, in this subsection ~e define some 

terms and symbolso Let: 

Nfiles be the number of files observed (24,898). 

~ ______ ~ __ Nref __ Qe_ the n:gmb~£_of _f:i,.le-d~y references. L,_~~Qe_s_u_m ______ _ 

over all files of the number of days that file was referenced 

(238,871). 

Nref(i) be the number of days on which file i is 

referenced. (Reference to a file on a specific day Ilill 

hen::eforth be called a "reference" to that file, although the 

file may have been referenced many ti~es on that day). 

I{i,j), i=1 ••• Nfiles, j=1 ••• 384 is the indicator function 

for file i. That is, if file i is referenced on day j of the 

measurement period, I(i,j)=1, othervise I{i,j)=O. 

F is the date of the first day of measurement. 

F(i) is the first day (within abd relative to the 

measurement period) on which file i exists. 

L is the date of the last day of neasureoent. 

L (i) is the las t day (lIT it hi nand rela ti ve to the 

10 



lteaSUrCllle"~t period) on which file i exists. 

B(i) is the date on which file £ is created (birth). 

D(i) is the date on which file i is scratched (death). 

If the file is never scratched, DCi) is undefined, except that 

it is known to be greater than L. 

C(i,j), i=1. •• Nfiles, j=1 ••• 11ref(i}-1 is the sequence of 

interreference intervals for file i. That is, if file i is 

referenced on a total of Nref{i) days, C{i,*) will be the 

sequence of the number of days between uses. (Use on 

suc~essive days yields an interreference interval of 1). 

A(i,j), i=l ••• Nfiles, j=1 •• oD(i)-B(i)+1 is equal to 1 . ~ 
1 .... 

file i is referenced on day j-1 after its creation (valid only 

during the period of measurement) and is zero otherwise .. 

A(i,1) = 1, A{i,D{i)-B(i)+1)=1. 

B. Basic Numbers 

Some of the basic numbers relating to our data are 

collected in table I; ~e also discuss them throughout this 

section. A total of 24,898 different files existed over the 

~eriod of observation, and they belonged to 710 different 

accounts. (Not all of the accounts .ere associated with 

individual users, however). The average number of accounts 

showing activity per day was 183.5, the mean number was 214 

and the maximum was 291. For an account showing activity on a 

givan day, a mean of 3.41 files owned by that account were 

referenced. A total of 238,871 file-day-uses (references) 

{= I I (i, j» took place. 
i,j 

. Table II shous the file activity distributed by day of 

the week and holidays. We note that the level of activity vas 

about 2 1/2 times higher during the week than on weekends. 

This fact will be relevant to some of our later discussion. 

11 
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T.l,ble I 

Basic Statistics 

Total Days: J[llj 

working D~ys: 256 
Number of files: 24,898 
Number of accounts: 710 
number of file/day/uses: 230,871 
Files on line initially: ]977 
pi10~ on line at rn~: 5320 
Ave. number of files used/day: 622 
,\ve. nUQ!Jer of files cre'lted/day: 54. 481 

~ve. numbe:: of files scratched/day: 50.98 
Ave. nUr.lbcr of tr.lcks referenced/day: 11,727 
Ave. numher of tracks allocated/day: 351.7 
Ave. number of track~ scratched/day: 3~3.5 
Ave. volume of online files: 114,489 tracks 
Ave. nu:nbe:: of releCl!Dce5/file: 10.6 
Hedian Du~Lcr of referenced/file: 2 
Average number of users/day: 183.5 
Ih,dian !lu::1ber of 1l:;ec;;/d<1.y: 214 
/lax. numb..,r of u~;e['s/day: 291 
Ave. Ducbc[' of files used by logged 

on usc[' per day: ).41 

Table II 

Total Total 
riles 

I Tot.al 
FilJs Day File'S 

[Jse(l Crea ted Scratched 
I 

Mond ,1y 40458 3643 ~~~~ Tuestlay 42532 3629 
\lednesday 4J632 3843 355~ 
Thu('sday 40767 3694 3418 
y t:i:J. ay 35714 3044 3009 
S,ltu['day 17061 1454 130~ 
Sunday 1700 lt 1483 1322 
Holidays 1703 131 103 

Total 238871 20·921 19S7k 

Table III 

Serial Correlation Coeficients 

All Days \larking Days 

Used Nell SCI: II Used !I ell Scr 

.392 .269 .106 .315 -.122 -.11' 
-.092 -.11 II -.108 .295 -.114 -.056 
-.252 -.230 -.112 .224 -.122 -.120 
-.289 -.199 -.120 .218 -.132 -.070 
-.095 -.144 -.088 .087 -.159 -.137 

Table IV 

Numbe~ of ~eferences Per filo 

!lumber Fraction Cumulative 

0 .015 .015 
1 .06') .0 g4 
2 • ~ 11 .1195 
3 • 152 • (, il7 
4 .084 .7) 1 
5 .047 .771l 
6 .0]5 .812 
7 .023 .835 

10 .011 .878 
20 .0025 .930 
50 .0001l8 .962 

100 .00012 .900 

Table V 

Unweighted Pile Size Distribution 

Size 
1 
2 
3 
Ii 
5 
6 
7 

Fraction 
• 39 1 
.162 
.078 
.053 
.053 
.0)0 
.021 

Table 'II 

Mean/Median File Size 

I/eighted by 

Unueighted 
Lifetill1e 
Use 

rlean 

7.08 
8.99 

18.85 

Table VII 

l1edian 

1.7 
2.3 
0.3 

file Size II 
Range II 

Average File Size Weighted By 
Lifetime I Use I Unweighted 

1 
2-3 
11-7 
8-15 

, 6-31 
32-63 

>=64 
Total 

1 
2.34 
5.12 

1 D. 7 4 
22.09 
1;4.57 

117.70 
9.02 

1 1 
2.35 2.3] 
5.21 5.12 

11.22 10.52 
22.30 21.C6 
45.22 44.76 

1 18. 16 '14.95 
18.85 7.08 



c. Activity Over Time 

Let: Used (i) = 

referenced on day i, 

I I (It, i) be the number of 
k 

Nev(i) be the number of files created on day i, 

Scr(i) be the number of files scratched or. day i and 

files 

us (i) = Nev (i) -Scr (i) be the excess of new files over 

scratched files. 

The four functions defined immediately above are plotted 

in figure 2. The mean values are given in table I; day of the 

veek averages can be computed from table II. Immediately 

visible from figure 2 is the weekly periodicity; activity is 

generally high for five days and then low for two. The 

empirical distributions for Used(i), Nev(i) a~d Scr(i} appear 

in figure 3, where we see that the distributions each have 

three modes. The rightmost one reflects workday activity, the 

midjle one weekend/holiday activity and the spike at 0 the 

days 'olhen the system was down or no data ~as collected (15 

days). Plotting this same data for working days only (not 

sho\ln) leaves only the single rightmost mode. 

The number of tracks referenced is generally proportional 

to the number of files accessed. In table I we note that the 

average number of tracks referenced per day is 11,727, the 

average nu~ber of tracks in files allocated per day is 352 and 

the number of tracks in files scratched is 343. 

As noted, the uppermost curve in figure 2 is the net 

accumulation of files. Over the period of measurement, there 

is an increase of 1343 files occupying an additional 3160 

tra::ksu It appears from these numbers and the shape of the 

curve that an additional disk spindle was added during the 

mid11e of the measurement period. Disk space allocations for 
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users seem to have gone up gradually during this time. 

Comparing these figures to the 41,349 tracts occupied at the 

start of the measurement period (mean of 44,4~9 over the 

measurements), we see an increase of 7.6~ in the total 

occupied file space. We note that in this system, increases 

in the number of files and occupied disk tracks should only 

occur when the capacity of the system is increased. This is 

in contrast to the system at IBM Research, San Jose (Revelle, 

1975) where the file system is open ended and automatic file 

migration occurs. In that system a fairly steady accumulation 

of new files was noted, the rate being considerably greater 

than that observed here. 

A factor affecting some uses of our' data for some 

purposes is whether or not the level of activity on ·the systeo 

is stationary over time. We've already seen that the number 

this per iod. We also choose to look at the time series 

Used (i), New (i) and Scr (i) • We do this as follows: 

First, we define the chi-square test for goodness of fit; 

this test will also be referred to later, so we make our 

definition general. (See Bickel and Doksum, 1977, for further 

information) • Let y(i) be the empirical distribution of 

interest and let 2(i) be the distribution against which it is 

being coopared for fit. (Bot h Y (i) and 2 (i) are discrete, 

i=l •• ok). Let n be the total number of (independent) samples 

usej to foru the empirical distribution. Then we conpute: 

( 1) 

2 
X should be distributed as the chi-square distribution yith 

14 



K-1 degrees 0 f freedom if y (i) is 1ndeea dravn team the 

distribution z(i). 

We let x(i) represent the time series of interest. (One 

of the three noted above either for all days, as shoun in 

figure 2, or just for working days. Thus we have six time 

series.) ~e divide the total ~easurement period T into ten 

sections of duration T/10, and count the number of events y(j) 

of interest in each section. I.e: 

jT/10 
y(j) = L xCi) j = 1·· ·10 ( 2) 

i=(j-l)T/10 + 1 

y (j). \las computed for all three see1es of events, for both all 

days and working days. (The all oays test fot stationarity is 

relatively worthless because of the nonuniform occurrence of 

holidays and days ~ith missing data.) If the file activity 

were actually stationary, all values of y(j), j=1 ••• 10 should 

be about the same; specifically y{j) should be a good fit to 

the u nif orm distribution. The y.{ j) distribution vas tested 

against the uniform distribution using the chi-square test for 

goo:lness of fit, and the hypothesis that y(j} is the uniform 

distribution va~ rejected in every case with better than 99.9% 

peobability. This statistical test simply confirns casual 

obseevation feom the numbers it is clear that there is a 

geneeally higher level of activity dueing the second half of 

the measurement period. The change in the rate of activity is 

only modeeate, hO'f.'ever, and ar::ounts to 10% to 20%. We 

therefore don't believe that this is likely to have a major 

effect on most of the reQainder of oue analysis and no effort 

has been made to correct the data for changes in the level of 

overall activity. 
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l~ is also interesting to determine to vhat extent user 

or syste~ wide activity is correlated froQ day to day_ That 

is, if the level of activity is high on day i, is it likely to 

be hig~ on day i+1? The usual procedure for deteroining this 

fro& a nonstationary tice series (such as we have) is to 

re~ove the trend from the data and then compute the serial 

correlation coefficient, since correlation coefficients are 

statistically meaningful only in the case of a stationary tiDe 

series. Detrending the data is a laborious process which did 

not seem worth~hile, considering that this particular question 

is peripheral to the major thrust of this paper (but see Lewis 

and Shedler, 1976 for an example of such a procedure.) We did 

compute the serial correlation coefficient for' lags of 1, 2 

and 3 and also the partial corr~lation coefficient of orders 2 

and 3 using the original nonstationary data. This was done 

statistical validity or meaning of the numbers obtained. 

The expressions used to calculate these values are as 

follows: Let sCi) be the serial (or auto-) correlation of 

order i for a time series x(t), t=1 ••• n, with mean X. Let 

sp (i) be the partial autocorrelation coefficient of order i; 

that is, sp {i} is the correlation bet\feen elenents x (t) and 

x(t+i) of the time series, having removed the effect of all 

cOI:"relations between x (t) and Y. (t+j) and x (t+j) 

for l<=j<i. Then 

n-i 
~ I (x(j )-x) (x(i+j )-x) 
n-l j=1 . 

s (i) = 
1 n _ 2 - I (x(j )-x) 
n. 1 J= 

s(2)-s(1)2 
sp(2)= 2 

1-s(1) 
, c: 

and x Ct+i) , 

( 3) 

(4 ) 



3 ? r ?'\ 
sp (3)= s(l) -2s(l)s(2)+s(1)s(2)-+s(3)1-s(1)-J (5) 

8(2)(s(1)2-s (2»)-8(1) (S(1)-s(1)8(2))+(1~s(1)2) 

These expressions are drawn from Eox and Jenkins (1976) and 

the reader is referred to that text for further discussion. 

He also consider the problem of estimating sCi) further in 

section III.F.2.b. 

The values obtained from these expressions are presented 

in table III. Interpretation of these res tilts should be done 

with care, since nonstationary data tends to yield spurious 

positive serial correlations. That is, if there are trends in 

the data, then consecutive samples are likely to both be in 

either a high or low trend and thus similar to each other 

relative to the mean. Therefore, we shall largely ignore 

positive serial correlations in this case; negative ones are 

probably meaningful. Looking at the working days results in 

table III, it is difficult to interpret the high positive 

correlations for the number of files used for the reason 

mentioned, although it makes sense to believe that if the 

system is busy today, it will be busy tomorrow. Periods of 

high system usage generally continue for several days for a 

given user and this should be reflected in these positive 

serial correlations. The negative correlations for New and 

Scr activity are much more meaningful, since they should not 

be produced by long term trends in the data. The author 

believes that this indicates a basically steady underlying 

rate of file creation or destruction. If a large number of 

files are created today, this implies that very feu will be 

created tomorrow. Sinilarly for scratching files. The 
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.. 
coccelations foc the all days data is lacgely due to day of 

the week effects (e.g. days 1 appact are both likely to be 

eithec wocking or non ~ocr.ing days; days 3 appart are not, 

etc.) and thecefore acen' t very usefu 1. 

D. Individual Piles 

Figuce 4 shows the empirical distcibution of the nucber 

of times each file was used during the measurecent period. 

Por some values, this distribution is tabulated in table IV. 

The average file is used 2 or fever times but the average 

number of references pec file is 10.6 (see table I). The 

distcibution is thus highly skewed; most files are used very 

little and a few are accessed a large number of times. A note 

of explaination is needed for this data, however. It is 

dete=ted that a file has been scratched by looking for it late 

at night (since it existed 24 hours earlier) and not finding 

--i-t.- -l'-h-is-im-pl-i-es-t-ha-t-t-h e f ile-i-s-a-l-\l-a-y-s-s-hew-n-a-s-n-e-t-ha-v-i-n-gr-------

been referenced on the day on which it is scratched. lie have 

assumed {by setting I (i, L (i) ) = 1) that when a file is 

sccatched, it must be referenced; that is, the user probably 

copied it to tape or at least made a listing of it. Thus any 

file which was both created and scratched during the 

measurement period must be referenced at least twice. This 

does not necessarily always happen, but our feeling is that 

setting l(i,L(i»)=l is closer to being accurate than not doing 

The small number of references to ~ost files was rather 

surprising to the author, but there appears to be a reasonable 

explaination (which viII also be icportant later). A user's 

per=eption of his file activity tends to be heavily weighted 

tow~rds those files ~hich are actively used, but in fact ~ost 
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files seem to be created as temporaries e .. g. to hold a 

~odified version of a program. They are created, left 

unreferenced until the user needs the file space, and then 

destroyed. The number of files which contain infor~ation in 

regular use or .... hich follow the intuitively appealing pattern 

of intensive use during development followed by oc~asional nse 

later is relatively small. 

Measurements of file size distributions are given in 

figure 5 and in tables V and VI. It is possible to define the 

distr ibution of file sizes in three wayso' Let SU (ij be the 

unweighted empirical file size distribution, SHU (i) be the 

file size distribution as weighted by use and SWL(i) be the 

file size distribution as weighted by lifetime. Then: 

Nfiles 
SU (i) = I (1 if S (j) =i; 0 otherwise) /llfiles (6) 

j=l 

" Nfiles 
SlW (i) = I (Nref (j) if S (j) =i; 0 otherwise) /Nref (7) 

j=l 

1{fi1es 
SRL(i)= I «L(j)-F(j}+1) if S(j)=i; Oothe:i:1;lise)/ 

j=l 

Nfiles 
I (L(j)-F(j) +1) 

j=l 
( 8) 

The unveighted distribution is simply that obtained by 

considering the file sizes of all those files in existance 

during the period of measurenent. The " veigh ted by use 

distribution is that seen by an observer picking an arbitrary 

file reference and observing the size of "the file referenced. 

The weighted by lifetime distribution is that which would be 

observed by selecting a random file (on the disks) at a random 

time. Table V lists the unveigh~ed file size distribution and 
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table VI gives the ~ean and median for all three cases. It is 

evi1ent that larger files are used more heavily. This 

observation is intuitively reasonable. Large files are 

"expensive" to keep since they use a large amount of scarce 

disk space, and therefore • &: 
1.J.. a file isn't used frequently 

enough, it is likely to be scratched. 

Re noted earlier that files were classified both as to 

siza and class. Table VII shows the average file size vithin 

each class. Interestingly, the mean file size by the three 

measurement methods are almost the same for each size class, 

but very different overall. This suggests (but does not in 

any sense prove) that within the particular size groupings 

that we have selected, files are referenced relatively 

uniformly with respect to size. Additional data arranged by 

fila size and class appears in table VIII, which we discuss 

below .. 

Eo File Lifetime 

An interesting aspect of fi~e behavior is file lifetime; 

that is, how long the file exists betveen creation and being 

scratched. Let LF(i) be the empirical file lifetime 

distribution. Then: 

Nfiles 
LF{i}= I (1 if D(j)-B(j)+1=i; 0 other\lise}/llfiles (9) 

j=l 

There is one problem with this definition. D(i) is undefined 

for files which have not been scratched at the end of the 

measurement period, and froc table I, we ~ee that this is 21% 

of a 11 flIes. There appears to be three Mays to deal with 

this difficulty, but none of the three is cor:pletely 

satisfactory. These are: (a) Consider only files I£hich are 
21 
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Table VIII 
I 

All Days I 

Size :lass Number Fraction Number . ~ Coef. Fit Parameters rlClD !'lean Fraction Pract~on Numer tlean 
(t racks) of of of Inter- In ter- of a b c Lifetime Rate of Died 

Piles Refs. rcf~rence reference Varia- Reference 
I 

Interval tion Int~r'lals 
1 Libc~ry 12 .000 [I fl 256 .00107 244 4.30 3. 34 .940 .551 .023 311 • 111 _ 417 

2-3 29 .00116 1022 .00tl28 9t14 4.65 3. 16 .. 956 .396 .019 166 • 167 .. 310 
tl-7 120 .001lA2 4926 .02071 4028 4.13 2.77 .. 9)0 .49~ .011 319 .. 175 .. 242 
8-15 2119 17253 .07223 
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.010CO 17p05 2.99 2.73 .97G .472 .026 330 .277 .265 
1('-31 232 .00932 24591 .10295 24Q60 2.26 2.3(, .9fJ2 .562 .0.3 :, 31n _ 382 .272 
32-63 67 .00269 9 1; 2 4 .03<)1J5 9b57 1.77 1. G 1 • 96~ .707 .. 0 fl'J 06 .5] Il _] 13 

>=64 111 .00056 2129 .00091 21'15 1.06 2.37 .991 .636 •. 0) 1 422 .1177 .286 
1 Otner 6952 .27922 33249 .13,}19 26

1

1121 9.50 2.56 .851 .349 .021 61 .063 .707 
2-3 51(J0 • 20nO 5 33185 • 13fl92 281(192 8.51 2.67 .8nS .317 .020 63 .078 .755 
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,32-63 Cj 56 .01 fl) 1 128')2 .05397 12 I) 4 2 3.05 3.33 .902 • 117) .013 81 .261 .717 

> :-(,11 3fl5 .015 116 121') 1 .051011 11 807 2. 1!1 2. GO .9 fl4 .608 .010 74 rt 371l .3C5 
1 ~ctive 2777 • 11 15 11 6629 .02775 311fJ4 14.01 2.24 .831 .202 .017 34 .061< .924 

N 2-.'3 774 .0llO') 10.18 .00769- 107 ) 12.24 2. 19 .8013 .256 .021 28 .07) .'iIJ) N 'l-7 406 .01G]1 958 .00401 555 9.98 2.613 .932 • 193 • Q 13 23 .087 _ 9 3 1 
8-15 183 .00735 412 .00172 231 6. 'J7 3.4 B • ')(,Q .279 .011 16 .113 .9 115 

16-31 1 16 .00 II G6 271 .00113 155 5.06 2.93 .890 .639 .030 13 .200 1.00 
32-63 43 .00173 105 .000 114 62 3.11 1. 46 8 .274 .930 

>=64 1 .0000 11 11 .00002 I 3 11.67 1. 23 37 .111 1. 0:) 
1 All 97 4 1 .39124 110 11 ~ .16802 30549 10. 10 2.52 .852 .317 .020 52 .067 .825 I 2-) Files. 5983 .211030 36045 .15090 30159 8.52 2.66 .887 .316 .020 50 .079 .777 I 1;-7 3920 .1571+4 36')80 .15481 33116 6.09 2. ')0 • ') 30 • 3S 3 ~020 61 .117 .776 I 8-15 2853 • 1 llJ 59 4555<) .19073 4271111 4.23 2.97 .959 •• 1103 .022 71 .175 .752 
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actually scratched during the period of observation. The 

difficulty is that this will give an incorrect estimate unless 

the system is cocpletely in steady state. This is because if 

files are being created more quickly than they are scratched, 

the file lifetice distribution viII be over~eighted towards 

sbort lived files; the long lived files will not have had a 

chance to die yet. (b) Assume all files are destroyed on the 

last day of observation. This doesn't appear to make any 

sense statistically •. (c) ,Assume that since the last day of 

observation is a random point in ti~e, it happens to exactly 

bisect the lifetime of all files in existance on that day. 

This argument is closely related to that used to derive the 

distribution of time to the next event in a renewal process 

vhen the process is observed at a random point in time (Cox, 

1962). The expected time to the next event (i.e. file death) 

is equal to the time since the last event (file birth). This 

approach is satisfactory if all files have finite lifetimes 

and if there is a large oamber of such files, so that a 

distribution may be collected. Ye have selected (a) as our 

means of estimating the file lifetime distribution; there are 

arguments to be made for (c) as well. 

The measured file lifetimes are presented in figure 6 (by 

size) and figure 7 (by class). The file lifetime appears to 

be ooly slightly related to size, but is strongly influenced 

by ~lass. Active files get scratched relatively quickly (see 

figure 7) and libraries tend to never be scratched. The mean 

lifetime is shown in table VIII fot each size/class 

combination. Also shown in table VIII is the fraction of 

files of each size/class that died (were ever scratched). 

Among the libraries, a full 73% were still in existance at the 
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end of the oeasure~ent interval. For the ~easons noted above, 

our measure~ents of file lifeti~es maybe biased, and 

considering the large number of files not scratched, that bias 

nay be guite significant. The reader therefore scoold not 

attach too much significance to our file lifeti~e figures. 

Further study of file: lifetimes seet'lS to have only slight 

payoff in terms of file migration, which is the ulti~ate aio 

of this study. Therefore, no attempt has yet been made to 

modal file lifetimes.' An effort in this direction is being 

considered for future research. 

F. File Reference Patterns 

1. Interreference Times 

A very important aspect of file reference behavior from 

the point of view of this paper is the actual ~eguence of 

referenced non referenced days, and in particular, the 

distribution of times between references. Let 

g(i,logsize,class) be the empirical probability mass function 

for the times between references to files belonging to size 

class "logsize" and type class "class". Let "*" denote the 

sum over all possible entries for that argument and let n_fI 

denote an unspecified entry for that argument. Then 

g(i,logsize,c1ass)= I 
jE(1ogsize, class) 

Nfiles 

Nrefs (j)-l 
L (lHC(j,k)=i;c10) 

k=l 0 otherwise) 

/ I ( Nref s (j) - 1 if Nref s (j) ~ 1) 
___ j.E(~og§ize, ~Jass} ___ ~~ ....... _.~~ __ 

iirefs(j)-l 
g(i,*,class)= I (1 if c(j, k) = i; 0 otherwise) (11) 

jEclass k=l 

I r (~lrefs(j)-l if Nrefs(j) ~l) 
jEc1ass ...... _ .. _. ___ .. 

Hrefs(j)-l 
9 (i,logsize,: I I (lifcU,k)=i; (12) 

jE10gsize k=l 0 otherwise) 

I )' (:irefs(j)-l if lirefs(j) > 1) 
iElnaQi7P ?4 -



Nfiles Nrefs(j)-l 
g(i,",*)= L I (lifc(j,k) ="i; 0 otherwise) (13) 

j=l k=l 
" Nfiles 

/ L (Hrefs(j)-l if Nrefs(j) > 1) 
iie let G(i,log~l1ze,class} be the c.llllulative distribution. In 

figure 8 we show as solid lines the distributions 

G(i,logsize,*) and in figure 9 the distributions G(i,*,class}. 

(The lines showing fitted results are discussed below.) The 

number of interreference intervals and the mean interreference 

times are given in table VIII for each size and class 

combination .. 

Another column in table VIII shows the coefficient of 

variation of the interreference time distribution, as 

aggregated over all of the files in a size/class conbinationc 

Let CV(logsize,class) be the coefficient of variation for a 

size/class case. Then 

CV(-,-}= 
Lig(i,-,-) 
i 

( 14) 

We observe that these coefficients of variation are allover 

1.0 and the mean {i. e. for g (i,*,*)} is 3.08 .. The 

distribution is thus moderately skewed, but this implies 

nothing about the reference pattern to individual files. Such 

a skewed distribution could equally well be obtained from 

either of two circumstances (among many others): (a) each 

file is referenced with the same skewed interarrival time 

distribution peculiar to its size and class or (b) each file 

is referenced as a Bernoulli process" but llith the rate of 

reference varying bet~een different fileso (The Bernoulli 

pro~ess is the discrete ti~e analogue of the Poisson process, 

by which a file i has a constant probability p(i) 

25 

of being 



N 
0\ . 

>
I-
>-. 
-' 
(0 
-< 
m 
D 
CL. 
n. 
l.J.J 

> ,-. 
t-. 
':C 
_.-I 
:J 
~: 
=) 
u 

Figure 9 

Ii\lTEf\REFEF~[t\lC[ T H~[ DISTRIBUTI0N 

,--.--r-.-l-.-.--,l-r ........ 

1.0 f- L\~~~.~!~!~:' ... '.:.c~~'~ 
- .. ~ ......... :.:;...;. .. ,., .. lj.~.-= . . - _";"7",;,t;..Qr..Q!.r.-;-, 

0.8 

Y':::::'F~ ~~ 
. .~ ....... ? !ILL FILES --If / .. ··)<elHiER FILES 

:!t . 
1'-
Ii: 
h: 

-~~f f' 

f

: 'ij ('ACTIVE FILES' 

o 4 -~; 

.. :Li_~_t I I 1 I I L-L-.l---1-L-t-l L I I I =] 

0.0 
- MEASURED 
..... FITTED 

ALL OA YS 

o 10 20 30 40 50 
TIME IN 0/\ YS 

HAZARD R/\ TE 

r
\·T-r-,-'T-"--,Tl·-r;-.....-r-TO-'-.-r'~J. 

0.50 'j 
. J \:'"\ . -·-·LOGSEE .. 6-
(~ - I~._. . . .. .... l0GSIZEn5 
Z ., \\ I C)GISr 4 - - "\'t...... ( -- . .\' ~ _t" ..... 

til 0'0 \", .... , .. ~ I ----/',LL FILES 
cr.:: • • r: " '-"'\! ~'\> i', . , ., '. = 
llJ .-~ . -¥-;"<;".':"/~'-'\.' I', .... , 'N 
l a.oJ - .... v .... <'· ., .• (\- ,....,1 ; '. : .,. . 
L - J ,,',.: • __ .,,\ Jc:l ..... . JI' ,.; ,I .. _j 

l.J.J '\' '. ,'< ..... :-:. ,;. :r'v··~·l,':·'" 'J. 
'. J ... •• "-v,.",. ... , ,-,.L-1 - '" 7 

C!::: . ALL 011 ,(S '.: I - ., ..... • • 

I!. 
D 

>
I·· 

. • J. I I I 

g:~~ ~1H--t-1 ' I , I I I, I-+-+-H.~+ 1 ,i, i I: 
.1'<. \ ---.u~G~;J!'F>3 
- t:~:--.... -·_·LBGS]zr::,,2 ,... l-~: .... \ .... "LOGS!i-:Enl 

m 0.10 ~. l clG('JZf' C 

o-t 
._.1 

< 
m 
Q 
CL 
0_ 

~ " ./, "-",-f -- ~ J.;:) •• ' I (: _ ..... :, / -~ 

a G5 . ,-'~, .-;"/"- -- \ . f '-C:P\~,~-"', .. ;'''' . I"\~ I - ~ 
~ ~·!.:-\>h'~,;y0.~\ 

0.01 ..J--,-.L-I.J I I I J LL I I J I L-L-L-L-~ .. 

a 10 20 30 '10 

TIi~r: ~~Ii'ICE L/\ST REFERENCE 

Figure 10 

< ' 

L1J 
U 
:z 
w 
CL 
LiJ 
LL 
l.J.J 
CL 

lL 
Q 

>-
I-....... 
_l 
•. -< 

CD 
-< 
CD 
C~ 
CL 
0... 

\ , . 
. l , . . ~ , ~ 

Figure 11 

H/\Z/,RD RA n:: 
I I I I I I r--r-r-1--r-J-'Tr-

f-LL Of-YS 

-- Ll8R!\RICS 
. ..... ~;THr:R FILES 
-.-. ACTIVE 
---- IILL F Il ES 

0.10 

0.05 

\ 'j 

-'·t(lW~ A ~ ~JI\ ~'I t\ ~ ~l 
.'" >: " 1\, .. I; I' c,. 

\,f), f~,., ., ,;"j, .r~" ,~, ;' \!; Ii"/ i \' \~ 'AMAR· '~·'-.!"rh,\ ';',lj.:i:"V\'lf/L.,,L',:J ";: \.: 
! /'1 A! I \1' '1/'\.1..1" ~/,-I .j :'. ". J "l\~ \'.+., 11'1 

0.01 

"I, . r I \ f' ,),., \ ", ., ,".. . ';, .I ,. 
1 II' , • J • , " ·1, "., '. J':LJ' 
• '. ; It., . \'" I' II, :\. 

• " \'1 L "/.\. ~". I 'I I ". 1i.J...L. I 1-.i-J~_l_I._1 _-" __ ---'---'-.J_..L--L-_ I. 1: .1--1._, 

>
f-
>-f 

a 

1.0 

;:::! 0.8.'
ro 
< 
m 
Gl 
CL 
0.... 

lJJ. 

0.6 .-

2:; 0.4 
I-
< 
_l 
~ 
::;.: 
:J 
u 

0.2 

20 40 GO 80 
TIME SINCE L/\ST REFEf<D'~CE 

RA TE OF REFERENCE T0 FILES 

Ir~'-r-r-'l-'I-I-11''''''-r-r-ll 

\lEIGHTED BY LlFE~~t:~~'_'_'-'-'-'-'_-~-;:"'::'1 , 

\-. ~.r .......... ~ 
/_.~.- ~_J/'.:........ ...:.. 

.,,". ." •• 1.' 

, .--
. J~X-I,,'EIGHTED fW SIZE ~ 

..... I 

" .. - " 
.<' ,,'-'-:........\lEIGHTED 8Y USE 

. ,. 
. " 
" 

.... ,I "UNI,.IEIGHTEO j 
.' ,. .. ,. 

:':,/ ALL DAYS -1 

~/ ~ 
.-Lf.J_l-.l--,J-'..J~LL1-1 I f I I .t..l I 1 0.0 o 0.2 O.~ 0.6 0.8 1 

r~/\ TE (r-PI:.;r013. 0r- REF,) 

Figure 13 



-
refeccnced each day_ The interevent times ace geometric.) 

Another statistic which has be en- measured is the hazard 

rate of the empirical interreference time distribution. The 

hazdcd rate is defined as 

h(i,-,-)=g(i,-,-}/{1-G(i-1,-,-)) ( 1S) 

Exa~ination of the hazacd Late function (see figures 10, 11) 

indicates that it declines sharply for a while and then 

beco~es (after 20 days or so) relatively flat. 

A distcibution that is frequently used' to model discrete 

e:npirical distributions of the form ve have desccibed 

{rnolerately ske~ed, declining but eventually flat hazacd cate} 

is the hypergeo~etric distribution, which is the weighted sum 

of geometric distributions. We have selected .a tvo part 

hypergeometric to fit g(i,-,-). Le t g f (i, - ,- ) and Gf(i,-,-) 

be the appropriate fitted distributions. Then: 
- --------------------

g£(i,-,-)= a b (1-b)**(i-1) + . (1-a) c (1-c)**(i-1) (16 ) 

foc some a,b, and c to be selected in each case. 

There are three methods in common use used to fit the 

parameters of a fitted distcibution to empirical ones: least 

squares, maximum likelihood and method of moments. The method 

of moments is by far the simplest to use but is vulnerable to 

instability in the case that the number of points in the 

sample distcibution is small. That does not appear to be a 

problem with ouc data, since thece 'are a large nUiJber of 

intecreference intervals in almost every size/class 

combination. We have therefore used the method of moments to 

estimate the parameters a, band c in each case. 

27 
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of ~o~en~s involves calculating the noments (in this case, the 

first three) of the empirical distribution and selecting the 

set of values of the distribution paraoeters (a,b,c) that 

yield the same moments. This was done and the results appear 

in table VIII. ~e note that in tyO cases, no set of 

parameters a# band c existed that yielded the observed 

moments. 

In figure 8, the overall fitted distribution Gf{i,*,*) is 

sholin as a dot-dash line and in figure 9, the fitted 

distributions Gf (i,*,-) are shown as dotted. lines. As may be 

seen, the quality of the fit is at best fair. This 

observation is confirmed by the chi-square test for goodness 

of fit, which rejected the fit in almost al~ cases at the 99% 

confidence level. No attempt has yet been made to fit the 

obs2rved distribution with other postulated distributions; we 

_are~onsidering doing so a tala ter time. __ u_s_e_o_f_t_h_i_s ___ fi_t_t_e_d _____________ _ 

distribution is made in the co~panion paper to ,this, however, 

and despite the fair to poor quality of the fit, surprisingly 

good results are obtained for its use with file migration 

algorithms. 

2. Testing File Reference Patterns 

In the last section, ve obtained the distribution of 

times between references to a file aggregated over all files 

in a size/class combination. As lie noted, this says very 

little about the reference pattern to'individual files. In 

particular, there are three questions that should be answered 

vith regard to individual file reference patterns: (a) Is the 

rate of reference to a file stationary? (b) Are successive 

inter reference intervals correlated? (cl Is the reference 

pattern to a file the Bernoulli process with a parameter 
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spe~ific to that file? Testing a time series to obtain the 

ans~ers to a, band c would be straightforward ~ere it not for 

the fact that most of the sequences of interreference 

intervals for the files are very short. As noted earlier, 50% 

of the files were referenced 2 or fever ti~es. It makes 

abs~lutely no sense to test a time series of 2 elements (or 

even 3 or 4). Further, results don't appear to be available 

in the published literature fer the distributions to be 

expected when applying standard statistical tests to such 

small samples. Our basic ~ethodology, which we summarize 

below, consists essentially of restricting our tests to those 

file reference patterns which can reasonably be tested, and 

then testing them against distributions obtained through 

pseu~o-random number driven si~ulation. The details of our 

methodology and results will appear in a paper in preparation 

(S mit h, 1 978 c) __ ___________________________ _ 

The only files tested were those that (a) were referenced 

at least six tices, (b) had a value of (Href(i}-1)/{L(i}-F(i» 

less than .95 and (c) for which L (i)-P(i) was greater than or 

equal to 10. The idea was to eli~inate those files that 

either were referenced too fev times, or were referenced over 

such a short period of ti~e that the number of possible 

reference patterns was too s~all to allo~ for statistical 

testing. For ·e xample, 

seven day lifetime can 

a file referenced on six days in a 

only show five different possible 

reference patterns. We found that this elimination procedure 

left us with 5,334 (21.4% of all) files for all days and 4,818 

(19.4% of all) files in the ",orking days case. Approximately 

80% of all of the file ceferences re~ained, however, since 

those files eliminated ~ece tr.ose vhich ~ece referenced very 

')0 



fe'll times. 

We tested for ~onotonic trend, serial correlation and 

ske~ness of the distribution. The null hypothesis in each 

case was that of a stationary, un~orrelated Bernoulli process. 

The statistics used are explained below. For short discrete 

time time series, there appear to be very few results known, 

and so the means and confidence intervals for the statistical 

tests were determined by generating a large number of randow 

Bernoulli processes (of appropriate rates and lengths) and_ 

applying the statistical test to those ti~e series. That is, 

a large number of Bernoulli time series were generated using a 

pseudo-random number generator. For each of these time 

series, each of the statistics given below in equations 17, 18 

and 19 were calculated. This yielded the distribution of the 

statistic in the case of the null hypothesis - i.e. the 

--Ber:n-o-u-l-l-i-pr:oGe-ss-. 

We do note one problem with our statistical procedure. 

Because of the short length of most of the time series we deal 

with, the values of the statistics (eg. 17-19) used will vary 

widely even in the case that the null hypothesis is valid. 

Thus it will be difficult to deter~ine that our sample time 

series are not Bernoulli, and the test procedure may not 

actually be very powerful. An alternative approach is to find 

some (clever) way of aggrega ting the da ta from se veral time 

series, but we leave this for future research. 

(a) Testing for Trend 

Lewis and Shedler (1973) (see also Cox and Lewis, 1966) 

giv~ a statistic for testing a continuous tine time series for 

being a stationary uncorrelated Poisson process against tho 

alternative of a Poisson process ~ith monotonic trend. As 

':In 



.. 
adapted for discrete tice series, it is 

Tr-= z - T/2 where T=L(~-F{i)+1, 
T/ /12l'ref (i) 

L(i) 
Z= I I (i, j) (j-P (i» IUref (i) 

j==F(i) 

(17) 

This statistic is simple to calculate and seems to be equally 

suitable for testing discr-ete tice series. 

As shown in table IX, appr-oximately 35% of the file 

reference patterns displayed significant. trend (at the 99% 

confidence level); the vast majority of such cases were of 

declining trend. This is as one might expect a file is used 

less after it has been around for a while. ~e comment that a 

skewed but stationary distribution will display a larger 

variance in Tr than the Bernoulli process; thus the 99% 

confidence level ~as used rather than tp~~ I:lO~ usu~ __ 9?~~, __ ~~~ __ ~ __ _ 

order to minimize false rejection. 

(b) Testing for Serial Correlation 

The usual estimator (and usually the most powerful; see 

Le~is and Shedler, 1973) for serial correlation is given in 

equation (3); that estimator, ho'tlever, is an approximation 

that is acceptable for long time series. The correct 

estimator is (from Kendall and Stuart, 1976): 

S(k) 

n-k n-k n-k. 
=k I (x. - =k I>:;) (x;.J..k- =k I x·+k) n . 1 In. 1 ~. n . 1 l 

l== l= l= 
(18 ) 

We warn the reader that this estimator is biased to the 

approximate extent of i/n, where n is the number of elements 
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T,1hle IX 

Trend Test 

Fraction That Rejp.ct (~9~ Confidence Level) 
Yor Increasing/Decreasing Trend 

Unveightcd 
Weigh ted by 
Lifetime 

All Duys 

.052/.282 

.087/.323 

Table X 

\lorking Days 

.051/.274 

.077/.304 

Serial Cor:r:elation Test 

Fraction That Reject (99~ Confidence Interval) 
For: Excessive Correlation 

All Days 
Working Days 

Table XI 

.042 

.066 

Distribution of Number of Times a File 
is Used in 15 lIorking Days 

Nucber Probabili ty Cumulative 

0 .600 .600 
1 • 112 .713 
2 .060 .773 
3 .037 .809 
I. .02:; .834 
~ .07.0 .85 11 
6 .017 .871 
7 .015 .826 
8 .013 .899 
9 .012 • ') 11 

10 .011 .922 
1 1 .012 .9 J II 
12 .012 .9 116 
13 .013 .959 
1 4 .0 1 I~ .973 
15 .027 1.00 

Table XII 

Coeficient of variation Test 

fraction That Reject (99~ Cn~fid0ncQ Interval) 
The Bernoulli ~~0C0~~ 

All Oil YS \.;cj[Ling Days 

Onwe igh ted .354 .363 
weigtited by 

Use .494 .470 

Table XIII 

Mean/~edian Rate of Refer:ence 

weighted By I'Iean I'Iedian 

Un"eighted .306 • 19 
Use .410 ..: 386 
Lifetiol.e • 121 .030 
Size .380 .296 



in the ti:e series. Thus knovlege of the act~al mean and 

distribution of the estioator is essential. 

The serial correlation was esticated using equation (18) 

for all files showing no significant trend. The fraction of 

files which displayed significant serial correlation is shown 

in table X, vhere we see that only about 5% of all files 

::cjected the hypothesis of no correlation at the 99% 

confidence level. (Our earlier co::;tlent about skewed 

distributions holds here also.) In almost all cases, those 

significant cor-relations found were positive ones, not 

negative ones. Most correlation coefficient values observed 

were small (65% were less than .25) so that independent of 

their significance, their predictive pover is .lo~. 

An additional test ~as made to look for possible serial 

correlations in interreference intervals. Figure 12 shows an 

x-y plot of successive interreferenceinter~va~l-s~t.aXe~n-o-v-e-L-a-l-l--~"~~~~_·" 

interreference intervals for all files. Each entry is the 

(truncated) logarithm base 2 (in hexadecirna~ of the number of 

points at that location. 

author in this figure. 

There is no pattern apparent to the 

The cross correlation (between x and y) was computed over 

all of the points in this figure and a value of .295 (.307 for 

working days) was obtained. This a high and significant 

value, but it presumably reflects the fact that we have lumped 

all files together, rather than actu~l correlations within 

individual file reference proc8sses. That is, files 

referenced at a given rate are likely. to continue being 

refarenced at a similar rate; this rate may be char -~eristic 

of the file or its size or its class. 

We also collected data to look at the extent of 
..,.., 
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clusterinj in the reference pattern to a file. For every 

period of 15 days during which a file' existed, the nucber of 

references to that file was counted. The distribution of the 

number of ~eferences to a file in 15 ~orking days is given in 

table XI. As can be seen, there is substantial clustering; 

a file is used a few times, it is just as likely to have been 

used on many more days. This confirms one's intuitive idea of 

file use - if a file is in active use (development or 

production), it is likely to be referenced Hith high 

probability each day over a several day period~ 

(c) Testing for the Bernoulli Process 

Testing an interarrival process against a knoVD 

statistical distribution is usually done with the chi-square 

goodness of fit test (see eg. 1) using the empirical 

inter arrival distribution. This is only feasible, however, if 

the number of events in the arrival process is guite large (at 

least 25 or 50 in this 6ase). He choose instead to measure 

the coefficient of variation of the interarrival intervals for 

each file and then determine whether that coefficient of 

variation is an acceptable one under the hypothesis of a 

Bernoulli process. 

The estimator for the coefficient of var~ation used 

1 NrefCi)-l[.. Nref~i)-l.. . )12 1/2 
[Nre£(i)-2 j~l eCl,]) - ( j~l eCl,])I(i~re£.Cl)-l) J ] 

NrefCi)-l 
I eCi,j)/(NrefCi)-l) 

j=l 

is: 

( 1 9) 

He again warn the reader that this esti8ator does Dot approach 

its asymptotic distribution until the tiDe series becomes 

9 uite long. ~e found (see table XII) that about 40% of all 

files teste d (those wi t h no tren d) showed 
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.. 
coefficients of variation at t~e 99% confidence level. In 

al~ost every case, this vas because the coefficient of 

variation was too large. Thus our earlier caution in the 

trend and correlation tests regarding skewed distributions 

appears to have been appropriate. 

It also happens that 96% of all coefficients of variation 

are below 2.0, whereas the mean coefficient of variation when 

computed over all interreference intervals for all files is 

3.08. Similar high coefficients of variation are observed for 

individual size/class combinations (see table VIII). Thus the 

interreference distribution for a size/class co~bination oay 

not be a very good estimate of t~e distribution for an 

indi vidual file d 

(d) Cone lusions 

Prolll our tests in this section (III. P. 2), we can see that 

inter reference time distribution is more skewed than the 

Bernoulli. There is little if any significant serial 

correlation within the reference process to one file. A file 

migration algorithm would therefore find it useful to 

condi tion on the tice since the 1 ast reference and perhaps the 

age of the file; conditioning on previous interreference 

intervals doesn't appear to be helpful. 

It is worth mentioning ttat differ~nt results were 

rep :n- ted by S t r itt e r (1 9 7 7 ) H h a a :-~a 1 y z e oj the sam e d a t a • His 

des=riptions of the tests he ra~ are vague but he found that 
, 

the nu~ber of files displayins eit~er trend or large 

coefficients of variation to te scalI enough that he was 

willing to describe the file referecce process as "Poisson". 

It appears that he tested only a s~bset of the file reference 



pro=esses (selection process unspecified); thus fron his 

d~s~ription of his results (which are not guantified) it isn't 

clear if there is actually a conflict with our results or not. 

tIe believe that our ~ethodology has been more. thorough and 

that the results presented here are correct. 

3. Rates of Referer.ce 

Another interesting statistic is the ~easured rates of 

reference to files. The rate of reference to a file i, Rei), 

is just Nref(i)/(L(i)-F(i) +1). That is, it is just the nucber 

of times the file is referenced over the petiod of observation 

divided by the lifetite of the file during the period of 

observation. 

Re have computed the cunulative distribution of R (i) in 

four \lays: BU (x) is the unr:eighted distribution:. 

Nfiles 
RU(x)= I (1 if R(i) <= X}/Nfiles __ ~ __ 

i=l 

This distribution can be weighted by file lifetime as 

TUiles 
RL{x}= I (L(i)-F(i)+l if RCi) <= x; Ootherwise)/ 

. i=l 

or by use as 

l:fi1es 

. Nfiles 
I (L(i}-F{i)+l) 

i=l 
(21 ) 

flUS ex) = I (~lref (i) if R (i) <= x; 0 cthervise) /Href (22) 
i=l 

or by file size as 

Nfiles 
RS(x)= I (S(i) if Rei) 

i=l 

Nfiles 
<= x; Ootherwise)/ I SCi) 

i=l 
(23) 



The measured values fot" Rcr (x), RL (x), HUS (x) I and RS (x) all 

appear in figure 13. The mean and median rates of referenc~ 

are given in table XIII. 

It is also interesting to co~pute the rate of reference 

to a file as a function of its age. The age of a file is 

defined to be the nu~ber of days since it was created. Ee 

co:.pute the mean rate of reference Rh{i,-,-) to a file as a 

fun~tion of its age i by considering those files which were 

created during the period of observation. 

RA(i,-,-)= I A(j,i)/ I (1 if (L(j}-F(j)+1»=i; 
jE(-,-) jE(-,-) 

o otherwise) (24) 

Note that BA(1,-,-)=1. The function RA(i,-,-) is rather 

irregular for moderately large values of i, so we have 

smoothed function RA(i,-,-) is sho~n in figures 14 and 15. 

The up-down regular oscillation of RA is due to the 

interaction of the smoothing window with weekends. Since L20st 

files are created during working days, a file of age 19 is 

less likely to be referenced than a file of age 21. (Since a 

file of age 21 is very likely to be in existance on a working 

day.) A SInO 0 t hi n 9 )( in dow a f a l:! u 1 ti P 1 e of 7 day s .... 0 u 1 d h a ve 

removed this oscillation, but ~as judged to be too wide. 

Also shoan in figures 14 and 15 is the value of 

RAf (i,-,-) obtained fron our fitted. t~:o· part hypergeo~etric 

distribution of equation ( 1 6) • ~e assunc that the file is 

ceferenced as a rene~al proc ess, with the gf (i r -,-) 

inter arrival distribution, ani that the file ~as refercnccj on 
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the day of its birth. Then from the renewal equation (Cox, 

1962), one has: 

i-I 
RAf(i,-,-)= I RAf(k,-,-)g(i-k,-,-), i>1, 

k=1 
r:here RAf{1,-,-)=1 (25) 

We note that because a file is referenced on the day it is 

created, the predicted rate of reference declines vith age. 

The fact that the process is stationary (e., g. a renewal 

pro:::ess) does not imply that the rate of refer.ence need be 

constant as a fQnction of age. 

This declining rate of reference to a file with age is 

consistent with our' earlier determination that about 35% of 

all tested files showed a declining rate of reference during 

their lifeti me. 

In performing file migration, one would generally like to 

remove that file with the largest space-tiDe product to the 

next reference (size of file x time to next reference). 

(Criteria for file migration are discussed in detail in the 

companion paper to this.) One can estimate the time to the 

next reference by conditioning on the tiRe since the last 

reference, among other things. Let E(i,-,-) be the expected 

time to next reference, given that the file hasnrt been 

referenced for i days. If there tave been i days elapsed 

sin:::e the last reference (i=O ~eans that the reference ~as 

that day), theti by conditio~icg only oti the tiDe since last 

reference, 

E(i,-,-)= I g(k,-,-) (k-i)/(1-G (i,-,-)j (26 ) 
-l -l • ..!..1 



In figures 16 and 17 we sho~ the expected time to next 

reference, both as calculated from the e~pirical distributions 

g(i,-,-) and fro~ the fitted distributions gf(i,-,-). The 

dotted lines in each case are the fitted distributions. 

The important obsecvation to be made froc figures 16 and 

17 is that the expected time to next reference is a generally 

increasing function of the time since the last reference. 

Thus one is more likely to ~ant to migrate a file which has 

not been used for a long period of time than "a file which has 

been recently referenced. This issue is considered further in 

Smith (197Sc). 

IV. SUMMARY, CONCLUSIONS AND PLANS FOR FURTHER RESEARCH 

We have observed that most files are referenced very few 

timeso Of those files susceptable of __ s_t.C\ti~tical testing_,--'i:"-'e><--___ _ 

found that about one-third sho~ed a declining rate of 

reference. Amost half of the files showing no trend displayed 

reference patterns which ruled out a Bernoulli process model 

for the reference process; almost no serial correlation ~as 

detected between successive interreference intervals. Thus 

for those files displaying no trend, a renewal process model 

uith a moderately skewed interreference time distr.ibution 

would appear to be appropriate. Agreeing with the observed 

frequent decline in the rate of reference to a file ~ith its 

age is the overall decrease (uben aggregated over all files) 

in the rate of reference to a file witn age. ~e also note 

that ~e were not able to fit the interreference time 

distribution with a t'Wo part hypergeornetric. Our 

interpretation of the results enun~rated in this paragraph is 
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that a Markov chain model for the file reference process, if 

one exists, is likely to require a ~inlnum of three or four 

states (including a state vhic~ represents file death). A 

very si:::ple renewal process model or even a two state 

Semi-Markov Process Dodel (e .. g .. Levis and Shedler, 1973) 

seems insufficient to repres~nt tbe observed properties of the 

data. Further research to develop a satisfactory nodel for 

the file reference process is planned. 

The goal of our data analysis in this paper has been 

t\!ofold: ( a) describe and characterize to whatever extent 

reasonable the file behavior patterns observed and (b) to 

develop a basis for the specification of file migration 

alg~rithmso For a file ~igration algorithm, it appears to be 

useful to use: the time since last reference, the file size, 

the file cliss and the file age in order to predict the ti_e 

sug~ests that conditioning on previous file interreference 

intervals viII not be useful. In the companion paper to this 

(Smith, 1978c), ~e do use the data analysis in this paper as a 

basis for the construction and evaluation of a number of file 

migration algorithms. 

For our description and analysis of file reference data 

in this paper to be useful in the sense of being applicable to 

other installations, there must be some reaso~ to think that 

file behavior ~ill be similar aceross users and cocputer 

syste I!lS. Until data is gathered and analyzed for other 

systems, it is of course i~possible to saYi but we believe the 

follo~ing: users use ~ext editor files in much the sane 

Qanner every.here, subject to tbe distortions induced by the 

accounting or file migration algorith~s. User access patterns 

11? 



.. 
to n~n tex~ editor files, such as data files or data b~ses, 

are still unknovn and it is not reasonable to clai~ that our 

results here will apply. 
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