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TOMOGRAPHY WITH LIMITED ANGULAR INPUT 

K. C. Tam, V. Perez-Mendez and B. Macdonald 

Lawrence Berkeley Laboratory, Berkeley and Radiology Department, 

U.C. San Francisco 

ABSTRACT 

The effects of the angular range 6f data taking in reconstructions in 

planar positron cameras using the deconvolution method and the matrix method, 

respectively, are investigated.' It is found that in the absence of any a 

priori information there are undetermined components in the reconstruction 

if the point response function of the positron camera does not satisfy certain 

criteria. However, most of the undetermined components are recovered in 

the case in which the transverse spacing of the object is discrete, and all 

of them afe recovered if the fact that the object extent is finite is uti

lized. It is concluded that the two reconstruction methods are mathematically 

equivalent. The results obtained can be applied to other transmission and 

emission imaging devices. 
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3-D Object Reconstruction in Emission and Transmission 

Tomography with Limited Angular Input 

K.C. Tam, V. Perez-Mendez and B. Macdonald 

1. Introduction 

In radiology and nuclear medicine imaging, information on an object is 

usually inferred from the radiation transmitted through or emitted from the 

object. Such methods of imaging medical disorders, known as transmission and 

emission imaging, respectively., usually involve collecting the radiation events 

while viewing the object in a continuous range of angle or series of discrete 

angles, and then reconstructing the object distribution from the data. Object 

distribution can be two-dimensional, such as in ring positron cameras [1] and 

x-ray scanning (parall·el beam or fan beam geometry) [2,3], as shown in Figure 

1, or three-dimensional as in planar positron cameras [4] and pinhole imaging 

[5], as shown in Figure 2. Similar techniques have also been employed in other 

non-medical imaging situations, such as electron microscopy, radioastronomy, 

etc. In this paper we investigate the relationship between the angular range 

of the input data and the possibility of reconstructing the object distribution 

completely. Practical ways of implementing such ideas numerically are also 

given. In the following discussion we shall study the typical problem of 

imaging in planar positron cameras. The results obtained can be. applied to 

other problems after simple modifications, as shown in Section IV. 

II. Basic Equation and Methods of Solving 

We shall take the line joining the centers of the two detectors of the 

planar positron camera as the z-axis. Due to the symmetry of the x and y axes, 

we shall write out only the x-axis explicitly and suppress the y-axis in most 

of the mathematical treatment and figures in order to facilitate presentation. 
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As shown in previous papers [6,7], the data in a positron camera consist 

of straight lines defined by the annihilation gamma pairs, with the position 

of the radioactive nuclide which has just 'undergone the S+ decay lying some

where along the straight line. If the number of these straight lines becomes 

large, they will fqrm a scalar field <pCr) in space. If the response at r due 

to a point source at ~I is <PO(~,~I), then we can write 

------,----------- (1) 

where p(r') is the radioisotope distribution giving rise to the annihilation 

gamma pairs. Equation (1) is the basic integral equation relating the data 

to the object distribution. 

Equation (1), as it stands; is not easy to deal with in general. However, 

if the kernel is space invariant, ie. 

------------ (2) 

solving for p(~) becomes much easier, as various methods of solving integral 

eqllations with kernels of such form have been developed [8]. Various ways of 

constructing the function <Po and making it space invariant have been given in 

previous papers [6,7]. 

To solve Equation (2), one approach is to Fourier transform the equation 

to frequency space. As shown in [8], the transformed equation is diagonal, 

so the integral equation reduces to an algebraic equation, 

--------------------------------- (3a) 

where 

~o(~) = J<Po(~)exp(2TIi~.~)d3r 

~(~) = J.(~)exp(2TIi~.~)d3r 

RC~) = Jp(~)exR(2TIi~.~)d3r 
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The solution is given by 

(3b) 

where 

R(~} {
$-

-------~--- (3c) 

= undetermined if ~o(k) = 0 
(since here Equation (3a) becomes 0 = O) 

If we Fourier transform Equation (2) only in the x dimension, we get the 

equation' 

where 

1o{kx'z} = l:~o(x~z}exp(2nikxx}dx 
etc. 

and the solution is given by 

p{x,z} = I: p(kx,z}exp(-2nikxx}dkx 

-,----------~- (4a) 

---------- (4b) 

Equati,ms {3} and (in represent two methods of solving forr(r). , The 

former solves for the unknown R{kx,kz} in frequency space and then inverse 

transforms in the kx and kz dimensions back to configuration space" whereas 

the latter tackles the problem in the kx and z space followed by inverse 

transformation in the kx dimension. Thereafter in the paper we shall refer 

to these methods as the deconvolution method [6,7], and the matrix method 

[9J, respectively. 
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III. The Optical Transfer Function and the Undetermined Frequency Components 

In order to reconstruct the object uniquely using the deconvolution metho'd 

from Equation (3c), all the frequency components of the optical transfer func

ti on ~o (~) must be non-zero. For the matri x method, the cOrresponding require

ment is that the integral operator in (4a) does not have zero as eigenvalues 

[10]. Neither of these two conditions holds when the ranges of integration 

involved cover all space and there is some plane passing through the origin 

of the point response function and that plane contains only one non-zero pOint. 

To show this, we first calculate the optical transfer function ~o(~)' Due to 

the property of the positron camera event to be shown later (Equation (5)), we 

make the following coordinate transformation 

r(x,z) -+ r(e,z) 

where e = tan-1 (..L) 
z 

z = z 

As mentioned in [6,7], the general point response function at (x,z) is 

defined as the number of straight lines, emitted from the point source, passing 

through a line segment of unit length at (x,z) oriented perpendicular to the 

z-axis weighted by a factor F(e) depending on the angle the lines make with 

the z-axis. F(e) is positive inside the cone and zero outside; the case of 

f(e) = 1 inside the cone corresponds to the conventional tomograms obtained 

from back-projecting the events. For z r 0, consider a line segment dx pointing 

alJong the x-axis centered at (e,z) relative to the point source (Fig. 3a) 

<po(e,z) = F(e) angle subtended by dx at origin J:.. 

= f.hl cos 2 e 
~ Izl 

Thus <po(e,z)lzl = F(e)cos 2 e 
~ 

~ dx 

------------------------ (5) 
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Equation (5) shows that .0(s,z)lzl is a function of s only. This expression 

is valid also at z = O. The optical transfer function is 

Performi I1g this integral (Appendix A) we get 

{ 
o(z) fSo F(s)ds if kx = 0 

1P0(kx,kz) 
1T - So 

= 

1 F(si. )cos 2 s" if kx 'I 0 
1T 1 kx r _ -kz \A/here tansi - --rx 

Figure 3b shows schematically the shape of the two-dimensional optical 

transfer function. Three-dimensional point response functions and optical 

transfer functions are treated in Appendix B, and the result (B.3) for the 

pyram~dal ~oJ.r:) is illustrated in Figure 4. Fi9ures 3b and 4b show that 

there are regions in frequency space where 1P0(~) is zero, and thus R(~) cannot 

be recovered by the deconvolution method from Equation (3). Also note that 

Equations (A.2) and (B.2) show that the 1P0 of those point response functions 

satisfying Equations (5) and (B.1), respectively, are non-negative. 

However, if the point response function in Figure 4a is rotated around 

the x-axis, a cylindrically-shaped point response function will be generated. 

Making use of the linearity of the Fourier transformation and the non-negativity 

of 1P0' the corresponding optical transfer function can be obtained by rotating 

the function in Figure 4b around the kx-axis. The resulting function in 

non-zero everywhere in the frequency space. 

This example illustrates the following general principle: 

lithe necessary and sufficient condition for the optical transfer 
function in a positron camera to be non-zero everywhere is that 
every plane passing through the origin (the location of the point 
emitter) of the point response function contains at least a line 
of non-zero values." ----------------~------------ (7) 
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The proof is given in Appendix C. 

In the case of the matrix method, we claim that the integral operator 

(4a), does have zero as its eignevalue for every value of kx if condition (7) 

is not satisfied. First we show that{exp(-2nikzz)}is the set of eigenfunctions 

of th~ integral operator. Setting p(kx,z) = exr(-2nikzz), the integral becomes, 

Thus{exp(-2nikzz)}is the set of eigenfunctions for the integral operator 

with eigenvalues q>o(kx,kz)' However, we have already shown that cI>o has zero 

components if some cross-section of ~o through the origin contains one non-
I, 

zero point only. Since the eigenfunctions form a complete set, the general 
/' 

solution of the integral equation (4a) is 

where the coefficients C(kx,kz) are given by 

{ 

I)(kx.z)exp(2nikzz)dZ = 
C(kx,kz) = - to(kx,kz) 

undetermined, if cI>o(kx,kz) = 0 

The solution p(x,z) in configuration space is obtained by inverse transforming 

p(kx,i) in the kx dimension, and it can be seen th~t the result is identical 

to that obtained by the deconvolution method, as ~xpected. 

It follows that p(x,z) cannot be determined Jniquely using either the 

deconvolution method or matrix method represented by Equations (3) and (4), 

respectively, when the pOint response function does not satisfy (7) and no 

further information is available. 
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IV. Use of A Priori Information 

In this section we discuss the effect nf some of the a priori constraints 

on the undetermined components of R(~). 

In all physically interesting situations we will be dealing with a 

bounded, finite object in which the appropriate density p(~) is to be deter

mined. Furthermore, due to the limitation in resolution of the measuring 

device and the fact that computation is usually done in a digital computer, 

this object distribution will be analyzed on a grid of points with finite 

spacings ~x, ~z. In order to understand the effect of each constraint separ

ately, we will consider the following cases: 

Finite Spacing 

The vanishing of ¢o(kx,kz) outside the cone in Figure 3b is due to the 

delta function property of the integral in (A.l), "Jhich in turn arises from 

the infinitesimal resolution in the z dimension of the point response function. 

If the assumption is made that the distribution of p(x,z) in the z dimension 

is discrete, most of the zero components of ¢o(~) will become non-zero through 

sampling, and hence the corresponding components of R(k) will be recovered. 

The detailed analysis is done in Appendix 0; The results show that the number 

of undetermined frequency components of R(~) is greatly reduced if ~z ~ O. 

Accordingly, the number of eignefunctions with zero as eigenvalue in the matrix 

method is also reduced. 

Fin~te Extent of Object 

By maling use of the fact that the extent of the object is finite, all 

of the undetermined coefficients in the solution can be removed: This is a 

consequence of two theorems: (1) the Fouri er transform of a fi nite object is 

an entire function, and (2) an entire function can be continued throughout the 

whole complex plane from a knowledge of the function on any finite continuous 

line segment [11] .. We consider the effects of the finiten~ss of the object 

in two steps. 
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(a) Finiteness in z dimension (zl < z < Z2) 

The Fourier transform R(kx,kz) of p(r:) is entire in kz. So, for any 

kXl ~ 0, the function R(kx1 ,kz) can be calculated for all values of kz from 

a kn()wledge of the function on the line segment kz £ (-kx tanso,kx tanso) 
., 1 1 

(Figure 5). This cannot be done at kXl = 0, where the line segment degenerates 

into a point. 

This process of analytic continuation in kz Crtn be carried out for any 

n()n-zero angle so' The limiting case is when So = 0, where for every kXl 

the line segment kz £ (-kxltanso,kxltansO) degenerates into a point. For 

the general case So .,. 0, the only information that cannot be recovered is 

R(O,kz) with kz .,. 0. Since p(O,z) and R(O,kz) are a Fourier transform pair, 

and 

p(o,z) = foop(x,z)dx 
-00 

represent the total slice density on thez-plane, the undeterminacy of R(O,kz) 

where kz ~O means that the total slice density on each z-plane cannot be 

determined uniquely. However,· the total object density is known, since 

R(O,O) = fJp(x,z)dxdi 

is known. 

As for the matrix method, the integral operator (4a) in this case 

becomes positive definite when the range of integration in z is finite. This 

can be seen as fo 11 O\'/s . 

For any function f(z) piece-wise continuous and spatially bounded in ZI < Z 
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--------- (8) 

Since F(e) > 0 for all -eo ~ e ~ eo' the vanishing of expression (8) would 

require that 

I(kxtane) = Jz
z'exp(21Tikxtanez)f(z)dz :: 0 
.1 

for all -\kxtaneo\ ~ kxtane ~\kxtaneo\ 

Now the integral I(kxtane) is an entire function [12]. If it is zero within 

the interval [-kxtaneo,kxtaneo]' it must be zero everywhere. Thus f(z) must 

be zero everywhere. This argument proves that the integral operator 

is positive definite, and by [10], the eigenfunctions associated with it form 

a complete set in the class of functions square integrable in (zl,Z2)' and 

thus unique solutions exist for the integral operator. 

This argument breaks down if kxtaneo = O. Therefore, there is no unique 

solution for p(kx,z) if kx = 0 or ~o = O. For the general case eo > 0, the 

only missing information is p(O,z). As in the case of the deconvolution method, 

this implies that the total slice density on each z-plane cannot be determined. 

The total object density, however, can still be dE:t~rmined. This can be seen 

as follows: 

P 0 ( 0 , z) = I: c/> 0 ( x , z ) dx 

e 
= J c/>o(e,z)\z\sec2ede -e 

=r~e -8 .1T (f~om Equation (5)) 
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Substituting into (4a) with kx = 0 we get 

Hence, total object density = fOOdx,!Zldz'p(x',z') 
_00 Z, 

(b) Finiteness in both x and z dimensions: (xl 2 x 2 x2' Zl 2 z 2 z2) 

In this case, R(kx,kz) is entire in both kx and kz, so for the decon

volution method, R(~x,kz)can be continued throughout the k-space from a 

knowledge of the function within the cone defined by any two intersecting 

line segments. 

Again, the procedure cannot be used when 8 0 = 0, since then the only 

region in which R(1) is known is the kz = 0 line. 

The above analysis shows that all the information of any density dis

tribution of finite extent is contained in its Fourier components within any 

open cone in frequency space with its apex at the origin. This result is in 

agreement with the fact that such a distribution is uniquely determined by 

any infinite set of projections [13,14]. 

For the matrix method, the fact that-p(kx'z) is entire in kx for all 

Zl ~ Z ~ Z2 can be employed to fill up the undetermined components at kx = 0 

on each z-plare from values at kx f 0 on the same z-plane. 

If 80 = 0, the components at kx f 0 (kz f 0) are not known themselves, 

not to mention the continuation to kx = O. 
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In transmission imaging using parallel beams of x-rays and some other 

applications mentioned in Section I, the measured data are in the form of 

projections P(r,e) of the object at certain angles a By the projection 

theorem [15], the one-dimensional Fourier transform of P(r,e) in r gives the 

components of the two-dimensional Fourier transform of p(x,z) on a line at angle 

(8 + n/2). If the projections are taken in a limit~d range of angle, we will 

get the Fourier components of p(x,z) within a cone, giving rise to the situa

tion shown in Figure 5. The process of analytic continuation given above 

can therefore be applied to obtain the rest of the Fourier components of 

p (x, z). 

v. Results 

We have tested the results developed in the previous sections by performing 

studies on a computer-generated phantom. As the computations had to be done 

on digital computers, all the mathematical quantities were digitized on a lat

tice with cell size ~x, ~y, ~z, the choice of which is governed by the spatial 

resolution of the imaging device and the available core memory capacity of 

the computer. In digitizing we have restricted ourselves to frequency compo

nents below the maximum frequencies given by 

1 
kx(max) = 2~x ' etc. 

The components at frequencies above this value are very small in magnitude 

• as a consequence of the finite resolution, and will be placed equal to zero 

for computational purposes. The constraint that the density distribution i:; 

non-negative was also utilized in the reconstruction. 

We first tested the effect of the size of the carllera angle on the computer-

generated phantom shown in Fig. 6, which is a spherical skull with a tumor 

located off-center inside. The skull is of inner radius 9 cm and thickness 

2 cm, while the tumor has radius 1.5 cm. The concentration ratio is 
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tumor :skull : background = 10 : 5 : 1 

We performed. the reconstruction using the deconvolution method in three 

positron camera configurations with three different point response functions. 

The first point response function subtends a viewing angle (the solid angle 

of the detection cone in Fig. 4a) of one-third of 4TI along the z-axis; the 

second one subtends two-thirds of 4TI, one-third along the z-axis and the other 

third along the y-axis; and the last one has complete 4TI viewing angle. They 

correspond to camera configurations having one, two, and three pairs of detec

tors, respectively, with the axes joining each p~i~ perpendicular to each 

other. The last configuration, though not very realistic practically, was 

included for making comrarisons, because it~ point response function obviously 

contains no zero Fourier components .. According to condition (7) in Section III, 

the first point respons~ function contains zero Fourier components, whereas 

the second one does not. The phantom generated a total number of 1.2 million 

events in each case. Reconstructions were done on a48 x 48 x 48 lattice, 

with cell size equal to 1 cm x 1 cm x 1 em. Each event was weighed by F(e) = 

cos- 3e in constructing ~(~). 

In the presence of noise, Equatiun (3c) is modified to 

----------- (9) 

by the smoothing algorithm developed in [6]. 

Besides suppressing the noise in the high frequency range, Equation (9) 

also has the effect of setting the values of R(l) to zero in the region of 

frequency space where lPo(l) = O. This property can be expected from the 

smoothness constraint imposed upon the solution, since in the absence of any 
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information on the amplitude vector R(~) of the sinusoidal wave at frequency 

~, setting R(~) to zero gives a solution p(£) with minimum fluctuation. This 

R(~), however, is clearly not the correct solution, since it is not an analytic 

function, as it is discontinuous at the edge of the allowed cone (see Fig. 4b). 

Figs. 7, 8 and 9 show the reconstructions obtained, and Table I shows the 

optimum value of a in each of the configurations, where cr is a measure of the 

deviation of the reconstruction from the object, given by 

cr = . ~ k (reconstruction(i,j,k) - phantom(i,j,k))2 
J.,J , 

It can be seen that the reconstruction from deconvolution using the 

four-sided camera point response function is essentially identical to that 

using the point respons~ function with 4n viewing angle, showing clearly that 

the Fourier components of the four-sided camera point response function are also 

non-zero everywhere. On the other hand, the two-sided camera point response 

function gives a reconstruction considerably worse than that of the other 

two, as can be expected from the presence of zero components in its Fourier 

transform. 

Next we investigated the effect of the finite extent of the object in 

extendi ng the spectrum R (k) beyond the a 11 owed cone for the fi rst camera 

configuration (two detectors: 1/3 x 4n viewing angle). The iterative scheme 

shown in Fig. 10 was employed to this end. The spectrum R(O)(JsJ obtained~rom 

deconvolution was Fourier-transformed to the object space. There the values 

outside the known extent of the object were set to zero, and then inverse

transformed to the frequency space, giving R(l)(k). The components of R(l)(k) 

inside the allowed cone were reset to the original values given by R(o)(k), 

and the cycle repeated, yielding R(n)(k) after n iterations. 
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We note that this iterative scheme has been used by Gerchberg [16] and 

Papoulis [17] to improve the resolution of one-dimensional signals in band

limited systems. The convergence of the scheme in one dimension has been 

proved by both of these authors. The proof given in Gerchberg's paper made 

use of the property that a real analytic function in one-dimensional space 

either vanishes everywhere or only has isolated zeros. This proof can be 

generalized to higher dimensions by using the more general property that real 

analytic functions on n-dimensional space cannot vanish on an infinite set 

of n-1 dimensional planes through the origin without vanishing identically. 

Fig. 11 shows the reconstruction in the first camera configuration after 

15 iterations, and Fig. 12 shows the values of a as a function of the number 

of iterations. It can be seen that the scheme converges at about 15 iterations, 

and the value of a is reduced to a level much closer to, though still higher 

than, that obtained using the point response function with .4~ viewing angle, 

there being a factor of three in the reduction of the difference in a. The 

residual difference is attributed to the propagation of errors in iterating, 

from such sources as statistical fluctuation, and aliasing and leakage in 

performing digital Fourier transform [18]. 

VI. Conclusion 

We have shown that, in principle, one can reconstruct the object completely 

no matter how small the solid angle the imaging device subtends, provided one 

makes use of a priori information. However, the noise in the data poses a 

practical limit to the quality of the reconstruction. The errors in the re

construction due to noise propagation become serious in the case when the solid 

angle of the imaging device becomes too small. Our computer simulations have 

shown that imaging with solid angle 4 steradian provides adequate reconstruc

tions. Imaging with solid angles of this size occurs in applications in other 

fields such as electron micr6scopy. 
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A detailed comparison of the relative costs and tradeoffs between the 

imaging solid angle and the computational and statistical errors will be 

covered in a forthcoming paper. 
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Table I 

Reconstructions Using the Decorivolution Method 

Number of detectors in 2 4 6 
the positron camera 

-

Optimum (J 1.000 0.712 0.704 

'II, 
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Appendix A 
00 ,00 

4>o(kx ,kz ) = L dzLdx <l>o(x,z) exp(21Ti(kxx+kzZ)) 

00 1T 2 
= 100 dZ[1Tde <l>o(e,z) exp(21Tiz(kxtanS+kz))l z lsec S 

= fSode.E.hl f'" dz exp(21Tiz(kxtans+kz )) 
e 1T. '-00 - ° ' 

Now 00 

f ,exp(21Tiz(kxtans+kz ))dz = o(kxtanS+kz ) ------(A.l) 
-00 

therefore 
4>o(kx ,kz ) = 

if k =J x 

, k 
where tansi=-~ 

x 

- 17 -
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Appendix B 

In three-dimension, _equation (5) takes the form 

---------(B.1) 

wheres=(x,yJ, and the angular function H is positive inside the data cone and 
, 

zero outside. Defining! = ~z' ~ = (kx,kz)' and performing the Fourier trans-

formation, we get 

'. 2 
= II H(!) o(w·l+kz)dt 

The vector t = (tl't 2 ) can be chosen so tl lies along~, giving w.t+kz=lwltl+kz. 

Then we get 

{ 

0 (kz) I I H(!)d 2t 

= J H(-kz/ I!-'I ,t2)dt 2 

if w= 0 

-------(B.2) 

if ~ f 0 

In the part-icular case where <1>0 is in the form of a square pyramid,ie. 

<l>o(x~y,z) ~ 0 whenever 0 ~ Ixl < Iztaneol 

and 0 <IYI < Iztaneol 

application of (B.2) shows that 

tIlo (kx' ky' kz) > 0 if I kx I + I ky I >, I kz 1/ taneo when I kx I, I ky I >0 

or Ikxl + Ikyl ~ Ikzl/taneo when IkxlTO or Ikyl=O 

------- (B.3) 

= 0 otherwi se 

1" 
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Appendix C 

In this appendix we prove the statement (7), namely, the necessary and 

sufficient condition for an optical transfer function to be non-zero everywhere 

is that every plane passing through the origin of the corresponding point 

response function contains at least a line of non-zero values . 

Necessity 

If there is a plane. A through the origin of $0 on which only the origin 

is non-zero, then we take the normal to A at the origin to be the z-axis. 

Equation (B.2) shows that ~o is zero on the kz-axis except at the origin. 

Sufficiency 

Given a point response function satisfying condition (7), we want to 

show that the value of ~o at any arbitray point P in the frequency space is 

non-zero. First rotate the coordinate system in frequency space so that P 

lies on the kx-axis. The plane x = 0 of $0 contains at least one line with non

zero values. Take any such line to be the z-axis. Then decompose $0 into two 

parts in the following manner: 

$d1)(X,y,z) = {O 

. $o(x,y,z) 

if z = 0 

ifz'!O 

if z = 0 

ifz,!O 

Clearly $0 = $~l)+ $~2). Since $~l) satisfies (B.1), equation (B.2) shows that 

~Jl) > O,because H(l) > 0 at 1 = O. Now it remains to show that tJ~ is non

negative at P. $~) can be written as 

(2 ) 
$0 (s, e, z) = 

F(e) o(z) 
s 
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where we have made the coordinate transformation rC'x,y) + r(s ,8). Transforming 

k(kx,ky) to polar coordinatek(w,a), and taking. the Fourier transform of <p~2~ 

we get 

... (~)( k) '¥o- W,a, Z fff F ( e ~ IS (z) « () ) ) = ~ exp 2~i sw cos 8-a +kzz . sdsdedz. 

F(u+1f/2) =----
21flwl 

which is clearly non-negative. 
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Appendix D 

Let us represent the object p(L) by 

00 

ilz ):p(x,nIlZ) 8(z-nIlZ) 
n=-co 

In this case the point response fun~tion ~ (x,z) can be sampled 
o 

in the z dimension in a corresponding manner 

00 

~o(x,z) ~ Ilz I~o(x,z) s(z-nllz) 
n=-oo 

substituting the sampled ~o(x,z) into Equation (6) yields 

From r 19] 

00 

Iexp(2rrinllz(k xtane+k z )) 
n=-iD 

Thus 

1 = 

where M is the set of integers m such that 

:i/. 
Since F(e) cos e > 0 for all 0 < lei < eo' it is enough toshow 

- 21 -



the set M non-empty for .o{kx,k z ) to be non-zero. For frequency 

components lh'S ide the cone, i e ., I k z I ..s.1 k x I tan 8 0 ' we have 

where tan8 m 
-kz 

= --rx- (set 8 m = 0 if kx = 0) 

thus m = 0 £ M, and therefore lo{kx,k z ) is non-zerD. 

For frequency components outside the cone,ie., 

Ikzl > Ik x ltan8 o ' it can be shown that 

if Ikxl > 1/{2tan8 ot.z) 

otherwise ~o{kx,kz) is zero at a fraction of points on the 

line kx =constant, and this fraction is given by 

1 - 2 tan 8
0 

t. z I kx I 

,.,,., 

.. 
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Figure 1. 

Figure 2. 

Figure 3. 

. Figure Captions 

Two-dimensional imaging devices. 

Three-dimensional imaging devices. 

A two-dimensional point response function ~o(~) and its optical 
transfer function ~o(~). 

Figure 4. A pyramidal three-dimensional point response function ~o(~) and 
its optical transfer function ~o(~). 

Figure 5. 

Figure 6. 

Figure 7. 

Figure 8. 

Figure 9. 

Analytic continuation of R(kx,kz) in kz dimension. 

A computer-generated phantom simulating a brain tumor. The skull 
is 2 cm thick and has an inner radius of 9 cm. The tumor has a 
radius of 1.5 cm. The concentration is 5 : 1 for the skull and 
10 : 1 for the tumor. Each picture element is 1 x 1 cm 2 . The planes 
are 1 cm apart in the z-direction. 

Reconstructions from deconvolution using a point response function 
with viewing angle one-third of 4TI along the z-axis. Each event 
is weighed by cos- 3ein constructing~. The value of y is 1.15 X 10- 7 • 

Reconstructions from deconvolution using a point response function 
with viewing angle one-third of 4TI along the z-axis and one-third 
of 4TI along the y-axis. Each event is weighed by cos- 3e in con
structing •. The value of y is 1.54 X 10-7 • 

Reconstructions from deconvolution using a point response function 
with complete 4TI viewing angle. Each event is weighed by cos- 3e 
in constructing •. The value of y is 3.85 X 10- 7 • 

Figure 10. Iterative scheme to extend the spectrum R(k) beyond the decon-
volution region. -

Figure 11. Reconstructions in Figure 7 after 15 iterations using the scheme 
shown in Figure 10. 

Figure 12. The values of the mean square deviation of the reconstructions as 
a function of the number of iterations. 
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b. <po(Js) 

Figure 3 
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