Single Electron Attachment and Stripping Cross Sections for
Relativistic Heavy Ions
Henry J. Crawford

University of California at Berkeley

ABSTRACT

We report the results of a Bevalac experiment to measure
the single electron attachment and stripping cross sections for
relativistic (0.5 < B < 0.95) C, Ne and Ar ions passing through
thin solid targets ranging in atomic number from 4 (Be) to 79
(Au). Magnetic analysis was used to separate the single elec-
tron, Ny, and fully stripped, Ng» ion beams emerging from the
targets. Separate counters measured the number of ions in each
charge state. The ratios N,/N, for different target thicknesses
were fit to a simple growth curve to yield electron attachment
and stripping cross sections. The data are compared to rela-
tivistic extrapolations of available theories. Clear evidence
for two séparate attachment processes, radiative and non-
radiative, is found. Data are compared to a recently improved
formulation for the stripping cross sections.
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Single Electron Attachment and Stripping Cross Sections for
-Relativistic Heavy Ions

Henry J. Crawford
University of California at Berkeley

I.A.Introduction

As an ion traverses matter, its charge state fluctuates as a result of interactions in which it
captures or loses electrons. The rate at which these charge fluctuations occur depends strongly
on the charge and velocity of the ion and on the atomic number and density of the matter. The
processes of electron attachment and stripping have been extensively studied both experimen-
tally and theoretically. Motivation for these investigations is provided by the many practical
applications which involve charge-changing interactions and by the diverse theoretical problems
involved in calculating cross sections for these processes. However, virtually all of the experi-
mental data on charge exchange cross sections for heavy ions have been limited to velocities
B<0.05. Such data have been used 1o develop theoretical and phenomenological formulations

for both capture and loss cross sections which work well in low velocity regimes.

The lack of experimental data at higher energies is due primarily to limitations imposed by
available heavy ion accelerators rather than to lack of interest. Applications at high velocity
include design of heavy ion accelerators and determination of the conditions under which
cosmic rays propagate throughout the Galaxy. Theoretical formulations of the problem are
most easily made for ions passing through matter at high velocities, that is, velocities which are
much greater than the K-shell electron velocities of either the ion or medium. Measurements
of these cross sections for very high energy heavy ions could be used to test relativistic quan-

tum electrodynamics by probing the high momentum tails of bound electron wave functions.

When the Lawrence Berkeley Laboratory Bevalac began producing relativistic heavy ion

beams it became possible to make measurements in a velocity regime where charge exchange



calculations had never been tested. We have performed an experiment at the Bevalac to meas-
ure attachment and stripping cross sections for beams of C, Ne and Ar ions covering the energy
range from 146 to 2100 MeV/nucteon. Attachment cross sections derived from our data arc
compared to calculations for both radiative and nonradiative attachment prucesses. Stripping
cross sections are compared 1o calculations based on modifications of the Bohr formulae for sin-

gle electron stripping processes.

I.B. Experiment:: Method

Beams of fully stripped ions were passed through thin, free standing foil targets. lons
emerging from a target were passed through a magnetic spectrometer to separate different
charge states (see Sec.Il.D). The number of fully stripped ions emerging, N, was obtained
from a secondary emission monitor (see Sec.I.LE). The number of single electron ions emerg-
ing, Ny, was counted with a solid state detector telescope (see Sec.IL.LF). The ratio N/N, was
measured as a function of target thickness for each target element (see Sec.Ill.E). Values of
the single electron attachment cross section , o,, and the single electron stripping cross section,
o, were determined by fitting these ratios to a simple two state growth curve (see Sec.f.C and
Sec.lll.H). This ratio approaches a limiting value called the equilibrium ratio, R,,, for thick

targets. [he projectiles,energies and targets used in this experiment are listed in Table 1.

1.C. Growth curve

In this section we discuss the equation (I.C.6) used to derive attachment and stripping
cross sections from our data. We base this equation on consideration of the charge state com-
position of an ion beam traversing homogeneous matter [cf.ref.1]. Thus we neglect the effect
of the target foil-vacuum interfaces.

As an ion beam passes through matter the relative number of ions in each charge state
can be described by a set of differential equations which require, in an exact treatment, an inti-

mate knowledge of the atomic physics involved. In principle, each eigenstate of the projeciile



ion has its own cross sectio.: for attachment and stripping. An incident ion may attach an elec-
tron into its ground (1s) state or into any excited state. An electron captured into an excited
state may be stripped before it has a chance l,o‘de-excile to the ground state. Thus the set of
equations describing the charge state composition of the beam contains terms that account for
capture and loss from individual eigenstates and for transitions between eigenstates resulting
from spontaneous and induced decays and from absorplion of non-ionizing quanta. Additional

complications arise when multi-electron processes are considered.

We will consider only single electron and fully stripped ions as contributing significantly to
the charge composition of beams in this analysis. This approximation is justified by the fact
that our measured ratios of the number of single electron ions, N, to the number of fully
stripped ions, Ny, are all <10™%. We periodically checked the population of two electron ions
and found that these contribute <10~2 of the single electron ion population. In the remainder
of this section we will be concerned with the role of excited states of the single electron ions

and the complications these excited states introduce in the interpretation of our measurements.

The equations describing the charge composition of the beam can be simplified if the
mean decay time from any excited state to the ground state is either much shorter or much
longer than the mean time between stripping collisions. In the case in which the target medium
is a very rarefied gas, capture and subsequent stripping interactions are well separated in time.
Thus all excited states have a chance to decay 1o the ground state before suffering another
interaction. In the case in which the target is a dense medium and the ion is moving at high
speed, the mean collision time is short with respect to the decay time. Each state will then
form its own independent capture and loss equilibrium.

The relevant quantities that determine whether we can use a simplified set of equations
are the lifetimes for excited states of the ion and the average time between ionizing ‘collisions.
The lifetimes of excited states of hydrogenic (i.e.single electron) ions can be estimated accord-

ing to Bohr and Lindhard [ref.2] as

=790/ Z* 1.Ca
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where 75=0.9x1071 sec., n is the effective quantum number associated with the ground state of
the ion and Z is the atomic number of the ion. For single electron ions, »=1-2. Hence life-
times relevant to this experiment are on the order of 2x107'? sec. for C*% ions to 3x107!* sec.
for Ar*'® jons.

The average stripping time, i.e. time between ionizing collisions, as seen in the rest

frame of the ion is
r,=1/(yBcop). 1.C.2

where 8 is the ion’s speed in the laboratory, y=(1—8%)"2, ¢ is the speed of light in vacuum,
@, is the stripping cross section per target atom and p is the density of target atoms per cm’.
Ion speeds in this experiment range from 0.5¢ to 0.95¢. The densities of atoms in the targets
are typically 10%%/cm?®. Stripping cross sections range from 107'%cm? for C + Au at 140
MeV/nucleon to 2x1072'cm? for Ar + Be at 1050 MeV/nucleon. Stripping times thus range
frem 7x107}* sec. to 3x107'¢ sec. For C and Ne projectiles the stripping time is clearly much
shorter than the decay times for excited states, but for Ar projectiles the stripping and decay
times are nearly equal.

If we neglect transitions between eigenstates and consider only single electron processes

we arrive at the following simplified set of equations to describe the charge state composition of

a beam at a position x in a homogeneous target medium:
dN](I)/dx = N()O'O](I')—Nl(l')ﬂ'lo(f) 1.C.3
dNO/dX b EN)(i)O'lo(i)_Ngzﬂ’m(i)
i i
where x is the depth of penetration into the target measured in number of target atoms per
cm?, Ng= number of fully stripped ions, N,{i)= number of single electron ions in projectile

eigenstate i, oq (/)= cross section per target atom for single electron attachment into state i and

o 0(i)= cross section for siripping the single electron from state i.



Our experiment is not sensitive 10 electron attachment into individual eigenstates of the
projectile ion. We measure only the sum over all states having an electron attached. That is ,

we measure N;=Y N,;(/). If we sum over i in eqn.1.C.3 we find
dZN,(I)/dx - Noz(J’o](i)—zN](f)(Tlo(i) iC4
dNg/dx = Y N1(Na1g(i)=NoX og, (i)

In the rarefied gas target limit, the terms Y N,(i)ao(i} become o o{1s)Y N,(i) where,

o,4(15s) signifies the stripping cross section from the ground state of the single electron ion.
We introduce an effective stripping cross section for the dense target regime and thus reduce

the set of equations to a simplified form similar to the rarefied gas limit.

Incorporating these simplifications, we use the following approximate equations to

describe the charge composition of the beam.
le/dx=N00'a—N10': ICS
dNy/dx=N o ,— Ny,

For clarity, we repeat that we have defined N, = 3 N,(i) and @, = Yo ,(i} to account for cap-

ture into all eigenstates of the projectile. We have also introduced an effective stripping cross
section o 1o reduce the equations to this simple form. Equations 1.C.5 can be easily solved for

the ratio N,/ N, as a function of target thickness yielding
R=N\/Ng=R, (1—¢"7*) 1.C6

where R,,~a /o is the equilibrium ratio attained at large target thickness.

In the dense target limit each eigenstate establishes its own equilibrium giving a ratio

N{(i)/Ny = 04,()/oo(i). Our technique yielas a measurement of R, = Y ag(i}o,li).



Our introduction of an effective stripping cross section is valid only if the a4(/) do not depend
strongily on i. Measurements of charge state distributions for 8.5 Mev/nucleon Ar ions in
Zapon foils by Heckman et al. [ref.3] support this assumption. We note that the theoretical
interpretation of this effective stripping cross section is not straightforward since our measure-

ments do not yield stripping cross sections from a single eigenstate of the projectile ion.

Our cross sections are obtained from fits to this simple growth curve using o, and o, as
fitting parameters. This is equivalet.. to the assumption that we are dealing with a two state
system; either the ion has an electron attached or i1 does not. We note that by using this ratio
to obtain our attachment and siripping cross seclions we are able to neglect any effects of

nuclear fragmentation interactions on the charge composition.

In this experiment we are unable to distinguish effects of individual target eigenstates.
Thus, just as our measurement of the attachment cross section represents a sum over excited
states of the ion formed, comparison with any theoretical formulation must include an integra-

tion over all eigenstates of the target as well.

1.D.Theory

In this section we discuss the equations used to calculate attachment and stripping cross
sections for comparison with our data. The problems of electron attachment ( or capture ) and
electron stripping ( or loss ) arc treated separately. Exact calculations of cross sections for
these processes are not available. Instead, matrix elements are generally evaluated in the Born
approximation or some other perturbation expansion. This approach should be valid when elec-
tron velocities are much smaller than the speed of incident ions, i.e. when aZ/B8<<I, where
Z is the atomic number of either target or projectile ion, 8 is the relative speed and « is the
fine structure constant (we use units in which #=c=1). Characteristic values for this parameter

for the projectiles and targets used in this experiment are shown in Table 2.



1.D.1.Electron attachment

The process of electron attachment can be represented schematically as
P+T—(P+e)+X

where P is the incident projectile, T is the target supplying the electron, P+e is the single elec-
tron ion for.ued in the interaction and X is present to conserve momentum. When the target is
a free electron, X is a photon generated at the instant the electron becomes attcched to the pro-
jectile. This process is described as radiative electron attachment; the theoreticai formulation
treats this as the inverse of photoionization. When the target is an atom or a molecule, X
represents the recoiling system from which the electron was captured. In this case the process

is described as non-radiative attachment.

These two attachment processes have very different velocity dependences. Non-radiative
attachment dominates at low velocities but falls as £7°, where E is the energy per nucleon ( i.e.
velocity ) of the incident projectile. One of the motivations for this experiment was to check
the B8 dependence of the non-radiative process, since the best available theories are completely
non-relativistic. Radiative attachment falls as £7' and begins to dominate at some energy
above a few tens of MeV/nucleon that depends on the atomic number of the projeciile and the

target.

1.D.1.a.Radiative attachment

This type of reaction is represented schematically as
P+e—(P+e)+y

where P represents the projectile, e the electron, (P+e) the resulting ion and y the generated
phoion. In this experiment, a fully stripped projectile nucleus captures a "free" electron to form
a single electron ion. A photon is produced in the interaction to satisfy ronservation of

momentum.



Cross sections for the radiative attachment process can be calculated from photoionization
cross sections through the method of detailed balance (cf.Raisbeck and Yiou [ref.4]). In pho-
toionization, a photon is absorbed by an ion with the simultaneous emission of an electron
from the ion into the continuum. In radiative electron attachment, an electron is captured by
an ion with the simultaneous generation of a photon. The symmeltry in theses two processes ‘s
most easily seen by viewing the interaction in the ion’s rest frame in which the electron
approaches the ion with speed B ,the ion’s speed in the lab. We calculate the radiative attach-
ment cross section for an ion of speed A in terms of the photoionization cross section for which
an electron is ejected at speed B. Applying detailed balance, which amounts to equating the
matrix elements in the two symmetric processes by appealing to time reversal invarience and

correcting for the (spin averaged) density of states, we find

2
o,a=z[%*_ oy Z;, 1D.]

where o ,= the radiative attachment cross section per ‘arget atom, o,= the pliotoionization
cross section per (projectile) ion, p,= the momentum of the photon, p,= the momentum of

the “incident” electron and Z; is the number of electrons per target atom.

The photon energy can be calculated exactly if both the original and the final states con-
sisting of ion and elec'ron are known. The photon energy depends on the electron binding
energies in the initial and fina! states and on the masses of the incident and target ions. As a
first approximation we neglect binding effects and assume that the electron was originally free
and at rest in the target. Then the photon energy will be nearly equal to the kinetic energy of
the electron as seen in the rest frame of the incident ion. Thus p,=(y~1)m, where now
y=(1—ﬁ2)"/2, Photon energies in this experiment are greater than 100keV. Hence we are

justified in neglecting binding effects. In this approximation we find

2
o =2[i7—‘—1—)‘ 00 Z; 1.D.2


file:///0tikeV

where we have used the fact that the electron momentum in the icn’s rest frame is just
p=Bym,.

Our calculations of o, depend directly on our ability to calculate o,. Calculations of high
energy photoionization cross sections are discussed in a recent review article by Pratt et
al.[ref.5]. We require a relativistic treatment of the problem because the photon energies in
this experiment are of the same order of magnitude as the electron rest mass.

A relativistic first order Born approximation calculation of o for interactions which lead
to ejection of a K-sheli electron with speed 8 from an atom of atomic number Z, was done by

Sauter in 1931 [ref.6], yielding

3
0= Sata,zi- BV pp), 1D.3
2 (y~1)
where
o, = the Thompson cross section,

speed of the ejected electron,

™
i

y = (1-8Y)""2and

S S 1 Zn? ) PSS ST £ /-]
ME) =3 + TI5= (1= o ingmgl.

We note that this photoionization cross section assumes there are two K-shell electrons avail-
able for ejection in the interaction. Qur ions have only a single electron so this cross section
must be divided by two before being used to calculate o,,. Equation 1.D.3 is the ionization
cross section used by Raisbeck and Yiou [ref .4} to calculate o,, by equating 8 with the speed of
the incident proton in their experiment.

Pratt et al.[ref.5] discuss modifications of this equation required at high energy for ions of
atomic number greater than 1 (cf.discussion by Wilson for the case of electron attachment by

high energy cosmic ray nuclei {ref.7]). One modification is to incorporate a calculation to
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second order in aZ/B8 performed by Gavrilla [ref.8]. A second modification incorporates
Prait’s calculation which uses the distorted wave Born approximation to correct for the
influence of the Coulomb field of the projectile on the initial electron wave function [ref9].
(An additional complication would be to include the effect of the initial bindirg of the elec-
tron.) Taking these corrections into account we arrive at Pratt et al. eqn.6.1.8 [ref 5], the for-
mula which we shall use for the photoionization cross section.

Ty 30 o Z (—%M(ﬂ) 1D4

2 —ﬁcos“(uzpl
X (@Zp)fe P

x[1+nwaZp ;VVI(([;)) + RlaZp)],

where
=~1+(1 - (aZp)?)’

N(B) = Gavrilla second order correction, R (aZp) = a tabulated function, and the remaining
quantities are defined for eqn.L.D.3 above. We note that R (aZp) <107 for all Z,<30 ({rel.5]
Table 6.1) and we therefore neglect this term in all of our calculations.

To calculate the radiative attachment cross section we substitute eqn.l.D.4 in eqn.1.D.2

(dividing by two to account for the single electron present on our ions) and arrive at

(y-1)2 3 s
T, = —(ﬂﬂL‘Y)—T 3 oo, 25 Zr ——E.IL)S M(B) 1.D.5
——F os~ltaZ)p) N(B)
x(aZp)¥ e B "M+7az ME‘;)].

where B8 is the speed of the incident ion, y=(1-897"2 and the remaining quantities are

defined for eqns.].D.3 and 1.D.4 above. We notc that this equation is for capture of free
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electrons into the projectile K-shell { see Sec.1.D.1.c below ).

I.D.1.b.Non-radiative attachment

This process can be represented schematically as

P+(T+e)—=(P+e)+T

where P,T and e are the projectile, target and electron, respectively. If P and T represent fuily
stripped rnuclei there is only one electron involved in ine reaction ( such as for proton +
hydrogen atom ). Such a: intsraction is an example of the general class of transfer or rear-
rangement collisions [ref.10]. The Hamiltonian for this interaction contains three terms

describing the Coulomb interaction between the participants:

H = Hy(Te) + H,(P.e) + H,(T.P) 1.D.6

where Hy(T.,e) accounts for the ariginal binding of the electron in the target atom, H,(P.e)
describes the interaction between the electron and the incident projectile nucleus and H,(P.T)
describes the interaction between the nuclei of the target and projectile. Transition probabitities
can be computed by treating the #, and 4, terms as a perturbation on H, or by treating H|,
and H, as perturbations on H|. In either case, if both P and T are nuclei, rather than aioms or
ions, the wave functions for the isclated ions which form the basis for the expansion are simple
hydrogenic wave functions. In this experiment we did not use hydrogenic targets but we did

use fully stripped projectiles.

The non-radiative attachment process is dominant 2. low ion velocities, the region where
most data have been available. The charge changing process for heavy ions at low velocity is
complicated, especially for ions traversing solid matter of high aiomic number. These compli-
cations arise because, at low velocity, the heavy ions typically have many electrons attached.
Betz has reviewed this region [ref.11] and discussed the many phenomenological approaches

employed to order the data.
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The starting point for our formulation of the non-radiative attachment cross sections
comes from earl: wora by Oppenheimer {ref.12] and by Brinkman and Kramers [ref.13]. This
non-relativistic quanium mechan:icyl treatment, commonly referred to as the OBK approxima-
tion, is a calculation of the probability for transfer of an electron from the K-shell of a single-
electron target atom to the K-shell of a fully stripped projectile nucleus. The transition proba-
bility was caiculated in the OBK approximation for a perturbation Hamiltonian that included
only the interaction between the electron and the incident nucleus ( i.e. H- in eqn.1.D.6 was
neglected ). The non-radiative single electron attachment cross sectior per target K-shell elec-

tron as calculated by Brinkman and Kramers { eqn.4 in their paper) [ref.i3] is

mag?

Copx = 28252588 1.D.7

XS24+ (Zp+ZPA (S + (Zp—2Z1)0)°
where ag = 0.529 x 1078 ¢m , the Bohr radius
Zp = atomic number of the projectile,

Z7 = effective atomic number of the target, and
s=£
4%

This formula must be multiplied by two for any target having more than one K-shell slectron,
and Z; must be correcied {ref.14] to account for deviations of the K-shell wave functions from

the simple hydrogenic case [ref.15].

This non-radiative attachment formula is not based on the assumption that the electron
was initially free, as is the radiative attachment formulation. It is an explicit calculation for cap-
ture from the target K-shell. Our targets are all multi-electron systems. However, at the high
velocities used in this experiment we can expect capture from the K-shell to dominate. This is

bacausz the amplitude of the high momentum component of the wave functions for higher
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shells 15 much smualler thur the amplitude for similar momentum components in the K-shell
wave function.

We do not have a relativistic treatment of the non-radiative attachment process. Thus we
must try 1o extrapolate eqn.l.D.7 to the relativistic regime by picking the correct substitution
for the 8 terms. | originally assumed that momentum was the correct variable here, not velo-
city, and used the substituiion 8—gy. This implies thait the density of states must also be

corrected by ¥?. Wilson [raf.14) discusses three possible substitution schemes:

B — JQEM) ID.8.a
B—JEE=2V 1 E=M i IDis

o)
oo

B— ELEX2M0 M,

where E is the projectile kinatic energy per nucleon and /. is the atomic mass unit  Surstie-
tton 1.D.8.a is purely non-relativistic and allows 8>1. Substitution b assumes that kiasi<
energy is the relevant variable and was originally discussed by Raisbeck and Yiou {ref.4] as the
correct extrapolation. Substitution ¢ is the momentum extrapolation. These three substitutions
differ by orders of magnitude in their predictions of the attachment cross section. We have a
set of data in which non-radiative attachment is the dominant process and will determine which
is the best extrapolation to use.

on-iglaiivisiic non-radiaiive elec-

Jackson and.schiﬁ" Iraf 14 glzo an
tron attachment and includr.d the interaction between the projectile and the target nucleus in
their perturbation calculation. The role of this part of the Hamiltonian in an exact calculation is
not clear [ref.16], especially at high velocities. Their calculation is done for protons on hydro-
gen and is not easily generalized to more complicated systems. Mittleman has made a relativis-
tic calculation for p—H systems [ref.17]. Again this calculation is not readily generalizable to
more complicated systems. A discussion of these points is presented in the work by McDowell

and Coleman [ref.18] whic views these approaches.
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I.D.1.c.Capture into excited states

Extensions of these vaiculations 1o zccount for sing.2 electron capture into excited states
of the projectile were originally discusses by Oppenheimar [ref.12]. He calculated transition

and found that cross sections for

probabilities for arbitrary eigenstates (n.!.m) ¢f the pigj

capture into states for which l.m 0 fall off more rapidly by {(a/8)? than for capture into n,0,0

. . . . 1
states. He approximated the capture cross section at high B into state n,0,0 as o, =—5 0. To
n

account for capture into exciied states ~f the projectile we need only sum over n. Since

Z]//ﬁ = 1.202. we may account fcr cap:are into all excited states by multiplying eqn.I.D.5 or

1LD.7 by 1.202.

[.D.2. Electron Stripping

The process of etectron loss cun be r2presented schamatically as
(Prer=T—pP~|o=T].

where P is the bare projectile nuclaus. e is the eleciron to be stripped from the projectile ion
and T is the target. The dashed parenit2sis indicates that the siripped electron may become
attached 1o the targel atom or mav becom: free. The prime on T in the final state represents

the fact that a 1arget atom may be left in zn excited state.

In one subset of final states the electron is transferred to a bound state in the target atom.
This process is charge exchange with the target atom, i.e. the same process discussed above as
non-radiative capture with the role of projactile and target reversed. This process contributes a
negligible amount to the stripping cross section at the energies involved in this experiment
because our attachment cross section is always much smaller than the stripping cross section.

In all other final states the projectilz ion has sufferesd an ionizing collision with some

effective 1arget and the electron has beceme free. The effective target in any individual colli-

sion may be taken for calculation to be ar. 2lectron. a nuclzus of an atom from the medium. A
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calculation of the cross s2ouon fer this process implies integrating over all final statzs of the tar-
get and projectile for interzctionis n which the energy transfzr 1o the projectile’s electron
exceeds the electron’s binding enara

There is no exact solution for the problem of single electron stripping by complex targets.
To obtain an estimate of the stripping cross section we first go to the reference frame in which
the projectile ion is at rest. In this frame the target atom passes the ion at speed 8 and liberates

the ion’s electron in an ionizing vollision.

An intitive basis for understanding the magnitude of the stripping cross seciion for sirm-
ple “onizing collisions comes from Bohr [ref.19]. He presents a semi-classical calculation done
in the free collision approximation. which 1s valid only if the incident velocity is zreater than
the orbital velocity of the sinppzd electron. He obtains the stripping cross secuon. o,, by
integrating the Rutherford cross section over all energy transfers greater than the binding
energy of the electron in in2 hydregenic ion. assuming the energy transfer specirum is the

same for bound electrons as ror frze elecirons.

Bohr suggests two limii:ng forms for the loss cross section depending on whether the elec-
trons and nuclei of the target medium can be treated as independent scattering centers or must
be treated together as a collective scattering potential. In small impact parameter collisions the
nucleus and electrons of the target atom act as independent scattering centers. In this classical
picture, the energy transfer to the bound electron, 8E , as a function of impact parameter, b,
can be written as 8£ = 2a*ad m,Z7 / B2b?. The ionization potential for the ground state of
the projectile can be written as /=a’m,Z2/2. Thus for b>2aa,Zr/ ZpB no ionization can take

place.

We can calculate the cross section in this independent scatterer approximation as long as

the impact parameter corresponding to an energy transfer greater than the ionization potential is

A . . aZf . o
smaller than the orbital dimensions of the 1arget atom, i.e. for FZ—L<1' If this condition is
. P

noi fulfilled we can no longer treat the electrons and nucleus as independent and must consider
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scattering from a screened nuclear potential as a more valid approximation. We will present
data for high atomic number targets which require use of a screened potential to calculate the

stripping cross section.

Bohr suggests his eqn.4.2.4‘° to describe the stripping cross section per target atom in the

independent scatterer approximation. This is
o, = d4ma} (-%)UZH+2ZP) 1.D.9
pB

The Z7# term comes from scattering by the target nucleus while the Z; term arises from a sum

over scattering from all the electrons in the target atom.

As pointed out by Dmutriav 21 al. [ref.20] this equation does not correctly account for the
distant collisions, i.e. large impact paramelers, in the ionization process. A more realistic esti-
mate of the ionization cross section for a fast particle of charge Ze liberating an electron from
the n,] shell of a hydrogenic ion of atomic number Z, can be obtained from sec.XVI-9 in the

text by Mott and Massey.?! Thus

2m B’
Cn.l '

2
o= 4”3[%;#8' 2%, ,In 1.D.10

where
z;
Cot ™ En—z fxﬂz“dk N
Xk = fx'll,./'llldex and

C,,=0.1 Z a? m./2n*

The constant ¢,; is an integralion over dipole matrix elements x,, connecting the wave func-
tion of an electron in the n.i shell 10 the wave function of a free electron of momentum k. The

constants c,; and C,, were criginally computed by Bethe [ref.22] for hydrogen ions.
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Equation 1.D.10 must bz madified 7or relativistic effects before it cin bz used to calculate
cross sactions for our data. Wiison [ref.”] used Mott and Massey's relativistic ionizalion cross

section  ch.XXII-2 [ref.21] 1 o arrive al the following stripping cross section, still in the

independent scatterer approaimation:

2
- 2l a 2 (43222) Y
o, =4mag 77 (Zi+ Z)CIn CaiZ)) By . 1.D.11

where C; = 0.285 and C- = 0.048 . Thase values for ¢, and C,, were computed by Bethe for
ionization of the K-shell electron of a hyirogenic ion. This equation is Jumiliar from studies of
energy loss where the stripping of elzcirons of the medium accounts for the portion of the
energy lost to ionization by a fast charged particle traversing maiter. The Z; term in
eqn.1.D.11 again arises from a sum over the contributions from all inc:viduai electrons in the

target atom while the Z term accounts [zr the ionization by the nuclei.

Mott and Massey discuss tne changzes 10 the ionization cross section formula resulting
from scattering of electrons by electrons. They conclude that the formuia used in 1.D.11 based
on scatiering by heavy particles should b2 good 10 =10% for scattering by elecirons in the rela-
tivistic regime (ch. XXII-2 {ref.21} ). Wiison [ref.7] notes that eguation 1.D.11 reduces in the
non-relativistic limit to the 2quation presznted by Dmitriev et al. [ref.20] for atom-atom colli-
sions. Fowler et al. gave at a similar equation for the stripping cross section {ref.23]. Equation
1.D.11 will be shown to provide a much better fit to our data than does the Bohr formula,

eqn.1.D.9.

Bohr presents his eqn.4.2.8 to describe cases where screening effects become important.

This will be the case for heavy media such as the Ag and Au targets used in this experiment.

Z!:.‘s
o, =rmal — lﬁ] 1.D.12

We will find that this formula provides a r2asonable fit 1o our high Z; data.
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As mentioned above, the stripping cross sections measured here may contain contribu-
tions from all eigenstates of the hydrogenic ion since the lifetimes of excited states may be long
compared to the mean time between collisions. The relatively long lifetimes introduce a com-
plication in computing the stripping cross section since multiple collision ionization processes
may be important. Calculation of the stripping cross section involving multiple hit processes
are complicated and will not be further discussed. We note that calculations involving only sin-
gle hit processes may underestimate the cross section but the effect should be smaller than the

uncertainties associated with our measurements.

I.E.Scope of data presented

The scope of data available from this experiment is summarized in Table 1. To provide a
broz;d data base for comparison with theory we have performed measurements of o, and o for
C. Ne and Ar ions covering the energy range from 140 to 2100 MeV/nucleon (0.5<8<0.95).
We studied nine separate beam/energy combinations, each of which constituted a separate run.
The targets were foils composed of selected elements from Be to Au. We also studied compo-
site target systems consisting of Mylar films. The data thus cover both the radiative and non-
radiative regions of electron attachment and the independent scatterer and screened potential

regions for stripping.

The number of different foil thicknesses available for each target species varied from a
single thickness for Ni(Z=28) to as many as 6 separate thicknesses for Al(Z=13). Thus for
some target elements we were able to determine only the equilibrium ratio, R,,, while for most
we could determine o, and o, individually.

Previous experiments involved projectiles of either lower atomic numbers or lower veloci-
ties so that our data set is unique. We make comparisons to other data only through extrapola-
tions from theoretical formulations that fit our data set.

We compare our measured electron atlachment cross sections to predictions based on

equations 1.D.5 and 1.D.7 by isolating regions in which either the radiative attachment or the
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non-radiative attachmeant process dominates. In the region of the independent scatierer approx-
imation. we compare our micasurcd stripping cross sections to both eqn.].D.9 and 1.D.11. We

compare data from the region in which screening is important to equation 1.D.12
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EXPERIMENTAL DETALLS

I1.A.Introduction

A diagram of the experimental set-up is shown in Fig.1. A diagram of the experimenta!
electronics is shown in Fig.2, Beams of fully stripped ions from the Bevalac were transported
down Channel Il to a focus ( F3 ) at the target area. We inserted targets consisting of free
standing foils at the focus F3. The spectrometer system immediately downstream of the target
was tuned to focus the beam of hydrogenic ions emerging from the target onto a detector tele-
scope approximately 18 m downstream of the target location. The number of fully stripped
ions emerging from the target, Ng, was obtained from a secondary emission monitor (Sec.ll.E).
The number of single electron ions, N,, was counted by the detector telescope (Sec.Il.F). Daia
from the various counters and telescope were collected on a computer controlled ( PDP 11/45 )
data collection system. Final analysis was performed at the LBL CDC 7600 computer facility.

For some of the experimental runs an independent data collection system consisting of
single scintillator detectors connected to scaler readouts was used as a backup check of the
more complicated computer controlled apparatus. A diagram of the electronics for this back-up

experiment is shown in Fig.3.

in the remainder of this section each of these items will be described in detail.

II.B.Bevalac

The Sur ilac-Bevatron accelerator providing beams for this experiment is described in
[ref.24]. The Hilac provides beams of fully stripped nuclei at 8.5 MeV/nucleon which are
injected into the Bevatron. The Bevatron accelerates these nuclei to kinetic energies as high as
2500 MeV/nucleon.

The Bevalac is a pulsed accelerator that delivers beam at a rate from 10 to 15 pulses per
minute. depending on the extraction enzrgy. Particle fluxes ranged from 10* to 10° particles

per pulse during the course of the experimenit. aithough at any data point (ie.
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beam/energy/target combination ) fluxes were held constant to ==25%. Typical measurement

times varied from 10 minutes to one hour per data point.

To eliminate charge exchange effects in the transport system, the beam channel was
sealed and pumped 10 a pressure of <1076 iorr. Two bending magnets (X2M$ and X2M?7) and
a set of vertical and horizontal jaw collimators restricted variations in the rigidity (=ByM/Ze)

of particles delivered to the target to <0.1%.

I1.C.Targets

wrpei dpeese. ased in this cxperini. wowew an Table 1. Paramelers of the actual
targets are given in Appendix 1. Targets were typically 8 cm. in diameter and ranged in thick-
ness from =50ugm/cm? 10 a few mg/cii”  Each target was supp rted on an aluminum frame
which had an 8 cm. hole in the center over which the foil was stretches Taipets were inserted
in the beam singly or in combinaticns ( 1o increase the choie of effective thicknesses). ‘We
also had an empty target holder available for each run which was periodically inserted during
measurements of background. Signals from this empty frame constituted the "target out”
correction.

The targets contained a set of standard targets used in every run, to assure ~onsistency.
and a set chosen specifically for each beam-energy combination. The standard set was chosen
to provide equilibrium ratios covering a broad range in target charge. The specific sets were
chosen tc provide the most information on ¢, and o, within the constraint of available beam
time. Predictions for these targets were based on the equations presented by Raisbeck and
Yiou tref.4]. Thicknesses were selected, where possible, to bracket the predicted equilibrium

thickness, thus providing a good data set to fit the growth curve.

Many of the targets were procured as thin foils wiile others were fabricated by standard
evaporation techniques at LBL. An examination of the 1arm of (e growth curve (eqn.].C.6)
indicates the importance of determining the target thicknesses accurately 10 obtain values of

and o, . To determine values for equilibrium ratios, however, it is sufficient 10 know thut
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wrgets are thicker than . cq.ahibrium thickness (defined here as the thickness leading 0 a
value NV, N =09 R0

There are actually two separate problems associated with measurement of target thickness:
determination of absolute thickness and determination of thickness uniformity. Absolute
thicknesses were determined by weighing samples of accurately known area. The chemical
composition of the targs! foils was well known but the matter density was not: from the weight
of a known area of fail we can determine the number of target atoms per om? directly. For
purposes of calculation. espacially in the growth curve, we use the target thickness in units of

number of atoms per cm?

To determine uniformity , energy loss by collimated (0.5mm), maonoenergetic aipha parti-
cles was measured at a number of positions across the face of each foil. This method could in
principle also yield absolute thickness. However, uncertainties in the range energy relation for
low energy alpha particles introduced significant uncertainty in thickness values oi:lained in this

way. The thickness variations in the least uniform foil were less than =10%.

I1.D.Spectrometer

The Bevalac Beam-33 spectrometer {ref.23] was used to focus the hydrogenic ion beam
emerging from the target and separai® it spatially from the fully stripped beam. The acceptance
of this spectrometer system is =12.5mrad which is much largzr than the beam divergence ( <2
mrad ), multiple scattering in the target ( <10 u« rad ) and angular distributions resulting from
momentum transfer in the capture and loss processes ( <10 x rad ) combined. Thus there are

no corrections for spectrometer acceptance.

The bending magnet of the spectrometer was set 1o bend the fully stripped beam thru 12°
( see Fig.1 ) placing it at a rail distance of Dy=200cm. ( The magnet current required to accom-
plish this together with the calibration values for the magnet provides a measure of the beam
energy.) lons passing through the bending magnet field with an electron attuched are bent

through a smaller angle because of their higher rigidity and emerge at a rail locution


file:///alue

(%)
[#7]

D=((Z,-1)/Z,)D,. Typical separations between single-electron and fully stripped ion beams
ranged from 10 to 35 cm.

The spectrometer is set to focus particles of rigidity R=2ZpRp/(Zp—1), where Rp is the
rigidity of the fully stripped beam. This setting focuses all hydrogenic ions to the position D, .
The fully stripped ions, being a fower rigidity, are slightly defocused at the position Dy but the
beam profile spot is still small enough to lie within the solid angle viewed by the beam monitor
(see section IL.LE ).

The spectrometer volume is directly connected to the transport channel; thus it is aiso
pumped to a pressure of <107% torr. This pressure is low enough to prevent contamination of
the N, signal by electron attachment and stripping from the residual air. { This point was
verified by increasing pressure until a change in the N, signal was observed. The pressure
necessary exceeded 10~ torr).

The detector system acceptance was larger than the focused beam spot size. Thus all
hydrogenic ions delivered by the spectrometer entered the detector telescope (see section IL.F

for a description of the detector). This was checked experimentally by moving the detector

along the spectrometer rail ind mapping the actual size of the spot formed by the beam of
hydrogenic ions.

The size of the spot focused by the spectrometer reflects the size of the spot ai the first
focus out of the Bevatron ( F| ). This spot size is generally energy dependent. To assure that
the spot size was constant over lHe course of this experiment, a collimator (1 em) was placed at

Fyin all runs.

The beam position at the entrance of the spectrometer, F3, and at the spectrometer rail, is
sensitive to currents in the upstream bending magnets. To insure stability of these positions a
beam steering system consisting of position sensitive scintillators in a magnet current feedback
loop was used. The scintillators were periodically placed in the beam to check actual beam posi-
tion. If the position was not correct, the magnet curents were altered accordingly. These

currents were recorded for every beam pulse and any data taken during a pulse that had



incorract currants was discardad s occurred for < 107 of all beam pulses

11.E.Beam monitor

The ratios .Vy/ .\, expected in this experiment were as low as 107" ; thus 10Y beam parii-
cles had to be counted for each hydrogenic ion formed. Beam time limitations required operat-
ing at the highest beam intensities available. This made it impossible to perform beam contro
and monitor functions with single-particle counting devices. For beam steering and intermedi-
ate flux monitoring a current-mode scint::lator array was used. To determinz deam fluence V.,
a secondary emission monitor (SEND) was usad.

The current mode device used for beam steering consisted of a thin scintillator viewed by
a photomultiplier whose anode was connected 10 a current monitoring circuit [ref.26]. The
current output of the photomultiplier tubz 1ntegrated over a beam pulse was proportional to the
number of particles that passad through =2 sainullator.

Current-modz sciniiliators werz used in the beam steering circuit 10 maintain beam posi-
tion on the target and a! the spectrometer rail. Two scintillators at the target were periodicalts
placed in 1the beam to chack lalt-right assymetry which would resuli from drifs in the curren:
in the X2M7 magnet. Four scintillators behind the rail (Fig.1) continuoush monitored lefl-
right and up-down asymmetries (o check siability of MIM2 and X2\ 5S currents. These
currents very rarely chz_anged in the course of a run. In addition, a large current-mode scintilla-
tor centered on the beam at the rail provided a cross-check of the beam fluence recorded by the
SEM scintillator telescope.

The secondary emission monitor (SEM) used to determine beam fluence N, consisted of
a three element scintillator telescope viewing a thin Pb plate. The individual scintillators were
2.5cm..10cm. and 20cm. squares arranged as shown in Fig.l. The Pb plate was placed in the
beam path at an angle of 45". Beam induced interactions in this Pb plate led to the emission of
energetic protons and assorted other charged particles. a small fraction of which penetrated the

SEM scintillators  Uninteracted beam proceeded through the experimental cave area into a re-



entrant well beam stop Sm downstream of the counters. The scintillators were run in coin-
cidence pairs, i.e. 1+2 or 1+3, to diminish background contamination and provide well defined
geometrical acceptance. Scintillator threshold and coincidence levels were set for each beam 10

optimize the scaling factor with respect 1o the N, rate, the SEM count rate and the beam flux.

Calibration of this SEM system implies measuring the efficiency, nssy,. of the secondary
emission monitor for counting individual beam ions. Beam rates low enough to count on a
particle-by-particle basis in a single scintillator ( called RTOT ) were used to measure this
efficiency. Then mgew = Nseas/ Nrror. where Nggyy is the number of counts recorded by the
SEM while RTOT recorded the passage of Ngrror fully stripped ions.

RTOT was in the beam only during calibration of the SEM. RTOT was located 3 m
upstream of the SEM and was outside of the geometrical acceptance solid angle for any SEM
combination. Thus secondaries generated in RTOT would not be counted by the SEM. To
check this and possible energy loss effects a third counter located far from the RTOT and SEM
counters was used. The third counter was thus insensitive to whether RTOT was in or out of

the beam.

I1.F.Signal monitor

The hyvdrogenic ions were counted individually by a solid state detector t2lescope consist-
ing of four Si{Li) detectors each 3nun thick and 44mm in diameter [ref.27]. Al the velocities
used in this experiment, incident ions have ranges much greater than the total thickness of the
detector telescope. The detector telescope was posiucned at D, on ihe spectrometer rail. The
area of the detectors was = four times the area of the beam spot. A measuremant of the beam
spot size in each run indicated that <3% of the single electron ions missed the detector tele-
scope. Figure | shows the detector telescope layout and a sample signal spot sizz2.

The equilibrium ratios measured in this experiment are all <10~ indicating that the ions

spend most of their path length in mati2r in a fully stripped state. Signals g2nerated in the

detectors are proportional to JE JWV=F Z.3} The signal from each deteciar is sent 1o a



separate charge sensitive pre-amplifier { lusec time constant, see Fiz.2). Each pre-amp is con-

nected to a separate 12 bit dual gain ADC having a dynamic range of 4x10%.

The detector telescope was calibrated for each beam by placing it in the direct low inten-
sity beam and recording a number of beam particle events. This gave a pulse height distribu-
tion such as is shown in Figure 4. A maximum likelihood method based on these distributions

was used to determine the nuclear charge of each recorded event.?®

The first two detectors in the telescope ( D, and D, ) each had a fast discriminator on
their pre-amp signals. Thresholds on these discriminators were set at levels corresponding 10 2
signal from a beam velocity nucleus of atomic number Zs—2. An event trigger was defined as
a coincidence between the discriminator outputs of these two detectors (D1.D2) when the data
collection system was "live". ( See Sec.11.G. for a discussion of "live” time.)

To allow us to insure that the particle generating an event trigger passed through the
active area of the detectors, a circular scintillator slightly smaller than the detector diameier was
placed directly in front of the detector telescope. The anode signal from the photomultiplier
tube viewing this scintillator was passed through a discriminator whose threshold was set near
the level expected from a beam velocity nucleus of atomic number Z,—4. A logic pulse (called
the “in-geomeltry” pulse ) was generated e¢ach time this discriminator fired in coincidence with
D,.D..

A second pulse was generated when this discriminator fired during the process of analog-
to-digital conversion in the ADC chain. This pulse ( called the "pile-up" pulse } allowed us to
determine whether a second particle entered the detector telescope during data conversion.

The beam intensity was kept well below the rate at which significant pile-up occurred.



[1.G.Data collection

Data collection and contro! functions were performed by a PDP 11/45 minicomputer.

The computer performs three basic tasks: data collection, beam line and detector control, and
)

on-line data analysis. Bevatron internal iming signals were used 1o switch CPU attention

among these three functions.

The most impontiant of the three functions is data collection. On arrival at the CPU of the
*flat-top on" signal , which is generated when the main magnetic field of the Bevatron reaches
the level required to extract the specified beam energy, the data collection program "rundata”
takes control of the 11/45 CPU. This program is responsible for reading. through a CAMAC?®
interface, all of the devices associated with each event. These consist of the detector ADC's .,
"live-time" scalers controlled by the detector telescope and the "ir.-geometry” and "pile-up”
pulses. At the arrival of the "flat-top end” signal, generated 100misec. after the end of particle
extraction from the Bevatron, all monitor scalers are read. These include the SEM, current
mode, neutron monitor and single particle scalers. After reading these scalers, control of the
CPU is turned over to background analysis programs.

At the middle of each "flai-top" a special program temporarily halts data taking and
inquires the status of all control devices. Control devices include magnet current monitors and
controllers, beam steering scalers and detector position encoders. All control data are checked
to make sure no device is operating outside predetermined limits. Necessary corrections are

made automatically. Data taken during periods when any control device was outside its limits

were discarded. This occured for <1% of the data.

In background analysis time the computer sorts data taken during the preceding "flat-tops”
and performs simple calculations on these data. Such calculations include keeping running
sums of all scalers and integrity bits. calculating the most probable nuclear charge for each par-
ticle producing an event and forming histograms and scatter plots of various para.neters. These
calculations are fad to dispiay routines that allow the operator to keep watch over the progress

of the experiment.



Data were accumulated by a double buffering method using three levels of storage: core
memory, magnetic disc and magnetic tape. Data from the most recent event were stored in
core memory buffer A. When buffer A became full, data from the next event would start to fill
buffer B and buffer A was read out onto a magnetic disc. Similarly, when buffer B became full.
data would be routed to buffer A while B was read onto disc. When a disc reached its capacity
to store data the collection process was halted and data transferred 10 a magnetic tape. Disc
capacity was =30K events. This procedure minimized computer-related dead time in the data

taking process. Data tapes were then taken to the LBL CDC 7600 system for final analysis.

An important feature of this collection syiiem was that, whenever an event trigger was
accepted, the CPU issued a signal to halt all data collection functions. Generation of further
event triggers was inhibited until that event was read and a computer clear signal wac issued
(typically 200 x sec. ). In particular, the many scalers that were recording beam fluence infor-
mation were prevented from counting beam particles during the time when event triggers could
not be generated. This procedure made it possible 1o interpret the data without the necessity

for making "dead time" corrections.

I1.H.Backup experiment

For the low energy C and Ne runs; a completely separate detector system was run in paral-
lel with the computer controlled detector telescopes: A two scintillator "telescope” was placed
in front of the dclccldr telescope at D;. This backup experiment was motivated by its simpli-
city and the comparative complexity of the data collection system described~previously. How-
ever, this simple system could be used only at the low energies where the signal rate at D,
from hydrogenic ions was much greater than the rate from competing background signals. Data
from this backup experiment served as a very useful check on the integrity of data from the
complete system.

The scintillator photomultiplier tube signals were fed to separate discriminators whose

thresholds were set at the levels expected from beam-velocity nuclei of atomic number Zp—2,
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just as the detector telescope thresholds were set. The discriminator outputs were fed through
a coincidence circuit to generate a gate for a pulse height analyzer. The pulse height distribu-
tion from one of the scintillators was recorded. The number of particles of each atomic
number was determined from the total in each peak. Projectile fragmentation in the target and
upstream matter accounted for the appearance of peaks at other than the atomic number of the
beam. The number of single electron ions was obtained by integrating the peak corresponding
1o the atomic number of the beam. The total number of beam particles for each run in this

backup experiment was determined from the ungated scaler recording SEM counts.



ANALYSIS

111.A.Introduction

In this section we discuss the analysis used to extract the equilibrium ratio, R,, ., or the
attachment and stripping cross sections, o, and o, , from the measured quantities Ny, N, and
target thickness, x. The number of incident beam particles, Ny, is determined from the beam
monitor and its calibration (Sec.]Il.B). The number of emerging single electron ions , N, is
determined from the counts in the signal monitor (Sec.II1.C). Both Ny and N, were suitably
corrected for background (Sec.1ll.D). From these values the ratio N,/N; was determined for
each beam/energy/target combination. The value of x, the target thickness, was measured as

described in section 11.C.

The ratio measurements for sets of target species/thickness divide naturally into three
groups. In the first group the ratio was measured for only one target thickness of a given
species. In this first group we always chose a thick target so the R,, value was determined
directly. No determination of the individual o, or o, values could be made for these target
species without recourse to systematics determined from the remainder of the experimental
data. In the second group are target species/thickness sets consisting of measurements for two
separate target thicknesses for the same beam/energy combination. We could determine o,
and o, from measurement for only two thicknesses when one of the targets was thinner than
the equilibrium thickness, T, , and the other was >=7,,. In the third group are target species
with multiple target thicknesses for the same run. These form the most useful data set: a fit to
the growth curve yields values for o, and o even in the presence of fluctuations in any single
measurement. The determination of the confidence intervals associated with each of these
fitting parameters was explored in detail because of the statistical correlation between the

parameters.

The energy dependence in the theoretical formulations of the cross sections required that

the beam energy be determined as accurately as possible.



Each of these points is discussed in detail in the following sub-sections.

111.B. Beam fluence. \,

The total number of incident beam particles was obtained from the beam monitor
described in Sec.ILE.2. The efficiency of this monitor, ngry. was re-calibrated periodically
throughout each run using single particle counter RTOT, but was not checked for each data
point. At each calibration, the beam to monitor ratio was determined to a statistical accuracy of

better than 3%. However, the variation in this ratio was considerably larger, typically 7% to

10% over the course of a full run. These variations were attributed to fluctuations in the gain
of the photomultiplier 1ubes viewing SEM and RTOT scintillators and to drifts in discriminator
thresholds such as would be expected from temperature changes and drifts in applied tube vol-
tage. No attempt was made to lessen these effects and an overall uncertainty in beam fluence

of 10% is assigned.

The mean value of the monitor efficiency is determined as the simple arithmetic mean of
all the calibration points taken during a run. The variance in this ratio is taken as the square
root of the sum of the squares of the deviations from the mean divided by the (number of
observations - 1). The value of Ny is then determined for each data point as the number of

monitor counts, Nszyy, divided by this efficiency factor, i.e.

No = Nsem/Msem 11LB.1

The uncertainty in N, is then obtained by adding in quadrature the statistical uncertainty in

Ngepr and the uncertainty from nggyy.
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111.C. Single Electron lon«, V'

The number of single electron or hydrogenic ions formed in each run, N, is determined
from the number of events recorded by the detector telescope as having a charge equal to the
nuclear charge of the beam, N,. This number is determined by the maximum likelihood
method applied (o all events recorded by the detector telescope. N, is corrected for geometri-
cal losses and for fragmentation losses in the detectors, vacuum tank window and target. In the
low energy runs for C and Ne ions an additional correction for the presence of the backup
experiment scintillators was also made.

Approximately 8% to 10% of the ions striking the front detector of the telescope suffer a
fragmentation reaction within the telescope. The signal from such a fragmented ion is not a
clear signature of its initial charge upon entering the telescope. These events are removed from

the data in a likelihood analysis of the signals from all four detectors. This leads 1o a correction
of typically 2—3% per detector and can be accounted for by the fragmentation cross section in
Si.

Nuclear fragmentation reactions within the vacuum window and target yield a negligible
correction since they are typically <10 mg/cm? thick. However, the scintillators of the backup

experiment ( Sec.]l.H) lead to an additional correction of 2—3% for some of the runs.

The number of hydrogenic ions formed in the target is given by

Ny=N./ng . , HL.C.1

where mg is the appropriate correction for that beam. This factor inciudes corrections for data
discarded in the likelihood cuts and a geometrical factor for events missing the detector tele-
scope. Values for ng for each run are listed in Appendix 1. Uncertainty in N, includes statisti-

cal uncertainty in N,, and uncertainty from the correction factor 0.
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111.D.Background
No background cori>uons (o either MV, or V. were necessary.

Possible sources of background in Ny would come from beam-off radiation in the experi-
mental cave area or frqm singles contamination to the coincidence rate. Threshoids on the
SEM scintillators were set much higher than the signal from a singly charged particle having
sufficient energy to penetrate two scintillators. Thresholds on these scintillators were set so that
beam-off count rates were zero over times long with respect to any data collection time. Singles
rates were constantly compared to coincidence rates. When the singles contamination from one

pair of SEM scintillators got above 1%, a different, smaller geometry, pair was used.

Background in N, signal could come from electron pickup in the residual air of the spec-
trometer system or from fragmentation products generated in the larget or elsewhere. Targel
out checks were made for each data point. The number of N, counts in target out runs were

null for beam fluences which would have resulted in generation of 100 events with targel in.

No beam charge fragments generated in the target would appear at D+ 8D, since this
would require multi-nucleon pickup and a large increase in the ion’s momentum in an interac-
tion within the target; ( 8D, is the de.ector radius. 2.5 cm.). Beam charge fragments generated
in the spectrometer window materil would show up in target out runs. Contamination from
other charged particles generating signals in all four detectors of the detector telescope is
expected 1o be <1% since the charge resolution of the individual detectors is =.1 charge unit.

Thus no background corrections to either Ny or N, were necessary.

ITLLE. The ratio R=N,/N,

The ratio of hydrogenic ions to fully stripped ions was determined for each
beam/energy/target/thickness combination from the corrected number N,=N, /ng and the
scaled number Ng=Nsey/msen (see sections 11I1LB and C). Thus R=N /N, Uncertainty in this
ratio was computed by adding in quadrature the uncertainty in Ny and Ny. Typical uncertainties

in this measured ratio were from 12% to 20% with some as large 30%. These values are listed



for each measured data point in Appendix 1.

I11.F.Targets
As seen in section 111.H, target thickness determination is critical only in determining o,
and a,, not for determining equilibrium ratios. Target thickness determinations were discussed
in section I11.C. Typical uncertainties in target thickness as listed in App.] were <10%. The

number of different thicknesses used for each species of target varied from one to-nine.

The only target requiring special discussion is the Mylar target. We report our cross sec-
tions for attachment and stripping per targe! molecule assuming that the composition of Mylar
is CsH40,. To calculate cross sections for comparison with our measurements we simply sum

over the contributions from each of the elements comprising the molecuie.

111.G. Determination of R

For thick targets, i.e. when x>a,”!, where x is measured in number of Moms per cm?,
the ratio of single electron ions to fully stripped ions approaches a limiting value called the
equilibrium ratio. This ratio can be determined from a measurement of N /Ny for a single tar
get provided that target is sufficiently thick. For some speties of targets a determination of
N,)/Nq was made only for a single thickness. Thus, as seen in Tables 3-5, some targets have
only R,, values reported. To insure that these data were taken for sufficiently thick targets we
used the systematics determined for the whole data set to make predictions of the thickness
required 1o reach equilibrium. This thickness is defined somewhat arbitrarily as the thickness at

which a measurement of R would yie'd a value of 0.9R,,. These thicknesses are also listed in

Table 3.
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111.H. Determination of v and v

Values of the single electron attachment cross section per targel atom, o, and the
effective stripping cross section per target atom, o, are obtained from the measured ratios and
target thicknesses by fitting to a simple growth curve. The derivation of this curve and its
applicability to this data are discussed in section 1.C. A typical fit to the growth curve is shown
in Fig.5 for 400 Mev/nucleon Ar on Mylar.

The growth curve provides an estimator for the mean value of the ratio R=N,/Ng as a
function of target thickness. Thus

R=220-e", [11H.1

o

where R, is the predicted mean value for the ratio expected from a target whose thickness is x,
(in atoms / ¢m?). We find the most probable values for the parameters o, and o, by minim-

izing the statistic;

f(a,,a,)-zl(R,—E,)z/ﬁ,z, I H.2

where i signifies a target of thickness x., R is the ratio measured for that target, R is the value
pradicted by eqn.lll.}.1 and & is the urceitainiv in the difference R —R . The factor & con-
tains terms from the statistical uncertainty in the measured value, R,. and fiom uncertainty in

the estimator, 1.%—,, resulting from_uncertainty in the measured target thickness, 8x,. Thus:

8. =/8R 4 (a e " Ex . 1ILH.3

A first guess at o, can be obtained from R,/x,, where 1 represents the thinnest target in
the set. A first guess at the value for R,, can be obtained from the measured R for the thickest
target in 2 sel.

Assignment of uncertainties to the two fitting parameters, o, and o, is complicated b

the fact that f is not simply chisquare distributed. This means that errors determined throug
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the covariance mutriv. the mathnl emplcyed in most minimization routines. will not necessarily
reflect the standurd confidenca leval. A correct method for determining thess uncertainties is
1o datermineg the value of I corresponding to e.g. a 68% confidence level. /. and then vary o,
and o separately ( holding the other ons fixed at the most probable value ) until the value of f
for the data set is equal to f;. This analysis indicated that standard error assignments were
nearly equal to the correct values. The standard errors determined by the minimizing routine

STEPIT [ref.30} are reported.

111.J.Confidence levels

We checked the intarpretation of :he error assignments by a Monte Carlo method in
which we generated das sets from the meaasured ratios and target thicknessas. fit these data 1o
the growth curve and examinad th2 rasulzing distributions of o, and o, values. To do this, we
first selected a data set fe.g. the siy m2as<rements for 400 Mev/nucleon Ar on Mylar ). R and
x values are assumed (o be drawn from sormal distributions with standard deviations givan by
the unceriainties quoted in App.l. For zach data point in the set, we first pick a target thick-
ness from the normal distribution whosz mean is the measured target thickness and whose
standard deviation is the quoted uncertainty in thickness: i.e. we pick x,’ from N (x, 8x,). We
then predict the expected ratio for this :arget thickness using the best values of o, and o,
obtained from the actual data set: i.e. R =o,/c,(1—e °*“). We then pick a random value for
R, from the normal distribution.w'hose mean is E, and whose standard deviation is the quoted
uncertainty in the actual m=asured ratio. We repeat this once for each measured thickness to
generate a simulated data set equivalent to the measured data set. This simulated set is then

used as input to the fitting routine and values of o," and o' are determined.

Based on a Monte Carlo simulation of 1000 data sets for our selected beam-target combi-
nation (A4r* on Mylar at 400 Mev/nucleon), we find that the statistic (111.H.2) is distributed as
shown in Fig. 6. The experimental distribution of this statistic has a mean of 0.5 and width of

0.4. suggesting that the quoted uncartaintias in our measured ratios and target thicknesses ma



be somewhat large.

The distribution of values for # . o and R, (=0,"/c,') from the fits 10 these 1000 data
sets are shown in Figs.7a.b and c¢. The widths and asymmetries of these distributions can be
compared to the widths represented by the uncertainties in the parameters o, and o, as
assigned by the procedure discussed in sec.llLH. This comparison shows that the quoted

uncertainties represent fairly the Monte Carlo distributions.

III.LK. Beam Energy

The beam energy in each run was dz2:ermined 1o an accuracy of =1% by a2 combination of
three separate procedures. The first metn.od was applicable in all runs and is based on the fact
that the Bevalac is a svnchrotron. Thus :he energy of the exiracted beam can be estimated
from the magnelic field and extraction rai.us of the machine. This value must be corrected for
energy loss in the =!wn om” of materiyi :a the channel at the first extzrnal focus. The second
method relies on thz calibration of the Beam-33 specirometer magnet. From the magne!
current required to bend the fully strippzd ion beam through 129 and the calibration of this
magnet we could determine incident ion 2nergies to =1%. The final check was possible only
for the 140 MeV/nucleon and 250 MeV/r.ucleon beams and relied on the range-energy relation
for a precise thickness of copper absorber. When all three methods were employed agreement

was obtained at the 1% level. Note that energy loss in the targets is completely negligible.
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RESULTS and DISCUSSION

Iv.A.Introduction

The scope of data available from this experiment is shown in Table 1. The raw data are
presented in Appendix 1. Values of the equilibrium ratios are presented in Table 3 and dis-
cussed in Sec.IV.B. Values of the attachment cross sections, o ,. are given in Table 4 and dis-
cussed in Sec.JV.C. Values of the s\ripbing cross sections, o, are given in Table § and dis-

cussed in Sec.IV.D.

[V.B.Tguilibrium ratios

As discussed in Sec.l.C, the ratio of hydrogenic to fully stripped ions, (R=N\/Ny ).
becomes indepencent of target thickness for sufficiently thick targets and approaches a limiting
value called the equilibrium ratio, Rey=0,/0,. Measured values of R, are given in Table 3.
We also list our best predictions of these ratios and indicate which attachment and stripping for-
mulations were used for these calculations. Equilibrium thicknesses obtained from the relation

T.,=~2.3/a, are also given, where o, is calculated from the theoretical formulation indicated.

Predictions of equilibrium ratios and equilibrium thicknesses depend on the theoretical
formulations for o, and o, which are discussed in sec. IV.C and 1V.D respectively. In Fie.8 - ¢
show a comparison between our best predictions of o,/c, and our measured values of the
equilibrium ratio. From this figure we can see that we are able to calculate equilibrium ratio
values for light targets ( Be-Al ) to within a factor of two but that for the heavier targets our
calculations are in disagreement with the data by up to factors of four. We attribute most of
these discrepancies to our inability to predict stripping cross sections in the region where
aZ#/BZp is near 1 (see sec.ILD.2).

In Fig9 we show the dependence of R, on target atomic number for Ne projectiles at
four velocities. The shape of these curves derives from the Z; dependence of the attachment

cross sections rather than the stripping cross sections. At low Z; values the radiative process



dominates but at high Z; the non-radiative process dominates. This figure indicates that there
are optimal materials to be used as stripping foils in accelerator operations and that the effective
charge of an ion may vary by more than an order of magnitude as a function of the composition
of the matter through which it is moving.

We can relate our measurement of the equilibrium ratio 10 the mean charge of an ion
traversing matter in the following manner: Electron attachment and stripping for a heavy ion
traversing matter is a statistical process. Thus all possible charge states of the ion have a finite
probability for occurring. If we pass a beam of ions through a target we expect the distribution
of charge states in the emergent beam to have a mean value, Ze , that differs from the nuclear
charge of the ion, Zge. At very high velocities, that is, velocities much larger than the K-shell
electron velocity for the ion ( =Zac ) , we expect 2220. At lower velocities Z may differ
significantly from 2,

Calculation of the charge state distribution requires knowledge of all attachment and strip-
ping cross sections for the ion in the medium Consequently, phenomenological functions are
generally used to describe this disiribution. Betz!' has gathered data on charge state distribu-
tions and used the following functicn to calculate values for the mean or effective charge of an
ion beam in matter:

Z=Z,C(1—¢Bl077)

IV.B.1

where C,a and n are constanis which depend on the medium. This functional form was origi-
nally suggested by Barkas [ref.32]. The formulation is motivated b.y a statistical model of the
electron distribution in an atom [ref.31] Other authors have found simiiar functions for the
mean charge [ref.1].

At high velocities we expect only tke fully stripped and single electron ions to constitute a
significant fraction of the charge s:a2s ropulated. This is because the stripping cross sections
are much larger than the attachmz2n: cr:ss sections at these velocities. We can compute the

average charge of an ion in a beam as



i- N020+N|(Zo-l)
No+N,

IV.B.2

When .V, is much smalier than .V, this leads to the expression Z=Z;—¢ . whare e=N|/N, | ie.
for e=R,, . We note thai. since we can predict R, based on our formulae for capture and
stripping. we could formulate a good expression for Z in the high velocity case. However, we

will compare our R, measurements (0 eqn.JV.B.1 1o see how good a predictor it is.

As pointed out by Betz [ref.11] , the values of C and n should depend on target charge
and density although no simple form for this dependencz is given. We can compute z using
the values for these constants suggested by Barkas for emulsion. C=1, a=1/125 and n=2/3.
With these values we find discrepancies of more than an order of magnitude in comparison with

most of our data although it gives valugs ramarkably close for a few of the measurements.

IV.C. Attachment Cross Sections
The attachmant cross sections oblainzd in this experiment are listed in Table 4. We have
also listed the predictions of eqn.IV.C.2 ar” 'V.C.J as the radiative and non-radiative cross sec-

tions and indicated which process is dominant for each point.

As discussed in Szc.1.D. there are two processes which contribute to the electron attach-
ment cross section: radiative and non-radiative. These contributions sum to yield the toal
cross section for single electron attachment. Figure 10 shows the relative contributions of these
two processes to the attachment cross section for Ne ions in Al as a function of projectile
energy. Most of our data is in the regime where the radiative attachment process is dominant.
However, we have measured six attachment cross sections in which the non-radiative process
dominates. We are thus able to discuss which of the relativistic extrapolations of the OBK for-
mula is best.

For comparison with the theoretical formulations for these two processes we can divide
our data into three groups. In the first group we isolate the data for which the radiative procass

dominates by requiring that the predictions of eqn.IV.C.2 { our best predictor for radiative
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altachment cross sactions) he i l:ast 2 times greater than predictions of eqn.IV.C.3 (our best
non-radiative predictor! for the v:iuzs of Zp, Z; and £p belonging to eich data point. In the
second group we isolate dats for whtch the non-radiative process deminates by requiring that
predictions of eqn.IV.C.3 be at lezst twice as large as predictions of eqn.IV.C.2. This less res-
trictive condition was used because of the more limited data set available. in the third group
are data for which neither process dominates. We first discuss comparisons with the radiative

formulation.

The equation for calculating cross sections for radiative electron :itachment into the 1s

state of the projectile as discussed in Sec 1 D.1 {eqn.I.D.5) is reproducad nere for convenience.

(y=1)? 3 3 <
a, = —(%y)—z 3&40-'2;27-—(%))—‘-M(B) 1.D5

2% —%“:cos"luzpi N(B)
X(QZP) [3 “ +1I’QZP*M(B)] .

The variables and functions in this equation are defined in sec.].D.]. We compute a value of x’
for comparison between our measured radiative cross sections, o,,(meas), and the predictions

of eqn.I.D.5 as:
x=Y (o ,(meas)~0v )60 ,(meas)? , IV.Cl

where 80 ,(meas) is the error associated with measurement of @,. The value of x? per degree

of freedom is =35,

As discussed in Sec.l.C and [.D.l.c, we should obtain a better fit 10 our data by incor-
porating Oppenheimer’s correction for attachment into higher states of the projectile ion. The

resulting equation is

8y’

= 1202 2ato, 252, .
(y=1)"

2 M(B) IvV.C.2

aZ
(- —L cos~V(azp)
x(aZp)¥e P * F 'l] +maZp %(z%))-] .
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A value of 0.6 15 abtained fer 7 »or cegrs2 of freedom by using eqn. IV C.2 1o predict values of

v., used in egn.IV.C.1. This supgasts the attachment into excited states is not negligibie. (W
note that the firs: order theons based cn :2n.1.D.3 gives a - of S/DOFI.

In Fig 11 we show Lhe deviations ¢! the data from the mean vzlue predicted by formula
IV.C.2. Here we have plotted o, ... ‘o.. vs. Z; for all data in which the radiative attachment
process dominales. We see from this :hat eqn.IV.C.2 tends to underestimate the radiative
attachment cross sections for all but the heaviest targets by =5%. Larger deviations for the
heavy target values mayv result from th: fact that the free electron assumpiion is nc longer
vahd.

The equation for calculating cress sections for the non-radiative process based on the
Oppenheimer-Brinkman-Kramers (OBK) approximation is discussed in Sec..D.1.b. We have
culled a data set in which this process is dominant in order to check the various extrapolations
of this formula. These data points are selected by requiring that the predictions of eqr I1V.C.3

be a1 lzast twice as largs as the pradiciic s of egn.IV.C.2. We find that the momentum extra-

polation, that is. subsiitution 1.D.8.c. pr:.ides the best fit 1o our very !imit2¢ data set Thus
By . . 2 . . - \ .

S= is used in place of = . Equatior. 1.D.7 is muluiplied by ¥- to correct for the relativistic
o Q

density of states. An effective target atemic number of Z;—0.3 is used {ref.14), incorporating
the Slater constant to correct for the fz:t that the two K-shell electrons tend to screan the
nuclear potential and thus alter the K-she:l wave {unctions. We again use Oppenheimer’s mul-
tiplicative factor of 1.202 10 account for antachment into excited states of the projectile. We

thus use the following equation to predict non-radiative attachment cross sections.
1.7ad
Cug = 1.202 y — 28757588 v.C3

XIS24(Zp + 25182 + (2, - 215

where ag = 0.529 x 107% cm , the Bohr radius ,
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Zp = projectile atomic number,
Zr = Z~0.3, the effective charge of target, and

s=8r
[ 4

The data set in which non-radiative processes dominate is compared 10 eqn.JV.C.3 in
Fig.12. We note that the x- for this calculation is =10 per degree of freedom and that substi-
tution 1.C.8.b ( the kinetic 2nergy subst:iution) gives a x- value of more than 20/DOF. In the
velocity regime for this dula we see that :here is little difference in the predictions of these two
substitutions. Raisbeck ei .ioriginally Lsed the kinetic energy substitution to exirapoiate the
OBK formulation 1o relativisiic energies .ref.33). The substitution 1.D.8.a for velocits becomes
unphysical in the velocity regime of this Zata,

For some of our datu neither attaznment process is clearly dominant. We caicuisie the

attachment cross secticn as
o, =0,,+0.... V.C4

The x° for the fit to all of our data is =1.6 . Predictions of eqn.]V.C.4 agree with measura-
ments for low Z; 1argels 1o within =20  Discrepancies for the heavier targets are larger and
may reflect contributions of capiure {rom higher {e.g.L .M etc ) shells of the 1arget in the non-

radiative case or the breakdown of the free electron assumption in the radiative case.

1V.D.Stripping cross sections

Values of the effective stripping cross sections obtained from our data are listed in Table
5. We also show the predictions of eqn.l.D.9 (BOHR 1), L.D.11 (IND SCAT) and 1.D.12
(BOHR 2) as well as the value of aZ7/82Zp, the semi-classical parameter which indicates

whether the independent scatterer or screz2ned potential approximation is applicable.
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Formulations of the single electron stripping cross sections are discussed in Sec.1.D.2. We
presented two separate equations for computing this cross section in the region of the indepen-
dent scatterer approximation, generally valid for low Z; targets. For high Z targets we have
only the approximate formula from Bohr which is based on an exponential screening potential.
Figure 11 shows the relative size of the cross section predicied by each of these equations for

400 MeV/nucleon Ne ions as a function of target charge.

For comparison with theory we mazke the division between low and high Z targets based
on the predictions of 2gn.].D.1] :ad 1.D.12 (whict. are reproduced below!. We note that this
division agrees with the division suggssted by the value of aZ#/8Z,. When scresning is
important. the predictions bused ¢ :he .ndependent scatterer approximation. eyn.l.D.11. will
be too large. Thus we use the egua:ion which gives the smallest value for tha stripping cross
section to determine thz uppropri:i2 -zz.ome. Our so-called low Z data are tha set ¢f data for
which predictions of 2gn.I.D.11 :r2 .t .2ast a facior of two smualler than the predictions of
eqn.1.D.12. Our nigih Z yata <2t r2gu.ras oredictions of egn.l.D.12 to be at least a factor cf 1wo

smaller than predictions of 2gn.1.D }i Vo2 first treat the case of low Z targets.

The Bohr formula for the independent scatterer approximation as given in Sec.l.D. is:
o, =dwad (=F)UZ+2ZP) .
& 7.8 ~2} 1.D.9

The equation based on Mott and Massey’s ionization cross sections for this case is

4mrala? (4@212) 7
o 7757 (Z}+ Z)Clin C'zh " gl . 1.D.11

where C; = 0.285 and C, = 0.048 . A comparison between these two equations and our low Z
data is given in Fig.14 a and b where we plot the ratio of measured to calculated values for the
cross section. We conclude from figure 14.a that the Bohr formula consistently underestimates
the stripping cross section. The Mott and Massey form fits our data well, however, giving a x?

of == per degrez of freadom and preZicting the mean values to within 5% on the average. Tiwe



45

predictions of this egial® arv “vsioin the region where uZ/B2Z, are much smaller than 1,
suggesting that Tor vaiuas setween 0.1 and | there may still be significant screening effects in
the effective potential.

The only predictor we have for high Z targets is based on the approximate formula

presented by Bohr. This is discussed in .D.2 and given as

22%33
Zp | B

- mag 1.D.12

Oy

We have measured three siripping cress sections in the region where eqn.l.D.12 predicts values
significantly (x2) smaller tan 1.D 11. The ratio of our measured values 1o the predictions of
eqn.l.D.12 are shown in Fig. 15 These duta are all for Au targets. We note that the measure-
ment for 140 Mev/nucleun C is 'ow but that the predictions for the higher velocity ¢ 1030 and
2100 Mev/nucleon ) No urz clest to perfect. The discrepancy for the C point may ratlect o
breakdown in the Borr apprsximaton since aZp/B8>1 for that poiai.

We have not discussed o predicior for stripping cross sections in the regicn intermad;iiz2
between the independent scatterar und screened potential limits. In this region we would
expect our recipe for tuking the smaller of the two predictions to break down. The reai vaiue
will probably contain contributions from both extemes. Thus using the smaller value to calcu-
late R, for the intermediate Z targets (as listed in Table 3) will underestimate the predicied

ratio. This effect is secn in Fig.9 for the Ni,Cu.Ag and Ta targets.

VY.Conclusions

We have presented the first measurements of single electron attachment and’ siripping
cross sections for heavy ions at relativistic velocities. We have shown that the process of radia-
tive electron attachmeni is clearly importiant at energies greater than 100 MeV/nucleon.
Employing equations similar 1o those used by Raisbeck and Yiou [ref.4] and Wilson [raf 14},

we can calculate these cross sections as the inverse of the photoionization process 1o within iirc
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errors associated with odar measurements. typically +-200 . Meusurements of the single elec-
tron attachment cross sectinn {or relativistic nuclei could thus provide a method of obtaining
high energy photoionization cross sections.

We have also shown that the momentum extrapolation of the non-radiative Brinkman-
Kramers formulation provides a reasonable predictor for the attachment cross sections in the
region where the non-radiative process is dominant. Attachment cross sections predicted by the

OBK formulation typically agree with the measured values to within a factor of two.

In addition. we have seen thul the semi-classical formulation by Bohr for the stripping
cross section in the regime of the independent scatterer approximation vields predictions which
are low by a factor ol two. The formulation of this cross section by Fowler et al. [ref.23] and
by Wilson [ref.7] bhased on the icnization cross sections of Mott und Masse: is able to predict
values 1o within the expzrimenta: uncertainties. although it tends 1o overestimaies values in the
region where the screeming paremeiar ( «Zp/BZp ) is still smalier than 1. A meesurament of
siripping cross sections ior was largcis would provide a better tesi of these ionization formulae

since they would isolate stripping from the Is state on which the calculations are based.

Finally. the predictions of Bohr's formula for the case where screening effects are impor-

tant agree with our measured cross sections in that regime. We note that in the regime bet-

ween the independent scatterer approximation and the fully screened potential approximation

we have no sufficiently reliable predictor for the stripping cross section.
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Table Captions

1.

Table I indicates the scope of data available from this experiment.
Symbols in each box indicate what quantities are available for that
beam/energy/target combination. REQ indicates measurement of the
equilibrium ratio, i.e. the limiting value for the ratio of single
electron to fully stripped ions emerging from a thick target; o, and
o, indicate measurements of the single electron attachment and strip-

ping cross sections.

Listed are the oZ/B values for all elements and beam energies relevant
to this experiment. This is the expansion parameter for the Born

approximation encountered in most of the calculations discussed in the
text. The quantity Z represents the K-shell electron velocity for a

single electron ion of nuclear charge Ze.

Table 3 presents the equilibrium ratios, Req’ measured in this experi-

ment. We also list calculations of these ratios as Re = ca/oS based

q
on our best predictors for the attachment and stripping cross
sections. The symbols RAD/IND indicate .hich theoretical formulation

was used to calculate R, 5 RAD indicates that the radiative process

q°
dominates the attachment cross section; NRA indicates dominance of the
non-radiative attachment process; IND indicates that o, was calculated
in the independent scatterer approximation (eqn. 1.D.11); SCR
indicates that oy was calculated using a screened potential approxi-
mation (eqn. I1.D.12). Listed values of TEQ indicate the calculated

thickness at which a measurement of R (the ratio of single electron

ions to fully stripped ions) would yield a value of 0.9 qu
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Values of the measured single electron attachment cross section per
target atom, o, are listed in Table 4. These values are grouped for
each projectile (eg. !2C) and incident energy (eg. 140 MeV/nucleon).
Also listed are the calculated values for 9, with a symbol to indi-
cate which attachment process is dominant for that measurement: RAD
(radiative) and NRA (non-radiative). Values calculated from eqn.
IV.C.2 (radiative) and eqn. IV.C.3 (non-radiative) are included to

provide a more complete comparison with theory.

Values of the measured single electron stripping cross section per
target atom, o, are given in Table 5. The values are grouped
according to projectile and incident energy. We also list our calcu-
lated value for each cross section and indicate by symbol which
assumption was used for the calculation: IND indicates the independent
scatterer approximation was used (eqn. I.D.11); SCR indicates that
the screened potential approximation was used (eqn. I.D.12). For
comparison with theory we also list the predictions of each stripping
cross section presented in the text: egn. I.D.9 (BOHR1), egn. I1.D.11
(IND SCAT), and eqn, I,D,12 (BOHR2). We have listed values for
uZTz/BZp, the semi-classical parameter that indicates which potential

approximation should be valid for calculating O in each case.
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DATA SUMMARY

PROJECTILE «C” oNe?° 16 Ar %0
MeV/nucleon 140 250 400 250 400 1050 2100 400 _ {050
TARGET REQ REQ
1 ,Bs | REQ | REQ | REQ REQ | REQ | REQ | REQ 05,05 | O 0%

REQ REQ REQ REQ REQ REQ
2. g€ 03,05 | 05,05 . 5 | 0, s % T | %, 0
M REQ REQ REQ REQ REQ REQ REQ REQ
3. Mylar 5. 05 0,05 | 04,05 | 00,03 | 0a, 03 0405 | g, O3
Al REQ REQ REQ REQ REQ REQ REQ REQ REQ
40 o, 0% | 04.0% | 05, s 05,05 | 04,03 | 04,05 | 0a, 03 02,03 | o, 0%
5., Ni REQ REQ | REQ | REQ REQ | REQ

REQ REQ REQ REQ REQ
6.29Cu | REQ | REQ | 5 0 v, 05 | O, & 04,03 | 0o, 0%

7. 4729 REQ REQ REQ | REQ

8. ;5T REQ | KEQ REQ | REQ | REQ | REQ REQ

REQ REQ REQ REQ REQ
9. 798¢ {5, 0y FEQ | REQ O, 0 | O, a3 0a, 03| 00, 03

Table 1
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alZ/t VALUES

ENERGY = 140 | 250 | 400 | 1050 | 2100 MeV/n
B = .494 | 615 715 .883 | .952

4Be 059 | .047 | .04/ | .033 | 03!
C 088 | .07l | .06l | .049| .046
oNe | 148 | 119 | 102 | .083 | 077
.y 192 | .154 | .33 | ./08 | .I00
g Ar 266 | .214 | 184 | .149 | .138
2gNi | 413 | 332 | 286 | 232 | .2I5

,oCu | 428 | 344 | .296| 240/ .222
4Ag | 694 | 558 | 480 | 389 | .361
,sTa | .08 | 866 | .746 | 604 | .560
soAu | 17 | 937 | .807 | 653 | .606

Table 2
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EQUILISRIUM RZTIOS

12C AT 162.¥EV/NUC R{MERSURED) RICALCULATED TEQING/CH2)
TARGET 2E 2,994/~ ,72X10 =7 1.654E-07 RAC/IND 22042
TZRGET AL S.01+/= .94Xi0 -7 5.898:-07 NRAZIKD <1001
TARGET €Y 1.724/= .37X10 =6 5.929E-06  NRA/SCR .1187
TARGET AU S.5L+/= .SBX0 -& T.6YLE-CF NAS/SCR .1886 |

12C AT 250-MEV/NUC R(REASURED] R(CALCULATED] TEQURGTCHZY
TFRGET BE S.64+/~ .73%10 -8 5.615E-08 RAD/IND <4473 |
TARGET C 4.354/-3.81X20 =8 4.191€-08 RAD/IND 2937 |
TERGET uY 4.60+/- .69%10 -8 %.205E-08 RAD/IND <2644 |
TARGET 2L 4,284/~ .78X10 -8 4.467E-09 NRI/IND <1472 !
TERGET €U TeaL#/- 1BX0 -7 3.760E-07 NIA/SCR 1471
TARGET MI l.4l4/= .1BX10 -7 3.4CSE-07 NRA/SCR -1397 1
TERGET TA 4.48+/- .5BXL0 -7 9.4B2E-07 NRA/SCR <2274 i
TARGET AU 4,85+/= .63X10 -7 7.942E-07 MRA/SCR .2348

12C_ AT 400.MEV/NUC R{MELSURED) R{CALCULATED) TEQIMG/CN2) ]

[

TARGET_SE 4.214/- .62X10 -8 <251 E-08 RAD/IND . 5755 ;
TARGET C Z.55+7= .24%.0 -8 1.691€-08 RAD/IND .3675 |
TARGET ¥ 3,194/~ .,43X10 -8 1.650E-C8 RAD/IND +3426
TARGET AL 2.23+/- .41X10 -8 1.031E-08 RAD/IND .1507
TARGET CU 4.26¢/= .57X10 -8 3.520€-08 NRA/SCR .1716 !
TAAGET 4G 7,46 +/-1,02K10 -9 1.306E-07 RA/L/SCR TP
TARGET T4 1.394/~ .20XL0 =7 2.303E-07  NRA/SCR .2641
TERGET &J 1.6C+/- .22%X10 -7 2.215E-07 NRAZSCR L2127

20NE AT 255.%EV/NUC R{MELSURED) P{CALCULATEG] TEQING/CHZ]
TARGET BE T.51+/= .33%.0 -6 T.954E-0% KAD/TRD T-387T
TARGET HY 1.694/= .27%i0 -6 1.493E-06  FAD/IND . 8200
TEEOET EL 1.35+/- .18X10 -6 1.639€-06 NRA/ZIND <4564
TARGET NI 4.26¢/= L T3X10 -6 6.952E-06 NRL/SCR 2329
TARGET TA T.27+/- .22X10 -5 1.998E-05 NRAZSCR -3789

ZONE AT 4C0.ZEV/NUC R{MEASURED] RTCALCULETED] TEQTRG/TRZ]
TARGET BE T.87+7- .2GXL0 -7 8.440E-07 RAD/IND 1.7887
TARGET_MY 6.85+/-3.21X10 =7 5.$30E-07 RAD/IND 1.0575
TARGET AL 4, 147710650 -7 3.8 T4ES0T RAD/IND +5886
TARGET K1 6439+/~1.62X10 -7 6.915E-07 NRAZIND 2871
TARGET TA 2.60+/= J61X10 -6 4.B46E-06 NRA/SCR 25402

Table 3
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20NE AT 2050.MEV/NUC R{V¥EASURED) R{CALCULATED) TEQ(NG/CN2)
TARGET 8E 1.654/= ,23X10 =1 1.454E=-07 RAO/IND 2.4T36
TaRGET C 1164/ LT5%XL0 =7 1.039E5-497 RAD/IKD 1.5688
TARGET BY 1.214/= ,12X10 =7 1.208E-37 RAD/IND 1.4624
TRARGET AL 8.Cl+/=2.41X1C -8 S.209E-C8 RAD/IND » 8140
TARGET CJ 5.67+/= .76X.0 -8 2.591E-58 RAD/IND L4010
TARGET NI 5.51+/= .74X10 -8 2.559€-C8 RAD/IWD +3970
TARSET A3 6.764/- ,95X1C -8 3.5086-08 RAD/SCR 24347
TARGET T4 1.08+/= ,13XiC =7 7.284E-08 NRA/SCR . 5437
TARGET AY 1.184/~ ,15x10 -7 8.42BE-0B NRZ/SCR «5615
2CNE AT 21C2.MEV/RNUC R {YEASURED} RECALCULATED) TEO{MG/CM2)
TARGET BE 6.72+/- .B8Xi0 -8 4.905E-08 RAD/IND 2.6472
TERGET € 4.9Z¢/= .59x10 -8 3.504E-C8 RAO/IND 1.6783
TARGET VY 5.31+4/- .68%X10 -8 2.399E-08  RAD/IKD 1.5659
TARGET AL 3.24+/= _[9BX10 -8 1.752E-C8 RAD/IND LBTIL
TARGET €U 1,754/~ ,22%X10 =8 8.186E-09 RAD/IND L4292
~ TARGET TA Lo84¢/= .17X:0 -8 1.031E-08 RAD/SCR 5862
TARGET &Y 1.94¢/= .23X10 -8 1.073E-08 PRAD/SCR . 6054
40AR AT 407.%EV/NUC R{MEASURED] RICALCULATED} TEQIMG/CNM2)
TARGET BE 3.154/=- .39Xi0 -5 4.942E-35 RAD/IND 6.6455
TARGEZT C 2.30+/= .28X10 -5 3.559€- 05 RAD/IND 4. 2147
TARGET MY 2.264/= ,21X10 =5 3,476E-05 RAOD/IND 31,6289
- TARGET AL T.4547=" 24X10 5 2.1806-05 PADZIND 2.1658
TARGET CY 2.324/- .47X10 -5 4,584E-05 MRA/IND 1.0774
TARGET 1 2.0644/= 26X1C =5 4.2176-05 KNRA/IND 1.0666
TARGET AG 4.27+/= ,52Xi0 =5 9.42RE-05 HNRAZIND . 7053
TARGET T4 6.92+4/= .86X10 -5 T.55TE-04 RXL/SCR = 1923
TARGET AU 8.08¢/= .99X0 =5 1.551E-04 NRA/SCR .B8182
__40AR AT 1050.MEV/NUC RIMEASURED) RICALCULATED) TEQ(MG/CV2)
TARGET PE 6.39¢/- ,8I%X10 ~5§ 8.787E-06 RAD/IND 9.0656
TARGET C 4,75¢/~".59X.C -6 6.217E-06 PAB/JIND 5. 7496
TARGET MY 5,004/~ ,77X1C =6 6.091E-06 RAD/IND 5.3596
TARGET AL 3,07+/- .44X10 =6 I,148E-06 RAGZIND 2.9831
TARGET CJ 1.924/~ .52X.C =6 1.577E-06 RAD/IND 1.4697
TARGET Ni 1.76+/= J25X10 <5 1.6175-06 RAD/IHOD 1.455D
TARGET AG 1.98+/= ,10X10 <6 1.321E-06 RAD/IND 9622
TARGET AU 3,52+/= .43X10 =5 Z.690E~06 NRA/SLR T1.0107
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ATTACHYENT CRJSS SECTIONS (C¥2/ATOR)
12¢ AT 143.MEV/NUC SIGMALFEASURED) (CALCLLATED ) RADIATIVE NON~RADIATIVE
TIRGET AL 1.75¢/= .43X2C=25 5, 071E-25 NRA $.605€-26 5,510E-25
TARGET &U Tohit/-3.TCX10-24 6.422E-24 KRA 3.406E-25 6.0826-24
T2C AT Z50.REvV/NLS SIGNLTMEASURED) (CALCULATED) RADIATIVE NON-RACIATIVE
TARGET € S St/ To L0~ 21 6. T69E~27 RAD GoalSE-27 3.533E-28
TARSET &L 1,424/~ JI5X2C=26 3.126E~26 NRA 1.393E=-26 1.736E=26
12€ AT 403 MEN/HUC SIGUACMELSUREDY (CALCIA ATED) RADIZTIVE NON-RADIATIVE
TARGE? ¢ 2.54¢/- . B2X1D-27 2.108E-2T7 RAD 2.090E-27 1.3166-29
TERGET “Y T.64¢7= .52Xi0-26 1.7672~26 RAD 1.T«2E-2¢6 2.520E-28
TARGET &L 6.614/-1,32X10-27 5,463E-27 RAD 4.529E~27 9.3456-28
TARGET CU 2.7i¢7- 1 48X10-726 &, 5711E-26 NRA 1.C10E-26 3.966E6-26
ZORE AT 250.%EV/NLC STGVATFCASURED] {CALCULATED? RADIATIVE NON-RADIATIVE
TERGET %Y %.B147-3,45X10~25 6.6825-23 RAD 6.0B9E-25 B.930E-26
TARGET AL 2.60¢/- .BLXL0-25 3,700E-25 NRA 1.583€-25 2.117e=-25
2O0NE AT __400.REV/NUC STGMA(MEASURED) (CALCULATED) RADIATIVE NON-RAQLATIVE
TARGET ¥y 1.244/= .92X10-25 2.057E-25 RAD 2.026€=25 3.138E-27
TARGET AL B 6t /-2.65KL0~26 6. 43ZE-26 RAD E LX) 1.163E=26
T 2ORE AT TOS0.FEV/RUC  SIGMA(MEASURED)  (CALCULATED)  RADIATIVE KON-RADIATIVE
T, TARSET € 3.52¢/-1.06KI0=27  3.035e-27 RAD I.034E-27 3.528E-31
TARGET 4Y 3.14+/~ L69XL0-26 2.529E-26  RAD 2.528E-26 4.925E=30
TZRGET &L ToB64/-1.30XIC-27 €. 593E<Z7 RAD 6. 5T4E=27 T-500E=29
TARGET CU 2.094/- ,52X10-24 1.5685-26  RAD 1.467E-26
TARGEY LT T 7657 . T9x10-25 11292725 Wad I.995E-26
20NE AT 2100.VEV/NLC STGMATME ASURED? (CALCULATED] RADIRTIVE HON-RADIATIVE
YARGET C T.23+7- 38X10-27 B.563¢- 78 RED 9.563E-28  7.061¢-313
JARGET vY 8.644/-1.37X20-27 7.969E-27  RAO 14569E€-27 2.8826-32"
TARCET AL 2,18/~ J33x10-27 2.0726=27 RaD T2.072E-2T 1.1248=31
TARGET cu 6.37¢/-1.62X10-27 4.628E-27 RAD 4,622E-27 6.3B4E~30
TARGET AD 2.68%7-1,03x10-26 1.3332<26 RAD 1.259e-28 TJ390E-28
40RR AT 403.MEV/HUT SIGMA(PELSURED) fCeLCUL ATED) RADIATIVE NON-RADIATIVE
TARSET BE o 2.07+/~ .82X1C~25 2.559:-25 R#D 2.554€-25 4.44CE-28
TARGET C 3. T4e/-1.12%10-25 3.B69E-25 RAD 3.921€-25 3. B18E-2T
TARSET MY 2.81¢f~ .51X1C-24 2.2465=24  RAD 2.1936-24 5.300€~26
TARGET &L 8.66¢7-1,09X13-25 1.0272-24 Ri0 €.301€~25 1.5708-25%
TARGET €y 4.2587- LB5X,0-24 1.0325-23  NRa 2.952E~24 8,4735-24
TARGET AU 7.56¢7-1.96Xi0-23 1.420E=22 KRR T.04kE-2% I.3758~22
T 43AR AT I353.VEV/RLC STGUZ(YELSURED) TCALCULATED) RADILTIVE WON-SADIATIVE
TARGET B¢ 3. 65¢/-L.2¢X.0-26 3.335E-26 RAD 3. Z35E~26 To%49E-31
TLAGET € 4.55+/-1.38719-2% 5.0035-26  RAD £.392E-26 6.445E-30
TARSET Y %.CE*/~ .55X10-25 4.1695~25 RAJ %.L6SE~25 8.559:-29
TARGET ML 1.05e7- .17Xi0-25 1.0976-25 R»D 1.084E-23 3.472E-28
TIRGET CU 2.66¢/- LLRIC-T5 2.6%3€-25 RAD 7.416€-25 1.8555-26
TARGET AU 2.84+/= JTLK10-24 2.0022-24 NRA £.580E-25 1.3445-24

Table 4
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126 AT 14D.MEV/NUC_ SISPA{MEASURED) (CALCLATEDD BOHRY INO SCAT SOHR2
TARGET AL 3.570/-1.20X1C~19 1.0296-11 IND 3.061€-19 1.029€-18 1.197E-14 o418
T YARSET 4D 3F/= L BXI0-1 3. 97E-18 $CR x.r’!‘ﬁ‘i‘u 23 7% VINTE-18 w36
TIC AT 237.PEVINE SIGPA(VELSURED) TCIEEATES) SIHRL TND SCAY [ 1Y)
YARGET € Tl ae 72357 0-19 181319 T™G SeTBIE=20 T.e13E-1F 3. 7455-19 BT
TRAGET AL 3.314/-1.27%20-15 7.000%~-19 £ho 2.5036-19  7.000€~19 9.420€E~19 <334
22C AT 4CI.MEV/HUC _ SIGKALKEASUREO) (CALCWLATED) LT IND SCAT 8QHR2
) TARGET € 1,920/~ JITXLC-19 1.247E-19 1ND £, 2046-20 1,247€-19 &.946E-19 =081
T L 6B0E-19 1.071E-18 4.260E-18 <109
JRRGET SL 20870/ L98Xi0-19 3.403€-1% (RL] 1.8576-19 5.403E-19 8.28ZE-19 <288
YZRGET Cu | (BRI n ISy AT~ (A B.0156-190 2.583E-18 J.4l4E-18  l.e32
TENE AT IS FEVINUC - SICHATREASUREGT LT L EBF SHARY TND SCAY  WORRE
; IOy Py A3 D . = ToTRTE= 1Y %A TAE=19  Z.UTSE-1E T8
YARGET AL 2.92¢/=".T30EC19 2.257€-19 $ND 9.018E-20 2.25TE~15 5.7T2E-19 £202
20NE AT 4CO.MEV/KUC  SIGPA{MEASURED} (CALCUL ATED) SOKRL IND SCAT BOHR2 )
TARGET 4Y 1.50+/-2.18X10-19 3.470E-19 18D 1.325E-19 3.4706-19 2. S60E-11 065
YARGET AT Yo i5¢7~ 8IA10-I% ToT50E-19 TRD $.EBE=I0 LLT5 . -
20NE KT IE!‘G.»!WWE SIG,-.IIFH!UKEEI TCACCUCATEDT BORRY TND 3CAY BOARZ
TARGET € 3.9%v /< . 9TRIC-3 T.921E-20 T TooITE= IlEs 7 kB T a—
TAPGET %Y 2.4Ce/- ,TLX13-19 2.599E-19 IND l.uaz-zo 2.509E-19  2.0T2E-18 .03513
YERCET AL G 8Se/-C. CAXI0-20 1. Zb&E-13 TRD = T.785E=1% 3,.023E-1% 130
TARGET CU 3.69¢,-1.30X10-19 6.051E-19 IND 2.09¢E-19 8,05LE-19 6. 868619 2698
TIRGET AU T.3T¢7 4031019 T 1 340E-18 A L2160 4.3956-18 1.340E-14 5.16Y
I0KE &T 2100.%EW/SUC  SIGFA{NEASURED? {CALCOLATED]T $OHAL Two SELT 8GHRZ
TARSEY € 2507 €. 129220 TRG T 636E=-21 2.12 . )
TARGET 4Y 1.63e/ 2.344E-19 ) 7.469620_ 2.344E-19 1.9225 18 +049
TARGET AL 6.15¢7-2. eqxw-zo IS LER] tng 3UT68E-30 1183619 3. T3IE-19 2130
TARSET CY 2e63¢/-1,23X10-19 S.854E-19 IND 1.801E-19 S.654E-19 &,37CE-19 N
TARGET AL (o38¢7+ J6IX10718 T. 262618 H) 13096718 4. 1076718 1.242€<13 ToTeT
ACAR AT 4D2,9EVANUE  STSMAIMERSURED) CCALCLLATED) SOMRL IND SCAT 19HR2 oL B2y
AN
TARSEl 8E $.624/-3,25X10-21 5.177E-21 iNg 2.267E-21 S.177E-21 1.258E-19 009
TERSET © 1.82+/< .52X10-20 1.087c-20 ™9 4o T4OE=21 1.087E-20 1.64SE-19 020
T2PGET_MY 1.240/e L36X13719 9.3395-20 IND 4.089E=20_ 9,359E-20 1.4226-18 <0258
TEASST EL §.59e7e1.45X.5723 4, TILES26 155 2.063E-20 4.711E-20 2.1616-19 095
TASSEr Y 2.874/- ,87X10-19 2.2526-19 %9 9.8616-20 2.252€-19 4. TL12E-29 - .&T7
TARGET AU 9.1C+/~3.05X10-29 9. 195%-1% $TR T Ie3 1T 1.636E-18 9.193E-19 3567 .
ACARAT {053 ¥Ev/IUC STGOATMEASURED] (CaLCUCZTEDT A 3 H N
TEFGET 8% S T8e7~2.4BRi0-21 319521 ™D 1.386E-71 3.79%€-21  I.01%E-15 00T
TARSET € 9.580/-2.15X10-21 7.5702-21 IND 3.120E-21  7.970€-21 1,335E~19 017
TAAZT 47 8.36+7-2,57X19-20 €. 8465-20 NG 2.LBC0E-20 6.8+66-20 1.1316-18 29
TARSST AL 3.55¢/> 495X.0-23 3.4545-29 (LE) 1.3526~20 3.454E-20 2.235E-1%9 .078
TIRSET CU 1,387 J5TX10-17 1.651E-19 IS0 $.463E<20 1.651€-19 23.B16E-19  .386
TARZET U4 60/-2,86X10-19 T.4426-19 Scr 4.695E-19 _1,199E-18 T,442E-19 20857

Table 5
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Figure Captions

la.

1b.

1c.

3.

4.

5.

Experimental setup.

Spectrometer diagram showing target area (F3), two sets of quadru-
pole focusing systems, bending magnet, vacuum tank, and experi-

mental cave,

Detail of experimental cave showing detector telescope, spectro-
meter rail, beam fluence monitor (SEM), beam steering monitor and

single particle counter (RTOT).

Head-on view of detector telescope for counting single electron
ions and of beam fluence monitor (SEM). Also shown are the

focused beam spot size and the fully stripped ion beam spot size.
Electronics diagram for experiment.
Electronics diagram for scintillator backup experiment.

Pulse height distribution for a single detector (D1) from 400 MeV/
nucleon Ne. This distribution is the basis of the maximum likeli-

hood method used to ‘-dentify individual ions.

Growth curve fit to six d=ta points for 400 MeV/nucleon Ar passing
-0_X
)

through thin Mylar foils. The curve shown is R = oa/oS (l-e *
where % and g, are the most probable values for the attachment and
stri-ping cross sections obtained by the method described in sec.
IIT.H in the text. The target thickness, x, is converted from
mg/cm? to atoms/cm? by multiplying 6.023 1029/96. The y2 value for

this fit (actually f from eqn. III.H.2) is 0.6 per degrees of



7a.

7b.

7c.
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freedom.

The distribution of the fitting statistic f (egn. III.H.2) per
degree of freedom (4) from 1000 simulated data sets based on our
measurements for six targets for 400 MeV/nuclcon Ar ions passing
through Mylar foils. The Monte Carlo method uscd to generate this

figure is described in sec. III1.J of the text.

Distributions of o ’, os’, and Req/ obtained by fitting 1000
simulated data sets based on 400 MeV/nucleon Ar + Mylar measurements

as described in sec. IIT.J of the text.

Single electron attachment cross sections, Oa/' Also shown is the
best value, Og» obtained from the actual data set and its assigned

€rror.

Single electron stripping cross sections, os’. Also shown is the

best value obtained from the actual data and its assigned error.
Equilibrium ratios, Req/ = oa’/oS’. Also shown is the best value
obtained from the actual data and its assigned uncertainty.

Comparison of measured equilibrium ratios with calculations based on

equations presented in the text (see sec. IV.B). Plotted is the
R__(measured) )
ratio R;d(talculated) as a function of target. Each target may

Have up to nine values plotted, one for each beam/energy combination
studied. The theoretical formulations used to compute each ratio

are shown in Table 3.

Equilibrium ratios for Ne ions at four energies as a function of



10.

11.

1z.

13.
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target atomic number. The shape of the curve at each energy is
due principally to the target dependence of the attachment cross

section.

Energy dependence of the single electron attachment cross sec.ion
for fully stripped Ne projectiles passing through Al foils. The
curves are based on eqn. IV.C.2 (RAD), and eqn IV.C.3 (NON-RAD)
showing the contribution to the predicted cross section (SUM) from
radiative and non-radiative attachment processes. These parameter
free theoretical formulations are discussed in sec. I1.D and I.C in

the text.

Comparison of measured and calculated attachment cross sections as
a function of target for data in which the radiative attachment
process is clearly dominant. Each target may have up to nine
separate values, one for each beam/energy combination studied. No
attachment cross sections were measured for the Ni, Ag, or Ta
targets. See sec. IV.C for a description of the data selection

procedure for this figure.

Comparison of measured and calculated attachment cross sections as
a function of target for data in which the non-radiative attachment
process dominates. Calculations are based on the momentum extra-
polation of the Oppenheimer-Brinkman-Kramers formulation discussed

in sec. I.D,

Energy dependence of the single electron stripping cross section
for Ne+9 ions passing through thin Al foils. The curves are

calculations based on eqn. I.D.9 (Bohr theory for independent
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scattering), eq. 1.D.11 (based on Mott and Masey ionization cross
sections for independent scatterers) and eqn. I.D.12 (Bohr theory
for screened potentials). The eqn. I.D.11 provides the best fit to
our data but generally overestimates the cross sections, possibly
because the independent scatterer approximation is not really valid

unless oZT /BZp < 0.1 (see discussion of sec. 1.D).

14. Comparison of measurements with calculations for data in which the
independent scatterer approximation provides the best description
of the stripping process. Plotted is the ratio of measured single
electron stripping cross section to the calculation based on eqn.
I1.D.11. Each target may have up to nine separate measured values,

one for each beam/energy combination investigated.

1l4a. Comparison with Bohr theory in the independent scatterer approxi-
mation. This theory tends to underestimate cross sections by ~

a factor of 2.

14b. Comparison with stripping cross sections based on Mott and Massey
ionization cross sections. This formulation tends to slightly

overestimate cross sections as described in sec. IV.D. of text.

15. Comparison.of measured and calculated single electron stripping
cross sections in the region where the screened potential approx-
imation provides the best description of the data. Calculations
are based on eqn. 1.D.12 from Bohr. We note that the 140 MeV/
nucleon C point may be low because oZT/B > 1 (see sec. IV.D in

text). Data selection is discussed in sec. IV.D.
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APPENOIX 1
PRTIJECTILE T2C AT 14C. REV/#ND EIA(S) «83 /= .10 TR EMT  1o27 +7= <09 xIb-3,
TARGET BE ) X_(aT/CM21 THE _(#G/CH2)
2.55¢/~ <62X10 =7 Z.941E¢20¢/~1 3ATESL S T.40¢/= .20
TARGET AL R X (&T7Cv2) THK (RS /ChET |
1.83e/= o22X10 -7 1.272€+184/~2,.232E. T 206¢/= .01
$.0l+/= .92X29 =T 2.565€¢19+7-T . 11sEeL'S 1137708
TARCEY & R X [KY7¢2) YR (MG/CHET |
1,734/ .31%10 =6 1.327E+19+/=1,227E0, 8 1.40¢/- .14
TARGET AU 3 X_{ar/scu2) THK (¥G/Cw2)
C.53¢7/= .05X10 -6 T 264+ 18+/~3,CS0E#L 7 %2/~ <13
5,504/~ .90XL0 ~& 1.193E¢194/~1,855En 8 3.90¢/~ 60
PRGJECTILE  12C AT 25C. wev/iAU TIRT8) <87 57- -35  EADETN L.53 +7- 90 XMo-5.
TARGET BE R X _T/Cu2) THX (AG/CHZ) '
€.64+/- J64X10 -8 2.GG1E+ 204/ ~1 33 1€+, 9 T 40v/= .20
5,64¢/- 64710 -8 Q.4265+20¢/=4.011E~L 9 14.104/= .80
TARGET € R X (A T7CM3) THK _{MG/CHZ)
Y.20¢/= <11X10 -9 2. SI0E*16+7-1.0C4E*. 8 <05¢7= .02
1.75¢/- L20X1C -8 S.019E41807-2.098E0, 8 <108/= 04
Z.62%/~ J18x:0 -8 e S2UEP1B+/-2.51CEN 8 18e/= 0%
TARGET ¥Y R X (al/cu2] THL (RG7CH2)
4,694/ .53X10 =8 1.009E+184/-1.254E0 7 a8 /= 02
4.63+7- 33110 -8 9.528Es18¢/-3,134En 7 T.58¢7= .08 f
TERGET AL R T {OT7C4EY THK TRG/CHZT .,
1.4/~ .12X10 -8 1.272E418/-2,232E+. 7 L0b4/= .01
Z.7567- .25X10 -8 2. %56Ee18+7-2.232En T TTe7=.3Y
2.93¢/~ .CSX10 -8 3.728E5184/-4.,46550 7 21T4/- ,02
1.09¢7- 1EX10 -8 L RSEF AN/ SR RI2ERT 20 ¢/= 91
4.39¢/= .55Xi0 -8 2.545E4190/=1.116E04 B l.l44/=,08 '
%.35¢/= .55Ki0 -8 S.C90E+19+/-2.232E4( 8 Z.28v7= .10
)
TARGEY <0 R X (L17C92T THK (PL7CR2T
1.41¢/- .16X10 =7 3.6026418¢/-2 . 844E01 7 2384/= ,03
Toale7= TeXID =Y G638 EF ) B/oG0479e Y 16V7=.T10
1,414/~ ,16Xi0 =7 2.1B0E419¢/-2.844E01 8 2.30¢/= ,30
TARGET NI R X (AT/7CM2) THX [MG/CKZ) !
T.ale/7= 16310 =1 B.0BBEr 194/ - 1. CZ6EHL B LY I Y7 e )
TERGET TR R X I7tw2) THK (MG7CXET
4. 4Be/- .51X40 =T T6.990E+194/-3,329E, 8 21.004/-1.00
T4RGET 4y 3 X r1/082) THK (NMG/CY2)
R.85+7= J96XL0 -7 NeeBGEYID , TILDSEER T STe7= 10,
4.85+/~ .58X10 =T 2.569E¢184/-6. 116501 T JBhe/= 20
8547~ .SEXLD -1 T 13ER1947-1.B3SEV 8 3.90%/= .60

XBL 804-9246
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APPENDIX L
PROJSCIILE  [20 AT 400, HEV/ANU TETATE} <87 o/~ .05 EVA(sed] 5.70 ¢7- J3T X1&-3.
TARGET 8% L3 K (AT/C~2) THR (PGZLM2)
%o 2le/= .5TX10 -8 2.961E+ 20+/-1.33TE+, % L %547 .20
4,210/~ L5TX10 -8 9.426E0204/-4.011E41 9 14,104/~ .60
JARGET € 3 X tAT/CH2) THK IMG/CH2)
10.0+/=- 8350 % S.019EelLe/-2.CO3Ew B ~10¢7="04%
2.50+/= L212X.0 -8 9.235E+2C+/-5.L23E+, 9 18.40¢/-1,00
TARGET My R X {aT/CN2) THE (MG/CY2)
Z.50 /= J14X10 -8 3.0CHEs 1B/ ~1.256Ew T Y LT 33
3.19¢/= .4CX1D -8 2.044E419¢/=8.145E41 T 3.264/= 413
TARGET AL R X (AT/CH2) THK (MG /7CK2)
§.40+7~ JT1XID =9 T ZT2E+ 1847220281 7 <06+/= 01
1.50¢/= .iiXi0 -8 2.6566+18¢/-2.232€+4, 7 212es- 01
1.56¢/~ ,18X]1D -2 G Gb5Ev 18e/=2. 03284, 1 «2047=".31 1
2,234/~ .20x10 -6 2.5456+190/-1,i15E+, 6 1,144/~ .05 }
TARGET €Y R X eT/CH2) THE (MG/CH2) |
3.83+/- JOEX0 -0 3 602Ev1Ee/=2.864Evc T AEe/- .03
&.26¢/- .51X10 -8 1.32TE¢19¢/-1.327E+, 8 1.40¢/= .14
TARGET AG L3 X (aT/CN2) THX [HG/CH2]
Teh5+47= . G2X10 -8B T Z30Ee [9+/-T TV TEE 2156730
TERGET Ta R X TAT70%3T THEC TPE7TRET
1.39+4/-°,18x10 -7 6.990E+19+7°-3,329E+, 8 21,00¢/-1.00
TARGET AU R X (21/C%2) THK _[MG/CH2)
T.60+7- .20xXIG -7 To2B4Tv I e/ -3 05 3EwT Y ITEEr L]
1.80+/- .20X10 =7 1.193E¢194/~21.825E0, 8 3.904/- 60
PROJECTILE  CuNE AT 25C. FEV/ExJ RALYEY 77 #/= 10 TIAlSERT  T.87 +/- .BJ X10=3.
TARGET BE R X {17042} THK (MG/CH2)
T.91+7- 2210 -6 t.941E+204/-1.237E+19 . &0+ /= .20
1.91e/= .22X.% =6 9.426E2204/-4.21 64,9 16,10/~ .80
T91%/~ .22%10 -6 1.477c*20+/-6.665E+, 9 22.1C+/=T.00
YLRGET ™y R X lAT/C%2) THY. (SG/C%2)
1,304/ .0IX1D =6 65195+ 1E+/=1.881E¢, 7 1,0-4/= .03
T.8747-.03x 0 -6 1.3CHEe19v/ -3, 34E+, T 2.08v/- T35
TLRGET AL R T (477721 TRt 1 #5/7CN2)
T.80e/- 160 -7 4. 665E+38e/~2,23264: 7 20e/= L2
“1.31+7-.C3x10 -6 T 942Ev 16+7-2.222€E+. B LATe/- 10
1o364/= .15%3d =6 5.25BE4194/-& Lb5E0, 8 2.43+/- .20
1.36+7- LL5XIC -6 S LI LI S B Y ] T 7= X%
TAAGET NI 3 X (L17Cen YRR TYG7TRYT
4. 264/= .48X10 =& 5.088E+19+/~1.026Ee. 8 4.56+/= .10
G.26+/— .4BXI0 -6 T.0T6E*20+/-2.052€+. 8 §.50+/- .20
TARGET Tk R X (ET/7Cv21 TRX TG 7THZT
1.27¢/- .15x30 -% 6.990E+194/-3.329€+, 8 21.09+/-1.00

XBL 804-9247




APPENDLX L

PRAOJECTILE  QONE Al 403 "Eviary ETA(E] <85 «/=".10 ETRCIENT  2.86 /= 30 1104,
16RGET BE [ X (AT/CM21 THK (PG/CM2)
7.87+/= -16X1C -7 2.G41E+20¢7-1.3315e( 9 L IYZRPFT)
7,874/~ 16XiD2 ~T Q.426E420¢/=4.011E%1 9 14.10¢/= .60
TLRGET XY L3 X taT/C*2) THK (MG/CM2)
4.54¢/- .10X1C -7 6.S1SE+1B¢/-1.881EsL T 1.0&e/~ .
6.2247-1.42X:0 -7 1.304E+190/-3,134E01 7 2.08+/- .05
TARGET AL R X (AY/Cva) THK_(MG/Cu2)
T.82+7= .11X10 -7 L. 4GSE+18+7-2.252E4 T .20¢7= .01
A Llw/= 20X15 =7 1.642E¢16+/-2.232E+. 8 878/= .10 |
4.27+7= <91Xe0 -7 2 ShSEvLGe/=2.23En & 1.1%5+7= .10
4.27¢f~ .87X10 -7 5.090E+19+/~3.249E+, & 2284/~ .18
L 2Tv/- ~97K10 -7 S A5BEvYI9¢/ -4 . 4b5Ee. B Z2.40+7- 20|
|
TARGET KI R x TAT/Twel TRE (EG7ERZT
6.394/=1.45x10 -7 S.O8BE+19¢/-1.26E+18 4.964/= .10
&34 /=1.65%10 -7 1.C16E+20%/-2.052E4, 8 9.90¢/=" .23
TARGET T4 3 X (at7cuey THe TRG/CHZ)
2.40#/= .5£X10 -6 6.990E4194/-3.329041 8 21.00¢/~1.00
2.5G¢/~ .54X10 -6 <2GBE*20¢/-6.65TE+1 8 L. 00+7-22C0
PRCIECTILE  2ORE £T 1C55. WEV/a7J TIRTBT  -B2 +/- 55  YTKIsEAT .43 +7- <15 XI0=%.
TERGET BE R X (2T/C¥2) THK (HG/0M2)
1057 SLxiC =7 Z.SAEr20+/-T33TE4 9 .45+7-7720
1. 49 live -7 €L A24E+220/=4. 01150 9 1¢.1C4/- .60
TLPCET € R X (8T/Ce7) THX [FG/CH2)
T.6ce7- L2700 -8 . O01GE+1E#/-2.208E+ .8 «10«/=".C4%
1,154/~ ,13X12 =7 9.235E4204/~5.C15En 9 18, ¢cor-1.00
TergeT vv R X (e17ev2) THX (#5/C42)
6.oi47- J124i0 -8 3009t v e —iac el T LTV RN
10,9/~ ,&0XIC -8B 6.C1%E0166/~1.9615417 2984/ ,03
T.iev/- .C2xlo -7 1. 2C4Ce TS/ -3 120817 2.08+7- ,05
1.20¢/- LCIXi9 -1 2.044E0 G0/~9. 4960 T 3.264/= 13
1.55+7- J02KiC -7 SISSTE+19+7-1.BEIE*L B 1.2, /=3¢
TVRGIT &L X {elsem2d THr (=57C% 2T
R 2.3547~ 1. LCbei- 01
datbas/- . 1l oL
2.5F4/= 2.728541647-4 1Te/- 02
TR 6. o68EVIET-2 L L 2T+7= .01
4.B24/- B.193Es1Be/=6.cSTEe, T 237e/- .03
27~ JBIX1ID -8 - SnBEe]9e7-T T Ev 1L B T 17T .05
- TTIITEYTCD X X IYRVET TH TRZ/TEIT
L 4.i7¢/- .00XIC -0 3.602E4184/-2.86450, 7 S38e/- .03
" 5.65¢7~ .0ZXi0 -8 T3 TEY 9= 52 TENTE BYOEENT
|
- TLRGLT N R Y (RY7CeZT THE {RGIT
o 5.914/= .6%10 -8 S.0BEE+1Q¢/=] . N2bE+, B £.964/- .10
Il
TLRCET A8 R 1 LaT/cv2) THK (HG/CH2)
E.76¢7/- J14XLl0 -8 L.eCOErIGH/-1L(1TE+1S .I5v/=".70
TERCET TX % BN viar] TR RS TCRIT
1.085/~ .11x10 -7 8.990E+194/-3,329E+: 8 1.02+/-1.00
d
TARGET &1 R X _1LT/Cu2) THY " vGreM2y |
1.01+7-.C5x10 -7 T Z8aEv I 8+7 -2 0SBEVT Selim 10
1.18¢/~ .14x10 -7 1.193E+154/-1.835E+, 8 3.90¢/= .80

XBL 804-9248
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LPPEXDIL L

PROJECVILE  CanE AT O rev/iEry ETATE} <AL 7= 0% EVADEST T.41 «7- JT0XIG-Z0
TARGET BE L} X (0.77672) THX (PGrCF2)
.73/ 748027 ~3 Z.-9hlE*20e/=1.327E 9 4. 40%/= .20 [
. T3es= 7000 -8 9.426€42067=5.0i2E4. 9 14.104/= .60
TARGET € " X {AT7CH2) THK [ MG/CN2)
$.B0+/- ".6CXI0 -9 S OIET8v7-T008F+ 8 B3 XY O 1Y
§.924/= .£0KiD -8 §.225E0 20+/=5.015€+; % 18.404/-1.00
TARGET vy ® x (ar/ce?) THK MG /Cx2}
2.1647= JL6XL0 - ¢ 009 a1~/ =L 254En T P I )]
3.3847= 15000 -8 6.018Ev)8e/-1 BLLESLY %64/~ .03
T2Te7= LA1XL0 -8 2. Ghhte [Ge/ =B TAPELT 3.26%7- .13
5.27¢/~ .61X10 -8 4.557E019¢/~] . E21E 8 T.27¢/= .30
TARGSY AL L] X thyscv2l THE {MG/C42)
2,224/~ L69KC -% ToRT2Ev e/ =2 T32€, T I AN 1
5.95%/~ .93X1D -% 2.456E21887-2,23288: 7 2119/~ .01 !
8.04+7- 63X10 -9 4 A65Ev18e/-2,232E0. 7 w20/~ J0T
2.67+/> 3LX1C -B 2,565E419¢/~1.136E%1 8 l1.14¢/~ .08
TARCET CU R X {atscuddy THE (MG/CH2)
- T.It+/- 10110 -a N THO LN T O LAY E)
1.75+/= .21%10 -8 1.627€419+/-1.885641 8 1.78+7~ .20
TARGET T4 3 X _thTsC%2) THK {HG/CX2]
TU8ee/-" 13300 -8 G RS0V IGe7-3329E¢1 B 2ITO0+7-T.69
TARTET &J 13 X YEY7CILT THE TPL7THIT

1.6i ¢/~ 1310 -8

1.2R4E+18¢/-3,0%9E01 7

T §ee7=23xI6 -6

424/~ 10

ToIg3ER9+7-12835€E%1 8

3907~ 80

PROJECTILE

S

“00. PEV/AVS

ETe (e

9L s/~ L3 AU EY) 2.94 7= 80 xIT=%,

TARGET BE

3

X (ar/c~21

THX IPGICV.VN

2.6%¢/= ,05X10 -5
3.124/- L24XI0 -5

2. G6LEv20+/-1.35TE~ S
9. 42661 20ef~4. 0116, 3

AaaCe/="T
14,106/~ .60

TRRCET C R X _(Lrscv2) THE {PGICH2)
TL63e7- 0eXT8 % $.019%¢16+/-2.0385+( 8 3%/~ 04
2.3J¢/- .25X1C -5 9.23564204/-5.519E0: % 1B.40¢/-1.00

TESGET MY L3 X (LT/C2) IHK (PG PTNDS

6.Els/- LL4XI0 -6
1.27+/- .C2Xx10 -5

TOCSEVLEe/ =T 254Ee T

shBe/~ 02
198¢/~ .03

Toirer=taxie -3
JOTS e LTAXID =S

2.8Te7- -25%{9 -5
2.215/= .25X10 -5

Z.08%/-7.03
3.26¢/= .13

6. 6T1Ee 16722 ,507E4 8

T.31+7-7.50
10,53/~ .40

TLRCET 4L

R

roer/e~2)

1.2947= 06K10 -6
2.08%/- .10X1C ~&

THY {MGsCHu2)

T.FTE ies/ -T2 T
2.65660 16002, 22260, 7

IR
114/- ,01L

Y.0e+/~ CbX10 -4
1118/ .52X19 -5

CIRBSE RIS IILI32E T
2.565E%1¢4/-1.218E4, 8

«2597/= .01
loite/~ .05

Toie/- JGZhd -5

ESEL IS A I 2 2 N )

.28 - T

TERGET CU K T AT7TET THE (957TRET
1,146/~ 0410 -5 3.602E4180/-2,8CE41 T edBe/= LG
201347 J2EX10 -5 To32TENN S/ 1. 32168 T0e5+7-%¢
TRRTEY 1T R EATTICS2Y TR TRG7TRLT
2,96¢/= .23X10 =% C.D8BEVIA/-1.026E P %.964/= 410
TARGET 4G R X T&F/CH2E THX [MG/CHZ)
AT+ 5eXID -5 Y 200Ev 13+7=-1-1176-78 Z.Y5e7=0
TERGET To 3 PRNLREAL YA THR (FL7UAZT
6.92¢/- .17X10 -5 8.99CE+19+/-3,12%E+. 8 21.90¢/-1.00
TARCET &J R LAY THK _{PC/CK2}

5.57¢/- WT1xI0 -5
8.084/- .90XID -5

TTIBRE 1B C3VESEENLT
1.193E+19¢/-1.635E41 8

424/~ .10
3,904/~ .60

XBL 804-9249

84



PROVECTILE VohR AT 1C53. =EV/Lvy »33 +/- .03 ETalaz¥) 4.C0 7750 x[J-%.
TLRGET BE R X _(AT/CM2) THK tHMG/CH2)
5.22¢/~ L10X1IC -8 2.981E+20er~1,3373429 4,40/ = .20
.26%/- .69X1) -6 9.426E¢ 2Ce/-6,C1154. 9 14.10¢/= 80
TARGET C L3 X CAT/CH2) THX (rG/Cv2)
2.23+/~ .I5%.C -7 TICI1SEr 1€+/-2.504%+( 8 “10+/7= <04
4.75¢/— .52X10 -6 §$.235E426+/=5.016501 9 18.43¢/~1.00
TLFGET kb R X _(AT/7Cv2) IHE (M3/CM2)
1.06¢/= .C2X10 -6 3.0C09€+Lav/-1.254E0, 7 w847~ U2
2.03+/~ .U4XI0 =6 6.01BEx18¢/-1 BBIES, T 2 S6e/= .03
4 2Zke/- TEXIC -8 Z2.000CEr 1G4/ 0. 145€57 2,260/ 13 <
4.654/ ,20%'0 -6 2.245E+154/-5.402€E40 7 3.74¢/= 15
4.S2+7~ .53K10 -6 9 T1SE#16+/7-3.1615+.8 1e.54+/= .60 '
VPR CET AL R X (AT7CR2] THK (PL7LR2T
1.83+/- .LBXD =1 3.T28E+ 18076, 565E0: T «1747- .02
1.83+7- .Gk -6 2 SCSEVISv -1 T 16E5 8 1. 13+7= 0%
2.330/- .CSXIC -4 5.C90Er19¢/-2,222E%, 8 2.23¢/= .12
7.50+/= .06X10 -6 TUEISENIS+7-3345¢E+. 8 I L2ei= 156
TERCET CJ 3 X (LT/Cr7) TAE TFL/TRZT
1.50¢4/- L15%10 -7 3.602E1184/-2 B4LEe, T J28e/~ .03
T.ele7~ 22X10 -6 1.327Ee19e7-2.227801 8 1.sov/= 1%
TLRCET NI R X (RT/7C42} THX THT7CRZT
1.76¢4/~ J23X20 ~& S.08BEe194/~1 . (26E¢. 8 s.95¢/- 10
o TARGET AG 3 . X (aY/CN2) THK (KG/CK2)
To9Bv/- .0axi0 -¢ 12006+ 19+7-T.T1TEw & S XY 1]
TeRGEY A A X TaT/C~2) THC (HG/CY2T
2,274/~ .05%10 -6 1.2864E+1B8e/~3.05868,1 7 42¢/= .10
T 52+/- < 35i10 -6 T T93E¢15+7-1.8358+, & 3.90%7= .60

XBL 804-9250

85



