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Abstract

A prapoul has been made at LBL/ to dcvclop a
specialized computer :facility specifically designed
to dealiwithithe problems associsted: with the reduc-
tion and analysis of experiméntal: dat ach-a
facility would provide,a highly inunctiv . graph~
ics orient d; mlti—uur anvironment -capable of
handling: ‘relatively large-data’ buu for ‘sach user.
By conceptually.separating ‘the’ general problem of -
data analysis into.two parts, cyclic:batch'calcula-
tions -and real-tise interaction,'a mlti-lcvel.
parallel ‘processing ‘framework may be'used -to" achieve
high-speed data processing. In pr 1p1¢ luch a
systen should be: ‘able-to process ng tapc ‘aquiva~
lent of data through typical transformitions and
correlations, in under 30 sec. 'rhe throughput for
such a faciiity, assuming fiveusers simultaneously
reducing data, is estimated to be:2 to-3 times
greater than is possible, for example, on a CDC7600.

Background

Although advancing technology has succeeded in
making modern computers faster and more efficient
with respect to processing speeds, there is at least
one class of data processing .which has seldom been
addressed directly. in terms of both hardware archi-
tecture and system design. This 1 the ‘general
problen of highly interactive dltl iprocessing. Such
probleus are typically ch;racter:lzed by reasonably
large data bases, perhaps in the 60 to 500 mbyte -
range; by poteiitially requiring a l:hnef.ic ‘transfor-
mations and many levels of conditional testing on
each word of the data base; and finally by: the ne-
cessity of luv:l.ng a person interactively 1nvolved
with the process in order to evaluate .the results
of each pass over the data base and to determine
the conditions of the ncxl: pass. ’

Interactive: computing problems of ‘this type
are frequently encountéred in proceuins the results
of scientific expztiuntl, particularly in the area
of nuclear and high energy physics.’ At present
there are two main appronches available to: a user
with such proceuing requirements: the use of a
large, central computer facility;or a sasll dedi-
cated computer, The large computer facility offers
the advantage of large mass storage capability and
fast ptoceuing upe'cds. Such systems, however,
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hnnd. can® bc wuch more ruponlive to - thé dynnic
dsmands ‘of an :Lnuractive user. The smaller com-
pul:cn do not, however, have-either ‘the proceu:l.ng
speed or bulk ltouge capability of the larger
facility. -Thus a singlé pass over ‘a data base
vhich requir-s seversl seconds to several minutes
to process ¢ a large computer (e.g., CDC7600)
may require : twaen-5 minutes and several hours to
process on a . .aller machiné, - A"‘ucqnﬁ_pa‘per
discussing the data reduction requirements at one
national ‘laboratory indicated that from 200 to
1000 hLours of c- Jputer time were required to
process the resi..ts of one experiment. Recent
advances in technology have significantly increased
the processing and mass storage capability of
modern, mid-range computers. Unfortunately the
data processing requirements, particularly in the
area of experimental nuclear and high energy
physics, appear to e increasing much faster than
technology. This i evid d by incr in
both the amount and -omplexity of the information.

Prob. o Definition

Experimental data normally consists of the
detection of a physical occurrence {event) and the
measuremant of various various types of information
{parameters) associated with the event. Currently
in experimental physics the number of parameters
per event tends to range from several to a few
hundred, although new detection systems, currently
planned or in development, extend this number into
the thousands. Because of the encrmous number of
pouible correlatiors and permutations present in
such data, it is necessary for a scientist to be
intimarely involved in the reduction and analysis
process. In this way the path of the analysis
may be guided at each step by the scientist's
intuitive and subjective evaluation of the results
up to that point.

Currently the critical path in data analysis
is getting the information back tc the user for
evaluation. 1In a small puter envir this
is typically limited by CPU processing speeds. At
a large computer it is determined by the tipe
between job submittal and execution and by the
time necessary to produce hardcopy of the results '
and get it to the user. Ultimately, however, the g
critical path is the user himself, and his ability
to understand the relevant information contained in
the complex, multi-dimensional data.

Proposal

A proposal has therefore been made. at the..

ater—
active compiter facility to handle genéral data =
analysis problems. The purpou of this facility
is to ptwide a highly effective interface between
the computer and the user and in this manner to
create an environment designed to optimize the
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fectiveness of the user and to llopl uu ‘minimize
the tul ‘time nocunry to complete a |:I.v.n mlyc:l.u
probles.

The proposed fac:uity, although possessing all
the attributes of .a conventional mid-sized computer,
is designsd to opti-ize the pmblﬂ of -date analysis.
To this ond tlu following assumptions w:l.ll be made:

1) Th-t tlu uurn' data pu-oxhn ‘on- some
physical media--normally disc or tspe (a
possible exception to this requirement
will be discussed under the ssction of
future possibilities).

2) That the dats base is made up of packets
of information (avents) of sither a fixed
or a varying number of parameters.

3) That each event pecket is ially
independent of other events, with the
exception of a possible real-time corre-
lstion which could be implicit in the
general ordering of the data (thus this
does not exclude the possibility of events
being orgaaized into time-dependent regions,
such as by a beam burst).

MAG TAPE MAG TAPE ‘MAG TAPE !

&) -That for a given scan of the data base,
the processing of each event packet or
region ia well defined and essentially
repetitive (intraevent iteration snd
time or position interevent effects
are psruitted).

5) That the information resulting from one
or more passes over the data bsse may
be displayed to the user in a number of
graphs of 1- or 2-dimensional plots.

In order to provide affective interaction from
a user perspective, the design gual of the facility
1is to allow dats processing at an sverage speed of
approximatsly &4 usec/word for typicsl analysis
problems. This processing includes data retrievel,
tresnsformation, correlation checking, and sorting
into final displays. This aversge speed would
correspond to processing the equivalent of 1 mag
tape of information in approximately 30 sec.

Initial studies suggest that such throughput
may be obtained by using current, state-of-the-art,
microprocessor technoiogy in a parsllel processing
environment. The overall layout of a proposed five
user facility is shown in Figure 1. The general
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Fig. 1. Layout of proposed Interective Data Analysis Center.
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discussion of this design will be broken into the
following nctionl:

1. User Intsraction

2. Mass Storagt .

3. High~-Speed Processing
4, Data Transmission

5. System Comsunications

1. User Iuteraction

One of the most important aspects of this pro-
posed facility is the sase with which users may com-
wsunicate with the computer. To be effective this

ication channel should placc strong emphasis
on graphics dilphyu and minimize the necessity for
typed input. The graphice terminal should be cap-
able of reasonably high resolution’ (10210 x 1024
minimum) and should be capable of lultnining a gub-
stantial amount of information on the screen at one
time, flicker-free. This requirement is necessi-
tated by the typical multi-dimensional nature of
the data. In order to simultaneously examine trans-
formutions and various projections, it is important
that the screen be capable of displaying many 1-
and/or 2-dimensional displays at ore time. This
could mean up to about 3¢ l-dimensional or 10 2-
dimensional displays.

At the present time a storage tube appears to
be the only practical unit capable of meeting this
requirement. It is also felt that the screen size
should be at least 19 inches (equivalent to a
Tektronix 4014). A refresh terminal, with indepen-
dent local refresh capability, dozs, however, offer
some significant advantages over the storage ter-
minal in terms of graphics capabilities. Modern
refresh terminals, coupled with large local memo-
ries, are approaching the practical ability to
maintain on the screen, flicker-free, the levels
of information density expected.

Another difficulty associated with graphice
display terminals is the transmission speed of
information to the terminals, typically 96C0 baud.
Experience has indicated that this is approximately
one order of magnitude too slow to #erve as an
effective interface in a highly interactive environ-
ment. For this resson it is planned that the CPU-
to-terminal link, shown in Figure 1, be a high-speed
DMA or communication 1link capable of graphics trans-
mission at a minimum rate equivalent to at least
120K baud.

As indicated previously, the slowest link in
the system will be the users' ability to perceive
and understand complex :I.nterrehtionships which may
be contu:l.ned within the data.” One way to emhance
the ugera' perceptive ability is to add another
dimension to the interactive termingl-~color.
Color displays,” particularly in the area of 2-
dimenaional infomt:lon, can ]
easier to understand.
tem:lnal. with a ni :I.num of 51

Effective 1nteraction not only neml _effective
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graphics displays, but a fast and efficient means
of commmicating a user's requests to the ;Computer,
One method of _dynamic commication, which has’
ptoven highly ‘effective, is a seriés of avitches
and buttons vh:lch can be' nnn:ltored by the computer’
but which have no intrineic hardwaré function.

Such switches, under software control, can supply
an enormous sptctrum of user oriented functions,
can edasily be adapted te highly interactive screen
controls, and can change function as the needs and
the programs change. Thirty-two such general pur-
pose switches have been installed on many of the
terminals on the data acquisition computers in
LBL's Nuclear Science Division and have proven
highly effective. Every interactive graphics
terminal on the proposed facility would be equipped
with these. Other highly interactive devices, such
as touch panels over the screen, and a "mouse"
(movable ball-bearing) are also being considered.

One final requirement is the ability of each
user to generate personal hardcopy output. Capa-
bility should exist locally at each terminal for a
vser to produce printed output, screen copies,
and gimple plots. A matrix type printer/plotter
device is therefore supplied at each user station
(Figure 1). The ability to produce hardcopy of
the terminal screen is considered important and
therefore will also have an effect on the apeci-
fication of the graphics terminal.

2. Mass Storage

The mass storage requirements may be broken
down in several ways. First the system require-
ments for program storage, operating systems,
libraries, etc., are filled by small 10-20 mbyte
moving-head discs. Figure 1 indicates two of these
units in the basic configuratron with expansion
capability of between 4 and B. The reason the
smaller discs are favored is two-fold: the ability
to backup or archive discs on a single wmagnetic
tape; and to provide an easy media for users to
independently maintain their own libraries, pro-
grams, etc.

Long term storage requirements for data has
traditionally been magnetic tape, so the proposed
facility provides at least one unit per user.
Multiple tape controllers are used so that more
than one drive can be transferring data simul-
taneouely. It is anticipated that the primary use
of these units will be the transfer of information
to disc for short term storage until processing
and analysis is completed.

The mass storage requirements for active data
is divided into two classes--that information re-
quiring high-speed random access and that requiring
high-speed sequential access. It is expected that
sequential information would normally consist of
either the raw data or a transformed data base.
This information would be stored on dis¢ drives of
at leaat 300 mbyte capacity or greatgr. These
drives would be specially configu d for
storage only. Thé drives would be dual ported to
permit disc-to-disc transfers without involving
the main CPU. ¥Figure 1 indicates at least two of
these drives would be required in° the ‘basic con-
fizuration and each drive would have 1ts own °
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i pead random
, The obviocus nmt to quiresent is
BEWOYY. Since this memory is ‘to be used for data
storage only (.rrlys, -xlt:l.-d:l.untiml hiutogrm.
etc.), it is far more cost-effective to utilize bulk
memory ltonge sxternal to tha’ main-frame computer,
This unit should be capable of randonly accessing a
word of its memory in 1 usec or less. An advantage
of this bulk memory is that its word size can be
chosen for optimum effectiveness (i.e., 24-bit
memory might be used). Figure 1 indicates the basic
design contains at least 8 smbytes of such memory.
The controller should be capable ultimstely of
handling at least 32 mbytes.

3. High-Speed Processing

The discussion of processing will be broken
into 3 levels: the cantral computer; the secondary
CPU's; and the third or array processor level. The
central computer should be a modern mid-range com-
puter, capable of handling at least 2 mbyte of
memory. The computer should be as fast as possible,
with basic instruction times (register-to-register)
in the 200 n# range. It should be able to carry out
basic arithmetic operations with 32-bit words and
should have a multi-ported memory.

The function of the central computer is pri-
marily as a supervisor and overseer of a distributed
processing environment. It serves to allocate re-
sources and determine priorities. Most importantly
it handles all iser communication. In this distrib-
uted environment, unlike wmany conventional metworks,
the central computer has the primary intelligence
and decision making capability., The main computer
is always aware of the status and current function
of all other attached CPU's since their operation
is dictated by the central unit. Thus this is a
master-slave relationship as opposed to a distrib-
uted intelligence.

An important function of the central computer
is to minimize the load on its own resources. Thus
in handling communication with users in an interac-
tive environment, e.g., by providing resquested
display buffers, monitoring switches, cursors, etc.,
the required rasponse time is within human reaction
times and presents no grast demand on tha main CPU,
The main computer must, however, be able to dis-
tinguish the interactive, or non-tims-critical
requests, from the CPU-intensive, batch operations.
This should not be difficult in the case of data
reduction since, at some point, a user must request
an analysis of the dsta base according to some pre-
viously described critaria. At this point the
central computer hands this Pl.l-intmuive batch
“task" to an available, dodicatod,vucmduy CPU
uit.

Thase secondary CPU's ara typical mcdern mini~
computers, capable of rumhing at least 128K bytes
of memory. They should have a flexible instruction
set, preferably a multi-ported memory, and be easy
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to interface to specialized hardware devices.
These mini's are basically stripped CPU's with
essentially no dedicated standard peripherals.

(A possible exception to this in the future might
be the installation of a small local wmass storage
device, such as a floppy disc, on each unit.) The
function of these units is to take a single epe-
cific task (e.g., a set of analysis conditions)
from the central computer and run it until it is
finished or until it is instructed to stop. The
layout in Figure 1 indicates there should be one
of these units for every data analysis terminal.

Since the secondary units are unable to
actually execute an analysis problem within the
time frame required, their primary function is to
further subdivide the problem into separate stages
of processing and to load each stage into spe-
clalized array processor hardware. Having com-
pleted this task, the secondary CPU then starts
the data transfer and processing and gerves to
monitor the overall throughput of the operation.

The third level of specialized array proces-
sors permit the system to achieve the high level
of processing speeds desired. Since each event
packet is esuentially independent, and each will
be processed through the same analysis sequence,
high effective processing speeds can be obtained
by the parallel processing of a number of event
packets at one time. Rather than attempt to
design an array processor which performs all
possible functions it was decided that a modular
approach, with specialized array processors, would
be more flexible and cost effective (see section
on Future Possibilities). The basic design (Figure
1) divides the batch problem into two phases,
transformation and correlation, and requires two
specialized array processor units, a PAM and a
PSM, for each secondary CPU.

The problem of data transformation is fre-
quently encountered in analysis problems. A
nunber of parameters within an event are combined,
through an appropriate algorithm, to create new
parameters which may be added to or replace the
original information. For this purpose a Program-
mable Arithmetic Module will be used. This pro-
cessor has a specilalized, arithmetic instruction
set, and the necessary transformation operations are
loaded into this unit by the secondary CPU. The
transformation of the basic data is then carried
out, in parallel, on different cvent packets
according to the fixed procedure, and transformed
event packets are produced.

Because most physical data acquired in physics
are integers of limited accuracy (usually less than
13 bits), it was felt that the PAM unit could be
an integer, as opposed to a floating-point, pro-
cessor. As long as internal registers of at least
48 or 64 bits are used, results within 13 bits of
accuracy can easily be obtained. In addition many
operations which traditionally require floating-
point op ion, trig ric functions, roots,
logrithms and float:l.ng-point exponentiation, c.n.
due to the limited accuracy of the data, be
carried out by means of table lookup techniques.

To this end the PAM unit contains special memory
to hold asuch tables. These tables would then be
filled once with the ry information by the




Toceusing sa-

secondary CPU at the beginning of
quence. (For
arithnetic. see

epecified by the user. "Ei
typically consist of a variety of lag:l.cel +AND.,
.NOT., and +OR.. type of _opeutions on: condit:lons

ch 'must be handled
-disiensional ‘cor-
relation. This would occur, for’ xlmle, by con-
structing & map of the intensity ArAMeter X Vs
y (with intensity in the z-diréction) and dynam-
ically selecting a region: (non-rectanzular) of this
map to correlate with another plrueter ve In

this case the correlation condition must be ex-
pressed as a function of both x and y.

by this unit 18 & functional o

The PSM will obviously have specialized masking,
bit testing and branching capabilities. The corre-
lation conditions would be losded imitially by the
secondary CPU. During analysis' ¢he ‘PSM would oper-
ate in parallel on several events at a time. Also,
of course, it would be operating in parallel with
the PAM unit. Since all fast,- batch-type processing
is handled on a uecondary CPU together with its
third level of array processors, it: is obvious from
Figure 1 that, from a CPU standpoint, all users may
process data simultaneously and in parallel with
minimum impact on each other.

4. Data Transmission Rates

Although CPU processing speed is usually the
limiting factor in data analys:ls, transmission
rates may also impose limitations to high-speed
processing. = One technique to enhance transmission
speeds is to overlap data transfer ‘with data pro~
cessing, To this énd it is propoaed rhat special-
ized disc conmtrollérs be develope :
large data discs. Such controllere would be fast,
specialized computers with at least 64X bytes of
local buffer. These controllers would have the
task of handling all data’ transfete to and from
the disc and would be comnletely reapnns:lble for
determining. the. file structure and’ layout of the
data discs. Thua the disc (or discs) on which a
given set of data 15 placed, its actuel location
and geonetry, is detemined by these controllers
to optiu:lze retrievel. .

In order to use these dis s to read data, a

can’ anticlpate
future tequirelente and can, continve to read infor-

~ more than one bus aveilable.to it.
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Additional
sdvantiges of the :I.ndepnndent intelligent: disc
controilers will be discussed in the: folloving

- pectlon on aystem cmun:lcntion.

A specialized, 1ntelligem: controller, similar

" to those for the data:dibes; but without ‘the-large’
* memory buffer, would be’utilized for ‘the external
" memory module.

This controller should -also support
multiple patha to the lenory and -would he:respon~
sille for dynamically mapping. and-alloratiiig memory
according to the demsnds of:the users. Nbormally
such operations might be handled by the operating
system of' the central computer.: By relegating all
such functions to an intelligent controller, the”
impact on the operating system is minimized :and

the flexibility of the bulk memory, both in terms =
of ease of usage by other processors and/or 1n ’
terms of any subsequent hardware or software o
design changes which might be desired, 15 enhanced.

The intelligent cortrollers for the graphics
terminals (Figure 1) are designed to take the rou- '
tine problems of scrzon updating and refreshing
(and possibly simple display functions) away from
the central computer. It may well be possible to
purchase such controllers with the terminals them-
selves. - In the case of a fully-buffered, refresh
screen, or the color terminal, this is certainly
true.

5. System Communication

The basic philosophy behind the design shown
in Figure 1 was to isolate every expected prcblem
area to a separate, almost stand-alone, module, It
was hoped that in this manner the standard operat-
ing system for the central computer could be utii-
ized with minimal modification, The central com-
puter should be the only CPU in the system which
must really deal with multiple processing., Every
other processor in the sysiem has essentially only
one job to do, either firad, as in the case of the
controllers, or variable, as in the case of the
secondary CPU's. In an attempt to further simplify
the interaction between various CPU's, a switching
unit called a Programmable 1/0 Multiplexer is
proposed.

This 1/0 multiplexer is designed as a large,
multiple-bus switching unit, under the control of
the central computer. In a typical operating
situaticn a user would indicate to the central:
computer the location of his data, the number of
words to analyze, the details of the analysis con-
ditions, the type of results and possibly where
they are to be stored. The central computer would
verify that all requesta were valid and would
select an appropriate secondary processer unit to
handle the problem. Using the I/0 Multiplexer,
the central er would t the l'ppropriéte
transmission lines betw:en the designated mass::
storage device and the input channel of the selec-
ted fast processing unit (secondary .CPU.plus third
level processors). In a similar manner, the output
lines would be connected, At this point the :
central computer would signal (interrupt)-the
selectéd secondary CPU to stop all operations and
prepare to receive new-analysis conditions or codes
This operation is not-particularly time-¢ritical:




and mitots the: prlzg.na. - Shoy
‘oceur, thc‘_uconduy wiil .;pa: th

oceurred. - In thc istter casg ¢
wili take vwhatcver action ap

secondary to run diagnostics, swi _,hing to another
- secondary unit, notifying the user, At no
* time do: the:two units get involvad in. ‘2, time~
* critical or asynchronous dialogue, nor doel the
" cgntral coaputer ever sttempt direct co-m:lclt:lon
with the arny Processor un:ltl.‘

Assuming that all appears to be proceading
nérmally, the main computer wild periodically wish
to verify the progress of the analysis, both for
ttself and for the user. To this end the computer
will perhaps wish access to the results being
obtained in order to display these partial results

. to the user. In this or any situation where the
main computer wishes access, for whatever reason,
to devices currently in use, the computer takes
that access diractly without the necessity. of com-
monication with the processor currsatly using the
device. This is accomplished by disconnecting the
processor from the device in the I/0 Multiplexer.
A fast processing system has only oms task to com~
plete. 1If the units are disconnected from a data
channel they will simply wait until the channel has

. been restored to continue processing. In this
manner the msin computer can obtain gccess to any
device as it 'decides it is necessary and with a
minimum of overhead. The user.can also see con-
tinuing updates of the status of his analysis
protlem to verify its progress. . - .

Another area where system commun!::tion and
Involvement is kept to a minimim is in the areas of
the smart disc and bulk memory controneu. With
respect to . the: dilcl, the main.computer nesd not

concern ifself -with the file structure or partition-

ing of the uata discs. . It needs only to be able to

beco-e- much ushr £0 try n
Mrovmg access and .t ransnis

. txisf.ing progrn-. and e

both.

Si.luarly the intelligent bulk -mory con-
troller minimizes interaction and commmication
with the openting system. Basically th qpeuting
system needs only to be able to read. the memory
vhen necessary, and to obtain status information
on d. Ina sinilar to the dilcl, the
manory controller only needs to be informed which
units are currently permitted access, and the
amount .of memory requested by each unit. The
problems of actual memory management, diagno:tics,
dyasamic mapping, allocating and deallocating
memory, are then functions of the controller and
need concern neither the operating system nor the
individua) processors.

Future Considerations

The general design proposed for this data
analysis facility, as shown in Figure 1, attempts
to be as modular and flexible in nature as is
practical within the indicated goals of the facil-
ity. Rather than attempting to anticipate all
future analysis requirements, the design emphaais
was placed on the identification and isolation of
thoge potential areas likely to lead to future
restrictions in the performance of the facility.
It was felt that by isolating potential problem
araas, in both hardware and software, the system
could easily continue to develop along the lines
dictated by the demands placed on it.

An example of this implicit growth capacity
is the third level of specislized, high speed
array processors. There is no intrinsic reason
a secondary processor can not have more than two
of thede units; there is no restriction as to the
funccion of a specialized array processor; and
there is no reason why secondary CPU's need to have
either the same nuaber or class of processors. If,
as will undoubtedly occur, the necessity arises
for floating-point processing, these units could
be obtsined, either by construction or commercial
purchase, and also be attached to the gsecondary
CPU's, The software modifications would then’
essentially be confined to the secondary CPU's,
which need only to be instructed in the loading
and operation of this device. (Some user inter-
face subroutines would also be required in the
central computer libraries.) If the denlnd ‘for
floating-point array processing only conpriles.
for example, 20% of the facility's uork, one could
consider installing only one of these unita on a
single lecondary CPU. In this sitiation, the
central computer would siuply be made
a pnrticulnr proce--ing itation hnd

If future usage indic ] req’uiteunts
in a particuhr lrel--nulti-parueter ray tracing:
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through a magnetic field, for cumle-there ie no 700 P‘
reason that & lp-cilliud processor could not sasily
be constructed to p‘tfom this coqlcx ‘operation.
The general :lntcrfu:in; cxi:eril of suc‘n uits would GQOF_
already by indicated by. the cxittin; yroculou.
The cost of these units should alsc:be relatively

inexpensive. The current anticipated equipment 500_7{' ’

cost of the planned PAM and PSH unitt should be

well below $10K per unit. ’ 40 O%
An overall percentage breakdowa of the equip- x

ment costs for the proposad basic: facility is shown : 292 B
in Figure 2. It is obvious from this figure that g 300 o -
(4]

the third level of array processors comprises only 222
a emall percentage of the total cost of the facility. ) .
The function of such processors is relatively simple 200t ) 152 . 150
and is well defined. If, for example, technological -
advances within a subsequent 3-4 year period indi- . ’ 88
cated that substantial improvement in throughput 100 r 70 ~
could be achieved by replacing the existing arrey
pr s, this repl would be rather
stra:l.ghtforntd and relatively inexpensive. Addi- 1 2 . 3 . & 5
tions or replacements could also be phased since
every secondary system is independent. ! NUMBER OF USERS oL 793-8805
‘b"'
* Fig. 3. Equipment cost of facility vs. number of
<O simultaneous high-speed, data analysis
)

users supported.

An interesting future potential is the possi-
bility of monitoring live data acquisition almost
directly. Although there is no intention of equip-
ping such a facility with on-line acquisitiion

Iudwad

hardware, there is no reason why & real-time
experiment cannot be monitored Uy using a disc as
% a buffer. Figure 1 indicates the possibility of -a
:‘\’ geparate acquisition computer using one part of a
i
]

large, dual-ported disc to record live data. This
information could then be accessed by a user at one
terminal and analyzed in a completely standard
fashion. The coupling of the analyzing power of
the data center in such a quasi-on-line manner,
could provide an effective means of wonitoring
future complex experiments.

¢ S30IA30 T

MAIN COMPUTER 21% I Summary
Figure 3 indicates the current estimates of
Fig. 2. Percentage Breakdown of Equipment Costs

the hardware equipment costs on a per user basis
to develop the facility as shown in Figure 1,

For
’ a system to support five high-speed, interactive
Advances in chip technology rapidly give way users, as indicated, the current estimate of the
to advances in computer technology. On a somewhat

total equipment cost is epproximately $700K. The
longer time lcale. say 5-6 years, replacement of estimated manpower requirement is for 3 software
the secondary CPU's or special controllers might and 3 hardware personnel for a total of 2% to 3
be considered. Again, the function of these units years, This time and manpower estimate is based on
are well defined and -the percentage investment, . the utilization of some currently existing hardware
relative to the total system cost, is-small. Ina and software. The 2% to 3 year real-time estimate

is the time span from funding to opening the facil-~

ity to users. This does not require that the
facility be operating at maximum throughput or
capability. Indeed, as wag indicated previously,
it ia anticipated that the developsénts and improve-

ment can, and will, continue to be made as tequire~
ments dictate.

similar fashivn advances in mass storage technology
- New devices,

should also be easy to accommodate.

ystem, integra-
tion of a new controller - shiou] 1d- present no special
loftvare problens eicher. ’ L

The ultimate number of high-speed terminals
which could be supported by such a facility is not




By: d:l.v;lding the general
is :Lnto_ upaute plttl and

data inalylis at: theu lpudl.
rclativcly ltni;h orward

gent hz, :dware. offers the pou:l.bigity hat’ the
facility could develop and adapt to fiture demands
and technclogical advances in a- rela:ively euy
fuh:lon. : .
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