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Abstract

X-Ray absorption spectroscopy (XAS) has been used to study
two different systems in this work. The first system studied is
the arsenic fluorocomplexes, including the Ast and As?e- inter-
calates of graphite. Thg second system studied is rubidium
metal-ammonia solutions.

The features in the region near the onset of the K-shell
absorption edge, which has been termed X-Ray Absorption Edge
Spectroscopy (XARES), are transitions into the unoccupied
molecular orbitals or metallic bands of the element being
studied. ©On the high energy side ¢f the absorption edge, the
oscillatory postion of the absorption coefficient, which has
been labelled Extended X-Ray Absorption Fine Structure (EXAFS),
can be analyzed to provide a local radial discribution function
arouné the element being studied. XAES and EXAFS data provided
information about both systems ctudied in this work.

The As~F distances obtained for A5F3 and AsFS gas are both
in excellent agreement with electron diffraction data (within
0.004 R), A superior measurement which is significantly shorter

-han the accepted value of the bond distance in an undistorted
( brseLamEK
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Ast‘ octahedra is reported. Both the XAES and EXAFS data

presented support the hypothesis that the Ast oxidizes graphite
upon intercalation to produce AsFe- and AsF3 intercalant species.

Changes in the Rb K-edge features whicp are consistent with
. the known properties of Rb-NH3 are correlated with conductivity
and del§ca1ization of the solvated electrons. Iﬁ the XAES
reqion,‘intensitv and position changeé of absorption transitions
are explained. In the EXAFS region, the Rb-N bond distance and
the relative numbe£ of nitrogen atoms in the first shell are
measured. XAS has been shown to providg-unique information
about the nature of the ﬁetal—ammdnia phase separation, phase
transition, and.density fluctuations.

A discussion of the data analysié methodology is included.
Special attention is paid to the.initial preparation of the data
for analysis. Positions and intensities of the XAES features
are compared. Although several different EXAFS analysis
techniques were used, only the superior results which employed

caléulations of Teo and Lee (J. Am. Chem. Soc. (1979), 101,

2815) are reborted.
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Chapter T

INTRODUCTION

X-ray absorption, spectroscopy (XAS) has been used to study
two different systems in this work. The first system studied is
the srsenic fluorocomplexes, including the Asfg and Ast- inter-
calates of graphite. The second system studied is rubidium
metal-ammonia solutions. Analysis of the arsenic and rubidium XAS
spectra has provided a better understanding of the nature of the
environment surrounding the arsenic¢ and rubidium atoms.

XAS has recently become a powerful tool for providing local
structural and chemical state information about the atom being
studied. XAS spectra can be divided into two regions. X-ray
absorption edge spectroscopy (XAES) is determined by the chemical
state of the atom being studied and the type and arrangement of the
nearby ligands. The extended X-ray absorption fine structure
(EXAFS) is determined by the distance, number and type of atoms
surrounding tne atom being studied,

Reports have been published of a planar conductivity in
intercalated AsFg graphite as high as the conductivity in silver.

This has inspired much research on the nature of the iutercalated



species and the reason for the high conductivity. This XAS study
on intercalated graphite provides information about the local
environment around the arsenic atom.

Solutions of alkali metals dissolved in liquid ammonia
undergo a metal-insulator phase transition as a function of
concentration and temperature. In the neighborhood of a critical
point there is a phase separation between the metal and insulator
phases. An understanding of the structuras of atoms surrounding
the rubidium atom is'important to a complete description of this
system. This XAS study provides a measurement of the demsity of
the rupidium metal in solu&ion as well as information about the
local environment around the rubidium atom versus temperature and
concentration.

Section A of this chapter provides an introduction to XAS.
Sections B and C discuss the nature of the two systems being
studied, describe the results of previous studies on these systems
an. wxplain what type of information XAS can provide. Section B

covers grachite intercalates and Section C covers metal ammonia
solutions.

Chapter II summarizes XAS theory and experimental method.
Chapter IIT describes in detail the data analysis methods which
extract infurmation from the spectra. Chapteas IV and V discuss
the experiments performed and results obtained on the graphite
intercalates and metal ammonia solutions. The data analysis
methods are also reviewed in Chapters IV and V. A vopy of the

computer programs written for data analysis and an operations



manual explaining their use have not been included due to their

excessive length.

h. X-Ray 2Absorption Spectroscopy

For the two systems studied, XAS has been used to probe the
local environment around the arsenic and rubidium sites. A yepre-
sentative As spectrum is shown in Figure I~l. The XAS spectrum
is recorded by measuring a sample's attenuation while the energy
of a monochromatic X-ray beam is increased. X-ray photons above
a characteristic energy will be able to excite the most deeply
bound or K-shell electrons of arsenic or rubidium. Near the onsetl
of this excitation, the absorption edge, the electron can be excited
into empty molecular orbitals or metallic bands of the material
being studied, in addition to the transition into the continuum uf
outgoing free electrons. The position of this absorption edge, and
the intensity and position of the transitions to the empty states
in the material, are affected by the abtsorbing atom's oxidation
state or metallic character, the type of surrounding ligands, and
the ligand's arrangement arourd the absorbing atom. This is the
XAES region of the spectrum, which is indicated in Figure iI-l. The
transitions evident here are to empty molecular orbitals of AsFB-.

Above the edge there is a gradual decline in the absorption
cross-section as the X-ray energy is increased. This transition of
electrons to the continuum region where free outgoing electrons
exist is modulated by a sinusoidal oscillation in cross-section

wnich has been named EXAFS. The liberated X-shell clectron igs now



an outgoing free electron which can scatter off nearbyatems. The
backscattered electron wave can interfere with the original outgoing
wave constructively or destructively. As the energy of the photon
is increased, the electron's energy is also increased and its wave-
length decreases which leads to a changing interference pattern in
the electron's final state wavefunction. This modulates the transi-
tion matrix element of the initial absorption process. Thus the
X-ray absorption spectrum provides an indirect measurement of the
electron interference” process. The frequency of this oscillation

is proportional to the distance the electron travels or twice

the distance to the nearby"atoms. The shape of the envelope of the
absorption mocdulation depends on the kind of the backscattering
atoms andé the temperature dependent thermal motion of the atoms.

The size of the modulation depends on the number of backscattering
acoms and their distance from the absorbing atoms. The EXAFS region
.s indicated in Figure I-l. The primiry oscillation seen here
zesuics from the first shell of six fluorines around the arsenic
ator in AsFé-.

In addition to the detailed information which can be obtained
from tne XAES and EXAFS regicns of the data, the concentration of
the absorbing atom can be obtained from the size of the edge jump
in absorption as the characteristic energy for the element of
interest is traverged. This cuantity is useful in analyzing the

rubidium metal-ammonia solutions.



B. Graphita Intercalates

Studies of XAS spectroscopy of various As-F compounds are
described in this work. The bulk of the results describe £he
AsFg and AsFe— graphite intercalation compounds.

A wide variety of compounds have been synthesized in which
substances are diffused into the interlayer spaces or galleries
of a compounds such as graphite (1,2) and the layered dichalcogenides
(2).

Graphite is the &implest example of a layered lattice. Its
structure is shown in Figure I-2a. The carbon bonds in each sheet
are 1.42 ; long. The sp? hybrid orbitals form bonds with 120°
angles in the plane while the remaining p electrons form a
resonating s-bonding system. The layers are held together by weak
van der Walls forces with a separation distance of 3.35 g. Weak
interlayer interactions are responsible for the formation of electrons

and hole bands. Graphite is a semimetal with a planar conductivity

1

4 -
¢, =2 x 10 (Rem) ~and ananisotropy in conductivity of 7c/ca = 3000.

a
A wide variety of compounds have been intercalated into graphite
(1,2,3,4,5,6,7). These have included alkali metalits (X, Rb, Cs},
halogens (Br,, Cl,), metal halides (AsFg, FeCl,) and acid salts
(NO3_, HSO,:) .

Upon intercalation the layers of graphite expand to allow the
insertion of the intercalant species into galleries between the
host layers. The structure of the graphite planes is largely

unaffected by the intercalates. A stage 2 compound- is illustrated

in Figure I-2b. The crosses represent an intercalant M. The stage



of a compound is defined as the ratio of the number of host layers
to the number of guest layers. In many cases, long range order
exists in the c-direction such that stages as high or higher than
n ; 7 can be meaningfully discussed as ordered compounds with

every seventh gallery filled.

As an example, AsFg graphite has been shown (8) to have c-axis
repeat distances of 8.10, 11.40, 14.81, 18.31, and 21.51 g for
stages n = 1, 2, 3, 4, and 5. The structure of the intercalant
within the galleries‘ls often ordered with respect to the graphite.
Figure I-3 shows the projections of two possible structures MCg
and MCg where M is the inéércelant species. First stage compounds
of Lic6 (2) and KC8 (1,9} are known. In many cases, the guest layers
may have a phase in which the intercalant species is a disordered
structure or even a two-dimensional liquid.

Salts of graphite such as NO3- have been shown by Ubbelohde
et ai. {10) to be excellent conductors. In addition, K-graphite is
ar excellent conductor with aa =2 x 10S ang ca/crc = 0. Donation
of electrons to or acceptance of electrons from the carbon layers
is one of the factors which contributes to the conductivity of these
compounds, Within this context, Vogel et al. (1l) expected that
wlanar conductivity 9, would be large for the intercalants of the
strong oxidizers SbFS and AsFS. The reaction

+ o v 2asr
3 s

6 + A5F3 could have been expected. The

Cn + 3ASFS

compound CloAst had been made by Selig et al. (12). The planar
conductivities in certain materials were found (ll) to exceed the

conductivi-y of copper. The stage 2 intercalant, C16ASF5’ has a



reported conductivity °e= 6 x 10° Qcm)~1 and an unusuzlly large
anisotropy 0,/0. = 2 x 10P. similar results have been reported for
ShFg graphite (13,14,15). Conductivity measurements for samples with
high anisotropy have been described elsewhere (18).

Coworkers of tine author synthesized Ce+OsF6-, C8+IrF6-,

" = + - . s .
Mper.” and ¢ tasF.(17,18,19). All of these have conductivities

1o FtFg s AFg
similar to CBASFS. X-ray crystallographic studies (17,18), magnetic
susceptibility studies (19) and conductivity studies (19) indirated
that these intercalants oxidized the graphite in the manrer indicated
abova.

However, tie AsF5 and'SbF5 graphite compounds were interpreted by
many to be intercalants of molecular Ast and SbFs. Wide line
fluorine nuclear magnetic resonance (20,21,22) experiments showed
only one peak indistinguishable from Ast and AsF6-. Some amount of
AsF3 conld however be present since chemical exchange of F from
AsF3 to ASF6_ would be fast enough relative to the chemical shift so
that only the average peak would be detected. Mass spectrometry
(23) has indicated that AsFg was either t“:e intercalant species
or immediately created in the process of de-intercalation.

Theoretical calculations (24,25 based on optical and thermo-
reflectance (14,26,27) indicated that 0.02 to 0.20 electrons per
AsF5 or SbF5 were withdrawn from the graphite mw~orbitals upon
intercalation.

The mechanisms which nave been proposed to describe tlhus AsFg
and SbF_ intercalation for AsF5 are summarized in equations

5
I.1 to I.3:



C, + AsFg X C;~ + AsTg (I.1)
¥ -
C, + RsFg ZC, +AsFg (r.2)
++ -
- <,
C, + IsFg I C, + 2BsFg  + AsFq (1.3)

The measurements reported above suggested that either I.l or I.2 was
correct. The arsenic pentafluoride radical anion proposed by equation
I.2 is paramagnetiz. In order to explain the diamagnetic nature of
graphite .sFg, tre uﬁreported dimer A52F10= could be proposed.
Howsever, if oxidation of the graphite occurs as in equation I.3,
AsF5 would be following aléomﬂon half reaction of AsF5
2e” + 3asFg ¥ 2(AsFg ) + ASF.

Eguations I.4 and I.5 are examples of two such reactions which

nave been reported (28,29}):

38r, + 3AsFg + 2 {(Bry) '+ (asF )} + AsF, (1.4)

W Sy + 3Br, + 3AsFg + 2 {(SBry) + AsFg } + AsF, (1.3)

8

Purthermore, Mossbauer studies of graphite SbFg (which should be
similar to graphite AsFg) showed the clear presence of Sb+ and
Sb+3 in a 2 to 1 ratio (30). This is evidence suggesting that
equation I.3 is correct, although in reference 30, the Sb+3

peuks vere attributed to fluorination of the graphite. The belief

chat the ASFS was the intercalant was so strong that the data were



not interpreted in the simplest manner of equation I.3.which is
unlikely to occur. Furthermore, AsF3 gas has been detected in the
atmosphere above the graphite (12) and mass spectroscopy has shown
the presence of AsF3 at high temperatures (23). The fluorine
nuclear magpetic resonance study could also show one line fairly
near the AsFg position even if equation I.3 were valid due to fast
exchange of F atoms from one As to another.

It is in this context that the XAS spectroscopy on AsFg
graphite and AsFG_ gr%phite was begqun. The main hypothesis was
that equation I.3 describes the intercalation and de-intercalation
process. XAES spectroscop; would enable distinguishing between
A5+3 and As+s due to their different oxidation states. The
structural differences of AsFS_ (octahedral) and AsFfg (trigonal
bi-pvrawidal) should also dictate different edge structures.
Furthermore, since the bond distances in these fhree components are
different, the EXAPS spectrum should indiczte what the intercalant
species is. XAS should be an excellent techuigue for this purpose
since the high enexrgy of the x-rays used (v 12 keV) dictates that
the experiment is not affected by the high conductivity or possible
fast exchange of F atoms. FPurthermore. XAS is a bulk effect and

not a skin or surface effect, as are other measurements.

cC. Metal Ammcnia Solutions

Alkali, alkaline earth and various rare earth metals dissolve
in liquid ammonia. Because their absorption edges are in a useable

range, XAS studies of Rb and Rb were done. The bulk of the work
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involved Rb-HH3 solutions.

Concentrated solutions, above 7 MPM {mole per cent metal), have
a metallic bronze color and a high electrical conductivity
(104(ﬂcmT1 ). Dilute solutions have a bright blue color and below
10~3 MPM behave as electrolytes. Between 1 MPM and 7 MPM these
solutions undergo a phase transition from insulator tc metal. This
transition can be described in teims of present theories of
disordered metal systems presented by Mott (31). The present
literature on metal ammonia solutions is reviewed by Thompson (32}
and by the latest international cenference on metal ammonia
solutions, Colloque Weyl v (33).

The metal ion and electron are both solvated in the anmonia
solution. The source of the blue color is a broad optical absorption
bhand. It is caused by the cavity which the solvated electron
creates (34,35). The solvated electron accounts for nearly all of
the conductivity of the selution.

A phase separation region for the transition frcm metal to
insulator exists for most solutions in the temperature region
T = 200 - 280 K. The hypothesis here is tiiat the transition ir this
region is a transition of band crussing or Mott type ‘36). But
a controversy surrounds the nature of the metal insulator transition
above the consulute point of the phase diagram.

Mott has proposed (36) a qualitative band theory description
of the transition in which the solution is one homogeneous, though

disorder-d, phase, The transition occurs when the product of the mean

free path o the electron times its wave vector is of the oxder of 1.
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As in doped cemiconductors, the one electron centers are randomly
distributed. Two Hubbard bands overlap to give a pseudogap. If the

Mott g-ratio described by equation I.6
g = N(Ep) / B¢ o, (Ep) (1.6)

falls below 1/3, the states in the gap will be localized or in an
insulator phase. For values of g above 1/3, the states are delocal-
ized or in a metallic phase. &‘Ep) is the density of states at the
Fermi level Ep for th& sample relative to the density Ng o obtained
from a free electron approximation. Various experimental facts
support this qualitative theory (36,37).

Cohen and Jortner (38) have prooosed a theory for this region
based or the classical percolation theory. In the transition region,
they propose that there is a microscopic rixture of two different
phases of the solution which coexist. In moving across the transi-
tion region, the proportion of these different phases, metal and
insulator, changes, leading to the phase transition. They have
preposed a detailed theory which is consistent with many experimental
results. (38).

XAS studies were performed in order to distinguish these two
models. One basic difference is the homogeneous or inhomogeneous
nature of the solution. If the Cohen-Jortner theory is corrrect, then
the superposition of two different edge structures which change
relative proportions would be evident. This would not be the case
for the Mott theory. 1In addition, one would expect to see two

different EXAFS patterns around the Rb if two different phases were



in microscopic coexistence.
Finally, the structure of the metal-ammonia solution at any
concentration is not known. X-ray scattering has not been
successful (39) :nd neucron scattering data are available only for
Li(ND3)4 (40). Structural data, such as that provided by EXAFS,
would aid in the understanding of the metal-ammonia soluticns.
Theories have been proposed for »arious concentrations including
simple hard spliexe approximations (41,41) and metal-ammcnia dimers
(43). XAS would provide the first direct structural infozmation
allowing ﬁhe structural facets of these models to be compared to

experiment.

12
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Figure Captions
Chapter I
X-Ray absorption spectrum of a representative AsFG- salt.

Three regions are indicated: Pre-edge, XAES and EXAFS.

Three-dimensional structure of {(a) graphite and (b) a stage-2

graphite intercalate.

Structure in the ab plane for intercalates with the stoichiometry
MC8 and MC6. Thé dashed lines show *the unit cell of the graphite
layers while the solid lines show the unit cell of the inter-

calated species.
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Chapter II

XAS THECRY AND EXPERIMENT

The absorption ¢oefficient is U = Up + M. Uy is the photoelec-
tric absorption coefficient of the element being studied. Yo
is the pre-edge absorption coefficient of the other absorption edges
which have a lower energy than the edge of interest, as well as
Compton and Thompson scattering from the elements in the sample. uI

may be written as:

L AT X (k) (11.1)

where u_ contains the edge rise caused by the onset of the continuum
and transitions to unoccupied states near the edge onset; g is the
smooth monotonic absorption beyond the edge of the element being
studied:; v is the free atom absorption beyond the edge; and x(k)

is the EXAFS. A method of experimental extraction of this formula
from XAS data, as well as discussions of the region beyond the edge,

will be presented in subsequent sections.

A XAES Theory

This section discusses the Vps the XAES or edge region of the
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data. The XAES region of the data contains transitions of an inner
shell electron to unoccupied bound orbitals (1). For ionic an
molecular compounds, these transitions are promotions of the electron
into empty atomic and molecular orbitals. For metal and semiconductors,
these transitions are promotions of the ls electron into partially
filled or empty conduction bands, into excitonic, or hole states.

In all cases, as the energy of the incid:nt photon which creates the
photcelectron is increased, different states are reached until

finally, the discrete states or bands merge with a continuum band

of unoccupied free electron states (2,3).

To date, the unders:éhding of the nature of the XAES data is
mostly qualitative. A good review of this understanding as applied
to coordination chemistry was presented by Srivastava ond Nigam
(4). A gqualitative classification of the types of <pectra was
presented by Van Noirdstrand (5,6). The edge shape was correlated
with the known local environment and symmetry around the absorber
being studied.

Correlations of the position and shape of the edge featuras have
beer made with the oxidation stdte of the absorber. The edge width
(7). the inflection point in the absorptiin edge (8), the position
of the main absorption maximum {(9), as w=ll as the position of other
peaks (10), have been used for this purpose. The infliection point
E, where ( SE%L) E; = 0 is a valuable piace nf information ocnly if
inflection points of the seawr feature are used in all cases. The
inflection point of an edge in one compound which does not have a

certain peak because the transition is not allowed cannot be compared
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with the inflection point of another compound in which that transition
is allowed. Since broadening of the data exists, these problems do
affect the accuracy of the correlations.

In a recent paper, Shulman et al.(10) have extended and refined
this qualitative dnderstanding. Highly ionic model systems with
fluorine ligands were studied. The approach of using the completely
relaxed core approximation and the corresponding atomic states

5

worked well, e.g., consider a transition from :*z K shell of As+ .

The one electron transition is from ls to n'%' or
(as) 2 (1622522p83523p53a10) > (as*)*5{1s2522p83s23p%3a 0nr et (11.2)

Shulman et al. treat the excited state n'4' as atomic in character and
localized on the metal ion. Since the ls hols is close to the nucleus,
the final state of the outer shell of an ion having atomic number

Z can be approximated by the atomic stites of the element Z + 1

but with a 1s2 core. Thus:

(As*)¥5{152522p53523p83a10n" 2 = (Se)*5{1522522p3523p®3d10}n " 2

{II1.3)

The transition is from as' to Se+(n‘l‘) in this approximation.
The spectroscopic tables (11) of the (2 -- 1) ion (Se+s) can be used.
Figures II-1 and II-2 show the spectra of Cs+AsF6— and AsF, and the
appropriate ionic states as illustrations of how this works for two
nignly ionicz compounds which were studied in this work.

For their highly ionic compounds, Shulman et al. (10) were

able to identify ls + 34, 1ls + 4s, ls + 4p transitions in the iron
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fluorides and predict their inteasity in agreement with optical
transitions.

For a detailed comparison of these spectra, calculations of
the molecular orbitals with an ionized absorbing atom must be made.
Such calculations are not available. Note that ls + 3d and 1ls + 4s
transitions are allowed only by vibronic mixing of states as required
by the symmetry of the local environment. In a tetrahefral
environment, a ls + 34 transition is allowed while in an oc.abzdral,
it is not allowed. «

Ab initio calculations of various metal spectra which agree well
with XAES spectra have been made (12). The £ = 1 projected density
of final states was computed by the linear augmented plane-wave
(APW) method. In addition the Ti emission and absorption spectra
of various oxides of Ti have been compared favorably with
theoretical calculations (13).

Therefore for.all compounds a great deal is understood about the
nature of the edge region. However, there is still need for the
gualitative approach reviewed by Srivastava and Nigam (4). The
identity and nature of the absorption site affect the spectra. When
these are unknown, interpretation of the edge spectra is often at

a gualitative level.

B. EXAFS Theory

Above the edge onset, as the energy is increased, there is a
gradual d«cline in the absorption cross section ug of equation II.1.

Simple theory predicts only this smooth decrease. The transition
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of electrons into this ~ontinuum region of free electrons is
modulated by an oscillatory structure, uox(k) of eguation II.1l, which
has been called EXAFS.

The early theories of the EXAFS modulations were reviewed in 1963
by Azaroff. The theories can be divided into two basic types: long
range order (LRO) and short range order {SRO). Kronig (15,16)
described the modulations in terms of a change in the density of states
due to the diffraction of final state electrons off periodic planes
of atoms. This LRO éﬁeory was modified by Hayasi (17,18).

Kronig (19) and Petersen (20,21) also first introduced the SRO
theory as an explanation for the fine structure in the absorption
spectra of a diatomic molecule. Kostarev (22) criticized Kronig's
original theory because it did not explain features of non-crystalline
materials. He developed a short range order theory (22,23} in which
scattering from nearby neighbors caused the EXAFS modulation. 1In
support of an SRO theory, Shiraiwa et al. (24,25) pointed out that
the ejected photoelectron travels only a few lattice spacings
before the amplitude of its wave becomes zero. In 1961, Kozlenkov
{26) reviewed the SRO theories.

The SRO theoretical approach has proven to be the most accurate
description. The greatest advancement of EXAFS theory was presented
by Sayers et al. (27,28). Further refinement of the theory (29)
showed excellent agreement with the data. This showed that the
interference of the wave backscattered by nearby atoms with the
original outgoirn; electron wave is the basis of the EXAFS

modulations. The basic theoretical equation derived is:
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N
J \ - 2 ~R:/a(k)_. . “
= 20, k%" Ry .t oa I11.4
X (k) —;—7 |fj(k:nll e 205% e s:m{ZkRJ “3“)} (IX.4)

L

Jk 5

where the sum is over all shells and types of atoms, Nj is the number
of atoms at a distance Ry from the absorber of interest, k is the
photoelectron wavevector (defined by k =.% Y2m(E - Eo)' where E

is the X-ray photon energy and Eo is the threshold at which the
electron becomes free), lfj(k,ﬂ)l is the magritude of the scatteiing
through 7 radians off nearby atoms, aj(k) is a sum of the phase
shifts due to the sc;;tering process of nearby atoms and the potential
well around the absorber of interest, °j is the mean square relative
Qisplacement of the atom j”along the line from absorber to scatterer
and A(k) is the mean free path of the electron.

Figure II-3 demonstrates a qualitative description of the EXAFS
effect. An x-ray photon of energy E = hv liberates a photoelectiron
from the absorber A which can be represented as a free outgoing
spherical wave (solid lines on Figure II-3). This wave has a
probability for backscattering from nearby atoms B. This
backscattered wave (dashed lines on Figure II-3) can interfere
constructively (Figure II-32)} or destructively (Figure II-3b) with
the original outgoing electron wave. As the energy of the photon
is increased, the electron's energy is correspondingly increased.
Its wavelength decreases and the constructive and destructive
interference of Figures II-3a and II-3b alternate. This changing

interference pattern modulates the transition matrix element of the

photon absorption process.
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Note that the shape of the backscattering envelope {fj(k,n)!
depends on the nature of the scattering B. uj(k) depends on the
type of both the absorber atoms A.and B. It can be separated into
the component parts contributed by atoms A and B. To a limite:l
extent, these parameters are also dependent on the oxidation state
of atoms A and B.

Sayers et al. (17,18) made a simple calculation using muffin
tin potentials and point scatterers which agreed well with the
experiment. #Hore sophisticated calculations followed. Kincaid
used the Hartree-Fock approximation to calculate EXAFS theoretically
(30,31). His major discrepancy was that the theoretical values were
twice the size of the experiment.

Ashley and Doniach (32,33), Hayes and Sen (34,35), and Lee and
Pendry (36) expanded and generalized the theory. Multiple
scattering (33) of the electron can occur. Fogusing (36) of the
electron occurs when the first and second shells aiound the
absorber are colinear. Under most circumstances, these effects are
negligible and the single scattering theory of Sayers et al. in
equation II.4 provides an excellent description of the EXAFS
spectra (33,36).

Recently Lee and Beni (37) and Teo and Lee (38) have made
ab initio calcvlations of the absorber and scatterer.phase shifts
and scatterer amplitude using Hermari-Skillman and Clementi Rossi wave
functions. The agreement of these ca..culations with experiment

is excellent. (37,38). Therefore it is not always necessary to have



known model compounds to provide these parameters in order to analyze
an unknown system. Teo's calculations are used in the analysis of

the data in this work.

C. XAS Experiment

X-ray absorption spectroscopy experiments are conceptually
simple. The X-rays from a broadband X~ray source are passed through
a tunable monochromator. The intensity of the beam in front of the
sample (Io) and behiqﬁ the sample (I) are measured as the mono-
chromator is swept through the energy range of interest. From
Lambert-Beer's law, I = Iog_ux, the absorption coefficient
for a give sample thickness x can be calculated, u = ln(Io /1) / x
TR Ty + p where By is the photoelectric cross section of the
absorption edge of interest and up is the slowly varying absorption
duz to other edges and scatter.

The excitation of the photoelectron creates an inner shell
vacancy which may relax via a radiative transiton from a higher
occupied state. The probability of this fluorescence is proportional
o the original absorption probability. Therefore fluorescence is
a direct measure of the photoelectric cross section By . In practice,
for thin or dilute samples, if the fluorescence intensity F is
measured, then u = k?‘ where k is a slowly varying number which

o
depends on the fluorescence efficiency, the detector solid angle,
sample thickness and total crosssection L . The fluorescent

technique is mentioned because it was first used by our research

group (39)
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The synchrotron radiation source and XAS experimental equipment
at the Stanford Synchrotron Radiation Laboratory (SSRL)} were used to
perform these experiments. The experimental apparatus is described
below and elsewhere {30).

The intense broadband continuous synchrotron spectrum is created
by the acceleration of the electrons in the bending magnets of the
SPEAR storage ring at the Stanford Linear Accelerator Center (SLAC).
Experiments were not performed using X-ray tubes because they have
less intensity. A 26'minute experiment at SSRL would require 10
days with a standard X-ray tube, The synchrotron radiation beam
exits the SPEAR vacuum th;éugh a thin beryllium window and travels
15 to 20 meters through a beam pipe to the monochromator.

The monochromator consists of two parallel crystals which

cdiffract the beam via Braggs law:

=2 i .
nxhki dthSLn BB (I1.5)

where thl is the wavelength of the x-rays diffracted by the (hkf)
clare of d-spacing qhkl through angle 293, and n is the harmonic
order. Since the beam is diffracted once by each crystal, the beam
exits the monochromator parallel to the incident beam displaced by the

height
H = 2D cos GB (II.&)

wiere D is the distance between the crystal faces. By turning .the

entire monochromator assembly, the X~ray wavelength can be changed



and swept across the energy range of interest. A diagram of the
XAS experiment is shown in Figqure II-4.

The high intensities of typical operating conditions dictate
the usage of ion chambers for the measurement of I, and I for the
absorption experiments. In order to fully use the high intensity,
the continuously monitoring front 1, ion chamber is necessary to
correct the erratic time and spatial dependence of the SPEAR beam.
Solid state ion chambers have been built for use at SSRL. Under
low intensity conditibns. a RaI scintillator can be substituted
for the rear ion chamber. However, under normal conditions, the
front chamber I, is a 6" iéng gas flow chamber and the rear chamber
is a 12" long gas flow chamber. Typically, the front chamber gas
is adjusted so that it absorbs about 10% of the beam and the rear
chamber is adjusted so as to absorb most of the beam. If harmonics
of the fundamental beam are large, the gas in the rear chamber may have
to be adjusted to minimize the effects of these undesirable energies
in the beam. The current generated by the passage of the X-ray beam
through the ion chamber is amplified by a Keithly electrometer to a
voltage which is then converted to a frequency proportional to that
valtage. This voltage is then counted by a computer-interfaced
scalar for each ion chamber. The fluorescence detection equipment
used w-.s either a Si solid state detector or a Nal detector which
creates a pulse whenever a photon is detected. These are counted by
another computer-interfaced scalar. The dark current of each imput
is measured with the beam off refore the start of the experimental

scan. This value is subtracted from each data point.

29



A PDP-11 computer was used to control the experiment. A complete
description of the software package is described by J. Kirby (40).
Computer-controlled stepping motors change the energy and wavelength
of the beam by changing the angular orientation of the monochromator
according to equation II.5 and change the height of the table
supporting the detector and sample array according to equation II.6.
The computer-controlled counters count the signals I, I and F for
a time preset by the user. Five regions of variable size with
different distances bétween points and variable measurement times
can be specified. The data are written onto floppy disks which are
later transferred to magneéic tape which can be read by our analysis
programs. The software package at SSRL can also perform some on-line
data analysis.

Typically several XAS spectra, each requiring 10 to 25 minutes,

were obtained for each sample. Several short scans which can be
added later are preferable to one long scan due to the time insta-
bilities of the beam. After injection of electrons into the SPEAR
storage ring, the beam intensity slowly decays until the beam
uriexpectedly loses intensity due to technical difficulties or
until the SPEAR operators inject more electrons into the ring.
Data collection must cease in any case. Thic occurs gqite
frequently. If many short scans are obtained, the few bad scans
can be discarded.

Two different types of partial loss of intensity can occur.

First, technical difficulties in the operation of SPEAR can cause

30
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a partial loss of beam resulting in a level shift in the data because
of the non-linearity of the ion chamber detector system. Second,

at certain angles the wavelength of ancther set of crystal

diffracting planes (h'k'R') can equal that of the primary beam (hki).
This causes a large decrease in the intensity of the hkf beam which is
not compensated for by the ion chamber detector system. A so-called
"glitch” of limited range is created in the data.

Two different kinds of monochromator energy calibration changes
can occur. The first: is caused by the new operating conditions each
time new electrons are injected into the SPEAR ring. New steering
conditions produce a different source point for the synchrotron beam
which means that the X-rays impinge on the monochromator at a slightly
different angle changing the calibration. A standard compound was
run for calibration during each beam f£ill. The second change is caused
by poor design and maintenance of the monochromator system. For
several years, with varying degrees of severity on different beam
lines, the monochromator calibration has continuously slipped in one
direction from scan to scan. Once the data have beea obtained, it
is difficult or impossible to adequately compensate for the problem.

Most of our data was not affected by this problem.



Figure Captions
Chapter IIL

II-1 Normalized K-shell absorbance of AsF3. (a) is a scale

II-2

II-4

plot; (b) is expanded to an arbitrary scale. For comparison,
+
these Se*> atomic states (11), calibrated such that the
452p state is coincident with the white peak, are plotted.
+3 R +3 :
Se states approximate the (As*) states if the relaxed

core approximation is assumed.

«
.

Normalized K-shell absorbance of Ast. {a) is a scale

plot; (b) is expanded to an arbitrary scale. For comparison,
these Se+S atomic states (ll), calibrated such that the

4p state is coincident with the white peak, are plotted. Se+5
states approximate the (As*)+5 states if the relaxed core

approximation is assumed.

A schematic drawing which shows the electron interference
patterns which cause the EXAFS modulations. The atom A
absorbs the photon while the atom B backscatters the
"ejected" photoelectron. TFor energy El, the electron wave
interferes constructively while for energy E2’ it interferes

destructively which causes an absorbance modulation.

Schematic drawing of the XAS measurement apparatus.
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Chapter III

XAS DATA ANALYSIS METHODS

This chapter congains a general explanation of the data analysais
methods. Specific examples of the analysis methodology are

contained in Chapters IV and V.

A. Initial Data Preparation

The 9-track ASCII magnetic tapes containing the data taken at
SSRL were read on the CDC 6600 at Lawrence Berkeley Laboratory and
translated into CDC display code by executing the system routine
CODES. The program SSRP eliminated the header and trailer files
on these files on these tapes, keeping only the first 60 characters
of each, unblocked the tape files, eliminated all non-interpretable
characters and inserted end of line marks in the place of the carriage
return/line feed at the end of each line of data. The format or
contents of the data were not changed by these two steps. The output
files of this program were stored as master files.

The next step of the analysis was to translate each file into
a standard format which could be read by any of our data analysis
programs. This was done with the program TRANSL run on the CDC 7600

at LBL. The data files written at SSRL and output by “he program SSRP
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had each input channel listed separately, the front ionization chamber

Io+ the rear ionization chambers Ij or the fluorescent counters Fj
where i and j represent separate input chaannels. Each output file
of TRANSL was a single channel of information, i.e., I5/1;, F3/I,
or Fj. The purpose of the unnormalized fluorescence output is
described in theses by J. P. Smith (1) and J. A. Kirby {Z). Foxr
the experiments performed for this thesis only absorption data were

used.

Removal of Gliféhes

The data files were first translated by TRANSL which provided
both microfiche plots and”tape output. The files were then
carefully studied to look €or crystal "glitches]' level shifts, and
other "glitches." 1In addition to the microfiche plots generated by
TRANSL, a special program was written to plot various regions of the
data. The final determination of the position of the "glitches"
was done using an interactive program on a Xerox Sigma 2 computer
at LBL. Almost all the problems with the files occurred because
of changes in the incident flux. The origins of the crystal
"glitches" has been discussed by other researchers (3,4) and in
Chapter II, Section C. The problems which only occurred in individual
files were due to changes in the operating conditions of the SPEAR
accelerator during the scan. Sometimes a scan was aborted due to
a SPEAR dump.

For nearly all the runs the only localized “glitches" were

crystal "glitches" which always occurred at the same place in each
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scan. These "glitch" regions were removed from the data after
adding the scans of the same sample. BAn examrie of a typical
crystal "glitch" is shown in Figure III-l. A level shift, which
often occurred shortly before a beam dump, was uvue to a sudden
change in incident flux. This discontinuous change ir the data

terminated the useable portion of the data.

Adding Data

If enough data were obtained before a beam dump or level shift,
the part of the data''lower in energy than the point where the problem
occurred was used in the adding of the file. The files which were
good beyond this cut poinf were normalized to account for this. as
a result no discontinuity in the added file can be noticed. A beam
dunp, level shift, or an instability in flux through the scan made
some scans unuseable.

Both the batch mode. TRANSL and interactive program can perform
these adds. The TRANSL program was most appropriate when a large
rumber of files were added while the interactive program was best
when only a few files were added. For the data collected for this
thesis, fewer than ten scans were added for each sample analyzed
and the interactive program was used. I only complete files were
added, no problems were encountered. However, if the background
function changed from one scan to the next and a file was cut
short because of one of the above problems a discontinuity or
slope change could develop at the cut point. An option in the
program adjusted the slope and intercept of the shortened input

file so that this problem did not occur.



Shiftinc_Data

In order to ointain the optimum signal -to-noise ratio and to
use data which were obtained when the spectrometer calibration
slipped additional procedures were used on some files.

First, a few extra "glitches" which loocked very much like the
crystal “glitches" shown in Figure III-1 occurred in random locations
in several scans. They were removed before adding by substituting
up to five points by a linear interpolation between the two good
points just outside the region. This point substitution was limited
to one day's experimental run and was limited in extent or that day.

Second, when the monochromator energy calibration changed, the
position of the data points had to be shifted before adding. This was

essential for the edge region where the features are quite narrow.

In order to determine whether shifting was required before adding,

derivatives of the edge data were taken. By comparing the position of
inflection points and peaks in the data, the required shift was
determined.

Two shifting programs were used for this purpose. One program
was an integrel part of the TRANSL program while the other program,
SHIFTEM, ran on the Sigma 2. Both programs created a shifted output
array by using a linear interpolation between the points of the input
array. Before shifting and adding, all "glitches," including the
crystal “glitches," were changed using the point substitution
described in the previous paragraph. This was done even on crystal
"glitches" so that the extent of the "glitch" was not made to cover

a larger range of the data by the shifting and linear interpolation
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procedures.

This effect can be seen clearly if one assumes, for example,
that a given "glitch" extends over the same 3 data points 50 steps
apart in all the files. If the shift which covers a range of + 10
steps around a central reference file is needed then the added
file would have a "glitch" which covered 5 points instead of the
original 3. By using a point substitution before adding, these 2
additional points are not contaminated by the "glitch." The
shifting was only needed for two sets of experimental scans, one
each of Rb and As.

After the adding was ;ompleted, the crystal "glitch" regions
and the bad points at the beginning and end of the data files were
removed from the file by deleting these points from the set of
points.

Other researchers have smoothecd the data to remove "glitches"
(5). Tom Eccles fit a polynomial in the region just outside the
"glitch” (6). This may seem similar to the straight line used
for our data analysis but it is not. None of the "glitches" which
exist in every one of the data files was kept for data analysis.
Only the few scattered “"glitches," which were corrected on individual
files before adding, were left in the data for analysis. The
deletion of bad poirts maintained the statistical indepenudence of
each of the data points used for analysis. Our analysis method
proceeds as if these bad points were never obtained.

In order the check the point substitution, shifting and adding,

the summed file was carefully checked. Also analyses were done of
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individual files and of sums of a few files. Except for signal-to-
noise changes, no differences in the data were evident.

Furthermore, individual files were processed so that an error
bar could be established on the parameters obtained from the
inflection points, peak positions, peak heights and other factors
which describe the edge region.

Angle to Energy Conversion

By comparison with a standard Cu foil, the energy calibration of
the monochromator was determined in the first experiment. The
energy value of the main absorption pesk of a standard compound was
determined from one set of data. The standard compounds were
A5203 for the As K-edge and Rb3r for the Rb K-edge. For each
subseguent experiment the spectrometer was calibrated by making the
absorption peak energy of the standard compound the same as had been
cetermined in the first experiments. The absolute accuracy of this
ernercy scale was about 5 eV. However, for experiments which had no
monochromator slippage, the internal accuracy of the calibration was
better than 0.3 eV. When monochromator slippage occurred, positions
of features could not determined with this same accuracy. But after
shifting the data, a comparison of bothedge and EXAFS features could
oe made. Corrections accurate to 1.0 eV were made on these data.
EXAFS features are so slightly affected by this slippage in the energy
calibration that it does not affect the analysis. For XAES analysis,
the calibration is critical. However, the features can be compared

even if the absolute energy calibration is not accurate.
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The X-axis values of the data were the stgps of the stepping motor
which turned the monochromator crystal throughla given angle. The
energy calibration procedure described above determined the stepping
motor position which corresponded to zero angle. As described in
Chapter II, Seccius o, the energy which corresponds to a givea angle
is E = hc/) where the photon wave length A = 2d sin @, where d is
the distance between the diffracting planes of the crystal and 6
is the Bragg angle.

Description of the Data

The following discussion pertains to absorption data. The
logarithm step was eliminated for fluorescence data analysis. The
signal originally detected was S = ;3 versus the energy of the
incident photon. Since we wanted to analyze the absorption
coefficient u, the natural logarithm was taken. The measured
guantity

I
]

M= 1ln = Wx + B (II1.1)
was obtained where x was the thickness of the sample and B was the
background of the detector. The measured current of each ion
chamber was proportional to the true flux of the beam. The current
obtained depended upon the X-ray energy as well as the ion chamber
length and gas content. In addition, the ion chamber measurement
system was only linear over a limited range of intensities. as
discussed by J. P, Smith (1) and S. H. Hunter (3), an additional
background function exists which contributes to the absorption

coefficient. Additional background arises from any additional

material such as sample cell windows which are hetween the two ion
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chambers.

This background, B, is a function of energy which varies if the
samples or the operating conditions are changed. The photon flux
changes both with photon energy and with time as the SPEAR operating
conditions change. Therefore, B is a slowly varying experimental
artifact which is removed empirically.

The absorption coefficient u = Uy + Wy where u, is the
photoelectric absorption coefficient due to the absorber edge of
interest. ur can be'éurther separated as follows:

5 Sle-TaR - SRR o

of the edge features, Mo is the monotonic free atom absorption

+u°x(k) where up is the absorption coefficient

coefficient above the edge which follows the Victoreen formula

(7) and the McMaster tables 8), We is the monotonic correction

to the absorption coefficient just above the edge because the atoms
are in a condensed state (9,10) and x(k) is the EXAFS modulation
(9) which begins just above the edge. k is the wavevector of the

free photoelectron ejected from the atom of interest
-1 &
k=% (2n(E - By}

or use k = JE;RE—:HE;T / ¥ where E is the photon energy and Eg is the
energy at which the photoelectron becomes free. E - Eo is the energy
of the photoelectron. ug is the pre-edge absorption coefficient which
is due to the other absorption edges which have a lower energy than the
edge of interest as well as Compton and Thompson scattering from the
elements in the sample. This pre-edge background and the detector

background B extend above the onset of the edge of interest.
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Pre-fdge Background Removal

Other researchers have used differing methods to remove this
background for analysis. A Victoreen formula (7) (CA3 + DA“,
where ) is the photon wave length) can adequately describe the background
absorption coefficient up- Lytle et al. (9} have used this functional
form to subtract the pre-edge background.

Other researchers (3,6) pointed out that this functional form could not
necessarily be expected to fit the detector background B. Thus
a general polynomial'has used. Our pre~edge strip was done with a
polynomial function of ln(E) where E was the photon energy. This
functional form was chosen because the most recent xX-~ray cross-section
tables (8) were tabulated using this functional forwm. The fit was
done from 350-500 eV to 50 eV below the onset of the edge. The
quadratic fit, a, *+a; 1n (E) + az(ln (E))2 was found to be the
functional form. A representative pre-edge fit is shown overplotted
with data in figure III-2.

Other researchers have used polynomials in E and Tschebychev

" (3). S. H. Eunter (3) and T. M. Hayes (ll)

polynomials in E_

noticed that a general polynomial function would sometimes turn

upwards when extrapolated above the absorption edge. Since they

wished to make the background function 1000 ev above the edge

meaningful and use this background function te normalize their EXAFS

data, an elaborate procedure to eliminate this upturn was devisec.
We realized that for many of our systems, particularly

fluorescent data, the background function below the edge could not

be extrapolated to approximate the background function 300 to 1500 ev
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above the edge. Thus, in our analyéis methcdology we did not use

the post-edge background function for EXAFS normalization in the same
manner as others have done (3,4,6,9,11}). It was only used to
normalize to 1.0 the observed edge jump at the energy where the
photoelectron becomes frze. The pre-edge strip was necessary for this
normalization but it did not need to be extrapolated far above the
edge onset for data analysis. 1In fact the rform of this strip
affected the shape of the features only in the XAES region of the data.
A quadratic fit overl;he limited range of 350 eV to 50 eV below the
edge could be extrapolated to 50 eV above the edge beyond the XAES
region of data. The advantages of ovr stripping method are its
independence of sample thickness, data taking method, and differing
background problems.

cost-Edge Noxmalization

After the pre edge had been subtracted the data now had the

orm M' = u;x + B' where B' was the residual background which was

n

small in the pre-edge and edge region. (The superscript ' is used
to signify that a pre-edge strip has been performed.) A general
polynomial was £it over the pre-edge region of the data, extrapolated
across the entire range of the data and then subtracted from the
data. A quadratic polynomial was fit from 200 to 1000 eV above
the edge. The edge jump was normalized to 1.0 by multiplying the
inverse of the value of this function at the edge.

The data were transformed to an absorpt.on coefficient uI*
in which the height of the edge jump was 1.0 for the element of

interest



qu =gt 4 uS* + uo*x(kJ (I1I.2)

where ps* = po‘ + pc* + B* was a slowly varying background function
above the edge onset. The XAES features were contained in uE*

which was restricted to a 50 eV region of data around the edge onset.
Useable EXAFS modulation X(k) started at 50 eV above the edge.

These files were used as the standards for both the edge and

EXATS analysis. (The superscript * is used to signify that the

data have been normalized such that the edge jump in tle

absorption coefficient has the value 1.0.) Figure ' .I-3 shows the

normalized data with the normalization polvnomial overplotted.

Fluorescence Detection

Note that a similar discussion could be made for fluorescence
data excep that the source of the detector background function is
different and there is no pre-edge absorption coefficient Hp
I7 one either uses dilute or thin samples tren the detection
equation for flucrescence reduces (12) to an equation similar to
eguation III.1 M = cy + B where ¢ is a proportionality constant
for fluorescent detection efficiency and B is a slowly varying
background function. Thus the analysis methodology described will
result in an expression for fluorescence experiments which is

identical to equation III.Z2.

B. XAES Analysis
The standard preparation of the data for edge analysis results
is described by equation III.2 in the last section. Ir the regiwn

just below the onset of the edge to about 50 eV above the edge the
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background is negligible and the EXAFS does not follow the high

energy approximation, x(k) calculated from theory. 1In this region,

the data up* = Hg*.

Because of the difficulty of an exact calculation of the transi-
tions to molecular orbitals or bands, most of the analysis done on
edges involved qualitative comparisons of different samples (4,6,13).

It has been shown that the following quantities are qualitatively

related to the chemical oxidation state of the absorber for K-edges

B

of elements:

absorption edge energy as measured by the inflection point of
the absorption onset.

the edge width as measured by the energy difference between
the initial inflection point and position of the main
transition peak.

The energy of any transition as measured by its peak position
or the inflection point of its onset.

The relative intensity of transitions can indicate coordination
anvironment. Also, if the compound contains a mixture of different

~vpes of the atom of interest and if the edge structure is significantly

ifferent for each type, one can determine the relative amounts of

18

zach type.

The first method of analys.s is merely a visual comparison of
che data. Lists of different types of spectra which can be
correlated with known structures have been compiled for several
elemen:s (l4). Unfortunately for this analysis, the greatest
variety of spectra exist for the transition metal K edges, and not
for As and Rb. However, the spectra recorded contain useful

information. Figures III-4, III-5, and III~6 show representacive

As and Rb spectra.



Derivative Analysis

Derivatives of these spectra were calculated to determine the
parameters which were listed above, and provide more information
regarding the presence of small transitions. As previously
described (6), the calculation of the derivative is done by fitting
a polynomial of some order, usually between n = 1, a straight line,
and n = 5. A cubic or quadratic was generally used in this analysis.
The derivative of this function was used as an estimate of the
derivative at the cehtral point of the fi:. Tne derivative at each
point was calculated separatelv. The choice of the order of the
polynomial and the energy range over which the data were fit
affected the amount of noise and the resolution of the derivative.

We adjusted these parameters so that the noise level was small and the
resolution adequate for analysis. For a variety of fitting parameters,
Figure III-7 shows first derivatives of Figure III-5¢ and Figure III-8
shows second derivatives of Figure III-3c. Cubic polynomial fits

over the energy ranges 1.3, 2.2, 3.1, 4.4, anéd 6.6 eV were used to
calculate the deriva=zives a, b, ¢, &, ané e plotted in Figures

I1I-7 and III-8. The parameters which generated Figures III-7c

and III-8¢c provided a compromise between signal-to-noise ratio

and resolution.

From these plots, qualitative comparisons of files can be made.
One can also measure the positions and sizes of various features
(4,6).

Fitting Analvsis

Ocher researchers (4,15) have fitted a set of Lorenzian lines and an



edge rise modelled according to the arctangent function to the data to
obtain positions and intensities of peaks. With the proper under-
standing of the compounéd, this analysis would prove useful if the XAES
features were well understood. FKu et al. (16) estimated the position
of peaks smaller than the main transition by subtracting a fitted
quadratic function which approximated the main transition. This
method gave some qualitative results for our data.

For the As compounds, we predicted that there would be a

o

mixture of As¥3 and AsFg in Graphite Ast. A fitting program was
written to synthesize the spectrum of an unknown compcund from those
oZ two or more model compounds. The results of one of these fits
are shown in Figure III-9.

Density Calculation

Finally, the area density of the element of interest, and the
density if the sample thickness is known, can be calculated from the

size of the edge jump via this eguation

o _ 5Gx)
A 4o

where A(px) is measured from the absorption spectra, egquation III.1,
and &c is the change in the cross section published in the McMaster
twables (8). A(ux) is the constant used to normalize the edge height

to 1.0 in obtaining uy* in eguation "TI.2.

C. EXAFS Analvsis

This section discusses the EXAFS analysis of the data. The data

have been prepared for analysis in the manner discussed in Section A
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of this chapter. The point substitution, shifting, adding and
"deglitching" of files was important if maximum information was to
be extracted from the data. Not all steps of the preparation
described in that section are absolutely necessary for EXAFS
analysis. Only the normalization of the edge jump to 1.0 is
necessary. However, it was cconvenient to have common master files
for both the XAES and EXAFS analysis. The pre-edge strip was not
required for EXAFS since a post-edge strip which removed the

slowly varying backgréund in the EX+FS region of the data was the
first ste. of the analysis. This background, us* of equation III.Z2,
which has been modified by:the pre-edge strip and pos .-edge
normalization, was used solely for the purpose of subtracting
background from the data. Ohter researchers have used this background
as an approximation of the slowly varying normalization functioen,
Yor required by the EXAFS theory. We used the McMaster tables (8)
to provide the free atom cross-section, Hge Thus the pre-edge
strip only affected the shape of the post-edge background removed
and not the resultant EXAPS, x.

Free Atom Normalization and Background Removal

The part of the XAS scan beyad 50 eV above the edge onset is the
EXAFS region of the data. The edge transitions and the onset of the
continuum (uE') are negligible in this region. Thus we may

rewrite equation III.2 as follows:
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x(k) = — (111.3)
=]
or
*
B
xtk) = X- - s (x11.4)
B
=3

A discussion of the proper choice of Eg needed to convert from
x(E) to x(k) using k =% YIR(E = E_T is left until later. Even if
the background stip ﬂéthod requires the data to be represented in
k-space, any choice of E, within 40 eV of the onset of the continuum
is useable for stripping. ‘bata analysis to determine EXAFS
results reguires a more careful choice of EO.

Equations III.3 and III.4 provide two different and comparable

methods to extract the EXAF3 information from the data. Either the

tlowly varying background can be subtracted from the data before

*

rnormélization by “o* (equation III.3) or after normalizavion by o
{equation III.4). Most other researchers have (3,4,6,9,11)
zimplified the expression to the following equation similar to
c3uation III.3:
X{k) = _EE_:_EE (ITI.5)
Fs

7re substitution of u_, for uo in the dividend of eguation III.5

s

nodifies the normalization. While it is true that uc is only 5

percent of uo at the edge and is negligible above 200 eV past the
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edge, the residual background B* zbove the edge is oftea guite large.
B* is usually small for concentrated samples which are taken using
the absorption technigque. This is shown in Figure III-10 where the
data and free atom absorption coeificient, py* from McMaster (8)
are plotted. For some absorption data, as shown in
Figure III-1l, the background B* due t¢ the instrument ‘is large.
The background problem at the end of this data file is due to the
decreasing flux of this crystal at high energies. 1In addition, other
writers have reported (1,2) that the fluorescence detector background
furction B* which includes Compton and Thompson scatter into the
detector caunot be removed By any pre-edge strip.

We decided that a consistent general purpose analysis methodology
must not be affected by these problems. Other researchers have
used the Victoreen formula to approximate ug* (17). The McMaster
fits {uy*) (8) were used to approximate p *. uy* for the edge of
interest is normalized to 1.0 at the same energy at which the
edge jump in ug* was normalized to 1.0.

Thus the following equations describe our technique for

extracting EXAFS:

* *
K M
xky = I =S (II1.6)
Hyg
»*
My
xtx) = Lo -5 (II1.7)
Yy

Nermally Equations IIT.6 and III.7 would yield the same X{k).
However, in certain cases such as the one plotted in Figure III-11,

the residual background B* was enlarged by dividing by pM*-



This enhancement of an unwanted background function made the removal
of this function more difficult. Thus equation III.6 was used for
this and most of the samples investigated.

The following describes the method used to remove the smoothly
varying background from the data. Often more than one background
strip was needed in order to obtain the best results. In these
cases a strip like that shown in equations III.® or III.7 was
performed to obtain a first estimation of x (k) of the EXAFS and

then another subsequent stripping was performed:
x (k) = x (k) -8 (III.8)
2 .

The first strip can be designed to remove one “ype of background
and the second strip can be designed to remove another. This
optimizes the background strip.

Background Removal Technidques

Various technigues have been used to generate the background,

.™ un egquation III.6 or S in equation III.7, which must be subtracted

L. oan
Irom EXAFS.

Tne following have been described: Fourier filtering to remove
low freguencies from the data after subtraction of a straight line
(2}, fitting of polynomials across the data (3,18), cubic spline
f.ts across the dat2 (4,6,19) and a running average smooth (1)
suggested by F. W. Lytle (20).

The Fourier Transform technique disregards the harmonics

generated in finite Fourier Transform which remain in the data. We

cried the polynomial fitting approach at first. A polynomial of
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at least 4th order in energy or wave vector space was usually required
to fit the background. With this order polynomial, the polynomial fit
to the data of samples with close first shell bond distances (1.6

to 2.0 R) and low 2 scatterers, followed the EXAFS in the low regions
of the data. This removed part of the EXAFS and was undesirable.

A quadratic was sometimes used as a preliminary strip for certain
difficult backgrounds. S. H. Hunter (3) was able to do excellent
background strips using fourth or sixth order Tschebychev peolynomials
in k~space with a weiéhting of k or k2 times the data. The success

of this technique was aided by the large first shell distance (2.4 g)
and high 2 scatterers typiéal of the samples studied. The resultant
polynomial was minimally affected by the EXAFS present for both of these
reasons. The cubic spline has also worked well except that is usually
leaves a peak in the Fourier Transform at about 9.4 X to 0.8 : (21).
with phase shift included, first shells of fluorine at 1.8 g have a
maximum at 'R' = 1.2 :. The cubic spline residual background peak
would interfere with the interpretation of this peak.

The running average smooth was used in this work. The running
average strip is basically a very heavy smooth which does not follow
the EXAFS or high freguency noise. B similar size region of data
centered around each data point was used. At the extremes of the
data file a quadratic fit was used to estimate the background. The
first smoothed background S1 was created for each point by simply
averaging the data in the region. This process can be repeated n

times on the new smoothed file to create a smoothed background, s™.



58

Typically n was 3. J. P. Smith (1) and J. A. Kirby (2) used this
technique in energy space. This technique is applicable in a wider
variety of spectra if it is performed in k-space as is standardly
done in this work. The strip then removed similar frequencies in all
parts of the spectrum.

For data in energy space, higher frequency components would be
removed at the higher energy end of the spectrum since E is proportiocnal
to k2. Thus if the spectrum extends to k values much greater than
14 l/g or if one is n;t careful, low frequency EXAFS may be removed

at high kx~values and not at the beginning of the data.

Background Optimization

Examples of the cdata with the background strip created by a
simple guadratic fit in energy space, as well as several different
smoothing strips, are shown in Figure III-12. The background
subtracted was chosen in the following manner. Various stripped
files were created by changing the size of the smoothing region
Zrom - times the size of the slowest EXAFS frequency to half the
size of that frequency. Figure III-1l2a is the original data file.
Figures III-12b to III-12f are plots of the following strips:

. 1 o] . 3
(b} a single smooth (S ) over 2 1/A; (c) a triple smooth (S7)

[e] X 3 o

over 1.2 1/A; (d) a triple smooth (5) over 2 1/A; (e) a triple

.3 o . S
smooth (S°) over 4 1l/A; and (f) a gquintuple smooth (S°) over
2 1/2. Figure III-12d is the optimum strip.

The smoothing strip used was chosen such that the value of the

Fous.er Transform near R = 0 was small (typically less than cie-
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tenth the largest EXAFS peak). The smoothing strip choice was also
restricted by requiring that the lowest frequency EXAFS peeck amplitude
remain unaffected. As a final check, the background functions removed
were plotted with a quadratic fit subtracted from them so that the
highest frequencies of the background removed from the data could be
checked. This technique removed the background without affecting

the EXAFS spectra x(k)-

The background strip removed above is adequate for most analysis.

.
¢

However, since a great deal of the analysis described below was
performed on the function 33x(k) ¢nd its Fourier Transform ¢4(R),
a second smoothing background st:ip was performed on kMx (k) with
n usually equal to 3 although values of n = 2, 4, or 5 were sometimes
better. The resultant file Xl(k) vas modified as follows:
xz(k) = k-n(knxl(k) - 523) where 523 was typically another triple

smooth background strip using approximately the same range as the
first strip.

In order to optimize the strip at low k-values it was necessary
to change the starting point of the file by deleting points below
a certain k-value. These cutoff points were typically below
k = 1.0. This is below the region of data used for EXAFS analysis.
The double stripping technique combined with the deletion of points
below a variable k-value optimized the strip at both the lower and
upper limits of the data.

Fourier Transform

Separation of the EXAFS into its various frequency components

via Fourier Transform can be used as an aid for background stripping
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as described above or as an integral part of the analysis technique

as described below. Since the theoretical form of the EXArS is a sum

of sinuiscidal functions with the argument 2kR + a(k) the following

Fourier Transform can be used to extract structural information (10,22):
ke

i3
0, = I O 0} e Rax (I11.9)
by

where ki and kg are c?e initial and final k values, W(k) is an
apodization window Eu;ction {to remove side lobes in Fouriexr Transform),
and k" is a weighting function where n has been varied from -3 to 7
under some circumstances.

Typically, n is 1 or 3 since the transform with n = 1 is
related to the spatial variation of the scattering matrix and the
transform with n = 3 is related to a psuedocharge density (22,23).
Practically, however, this k weighting is merely a weighting function
which allows different portions of the data to be weighted
differently. Since the kX dependence of the amplitude function of the

-g2x?
theoretical x(k) expression | F(k,m]| e /k varies for
difierent scattering elements, elemental identification can be
obtained by studying different ¢ (k) transforms.

Multiplication by x® with n > ¢ prior to Fourier Transformation
tends to reduce the damping of the EXAFS modulation. This effect
results in an improved resolution in ¢n(R). However, it also
decreases the signal to noise somewhat since the signal to noise

ratio of the EXAFS is poorer at high k since the signal is damped.
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In addition, the higher energy data more closely approximates the
theory. Furthermore, X" weighting, n > O, reduces the effect of
differing E, choices since E >> E, near the end of the data. These
factors must be considered when analyzing the data.

The EXAFS data used in any transform is only a finite sampling
of the entire EXAFS which would extend fxom k = ¢ to k = = , Data
cannot be used much below k = 2.5 l/g since the theory is a high
energy approximation. It is also not practical to obtain data
beyond 1000 eV cr 1566 eV above the edge since the damped
oscillation usually decays into the noise by this energy.

This finite range of the transform has already modified the

desired infinite transform

®© n 2ikR
$,(R) = J'O{k Wk X{k)} e dk (11I.10)

with Wy (k) = 1.0 for all k. Limitation of the data range to k
values between kj and k¢ as in eguation III.10 is equivalent to
having ws(k) =0.0 below k; and above kg , and W (k) = 1.0 between
ki and kf. The effect of this apodization window is the convolution
in R-space of the Fourier Transfcrm of this wo(k) with the desired
transform of knx(k). The power spectrum of the winaow function
transform is shown in the dashed trace of Fiqure III-13. The
sidelobes evident in Figure III-13 interfere with analysis of

small peaks which may be near the sidelobes of large peaks. These
sidelobes can be reduced by multiplying the éata by a suitable

apodization window, W(k) in equation III.9, The Kaiser window (24)



was usually used in this analysis. Kaiser (24) has shown that this
window is nearly optimal in the sense that the maximum power is
concentrated in the central peak of the data for a given broadening
of that peak. Figure III-14 shows a set of these windows. Their
Fourier Transform power spectra are shown in Figure III-13.

Hayes has used a gaussian convolved with the square window (25)
as W(k). sayers (26) has modified the Hamming window (27). The use
of non-rectangular window functions is discussed in general in
reference 27 and as it applies to EXAFS in references 28 and 29.

The Fourier Transform.which was used to test the backgrounds was
¢1(R) or ¢3(k) with a Kai;er window with a= 4, ki = 2.0 - 4.0 and
kf = 13.5 ~ 18.0, depending on the data.

The Fourier Transformtechnique is an integral part of any
analysis. It provides a gquick look at all the data with the
different shells of the radial distribution function separated
at tneir different distances, Rj'

The EXAFS, kzx(k), for As,0;is plotted in Figure III-15. 1In
Figure I1I-18, the Fourier Transform ¢l and ¢3 of A5203 are plotted
using a Kaiser window of 4.0 and the data from k = 4.0 - 15.6. The
first peak arises from D scatterers while the second contains a
mixture of As and 0 scatterers. The increase in the amplitude
upon multiplication by k2 (in going from ¢l to ¢3) demonstrates
the ability tc identify the presence of a higher Z scatterer (As)

i this and other compounds. This sevaration aids in a qualitative

interpretation of the data. For well separated peaks, it is possible

62



to measure their intensities and positions in R-space, or zero all
the data except for a given peak and back transform to k-space for
further analysis or curve fitting. In addition, signatures
{Fourier Transform peaks) of known compounds can be used as models
for fitting unkncwn compounds in R-space. These and other analy.uis
technigues are discussed in the next section.

A Review of Analysis Techniques

The theoretical EXAFS equation

2,2 _q.
K, RJ/X (k)

N.
x(k) = ¢ 3 |fik,m)] efzoj

KR,
3

sin{ZkRj + uj(k)} (I11.11)

provides the basis for all EXAFS analysis. Lytle, Stern and Sayers
{(9,22) developed the Fourier Transform technigue Yased on this
theoretical result. The Fourier Transform was described in the
previous sec ion. ODetermination of the distance in an unknown
compound is performed by comparing its Fourier Transform with the
Fourier Transform of a known compound with the same abscrber ané
scatterer. As described before, the scatterer can be identified
with some precision by comparing various Vn(R) transforms.

Stern et al. (30) reported a method for determination of
coordination number and disorder which others have exploited(3l).
By isolating a single shell in R-space and back-transforming to
k-space, the phase and amplitude of the EXAFS for this shell can
be calculated. Comparisons with the same calculation from a known

compound can provide the coordination number and disorder.
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Analysis of the isolated phase and amplitude function also provides
an indication of the type of scatterer and its coordination distance
(3,31). 1In addition if there are two or more distances inside the window
in R-space, the phase and amplitude will show evidence of the beating
of these two frequencies. Martens et al. (32} have proposed this
as a method by which the presence of two closely spaced distances
in the radial distribution function can be discerned.

various fitting models have béen proposed. Hayes et al. (33)
have created "signatu;es" of known compounds in R-space. These
signatures were then used as models for fitting to an unknown
compouncd. If the known co;pound has only one distance with
thermal motion less than the unknown, a thermal motion difference,
and distance difference, could be calculated for the unknown.
Furthermore, a distribution of distances has been used to model the
distribution one expects in disordered metals (34).

A model functional form can be fit to the data in k-space.
Severa. different models have been formulated by Shulman et al.

(35), Cramer et al. (4,6,36) and Teo et al. (37).

The phase shift and amplitude functions were obtained
crapirically from standard known compounds and then applied to the
unknown compounds. Identification of scattering types was often
possible because the model function for the incorrect scatterer would
not fit a given unknown scatterer peak. Thus the unknown scatterer

peak could be identified as the type of scatterer whose .model _function

fit best.
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Teo et al. {37,38) improved this by making theoretical calculatiocns
of the absorber and backscatterer phase shifts and of the backscattering
amplitude. Their first method {37) was to parameterize these
calculations and use the parameterized functions to fit to EXAFS
data. Their second method (38) was to use tabulated values of the
theoretical phase and amplitude calculations and then fit to the
data. In both methods, a variable E, was necessary in order to use
the theoretical calcu}ations.

Improvements in the model fitting methods have been made by
Fourier filtering regions_of the data. Fits can then be made to
single shells or a limited number of shells in k-space. This mini-
mizes the interdependence of the fitting parameters. For single
shells which could be isolated, Teo et al. (38) developed a method
for E, determination which did not require Ej as a fitting varlable.
X(k) with a given E, was Fourier isolated and the theoretical phase
removed from the data. E, was varied until the phase in k-space had
minimum non-linear components, e.g., Eo was used as an adjustable
parameter determined by requiring that the experimental and
theoretical phases be as similar as possikle. It is not the
true threshold energy. This is the energy at which the sine compenentc
of the transform reaches a peak at the same R value as the magnitude
of the Fourier Transform. A transform with the theoretical phase
removed is shown in Figqure III-17.

E, Determinatien

Except for the adjustable E, described by Teo et al. (38) there
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is no clearcut method for determination of E, - For an initial
determination of E, for our analysis, the threshold energy was
estimated as the onset of the continuum which is approximately the
edge inflection f~- a featureless edge or a metal. The threshold
energy was alsn estimated by comparing the appropriate atomic
spectroscopy (39) states mentioned in Chapter II, Section A, with
the XAS spectrum. Figure 18 shows the atomic states for Se

. : oo s +5 ; .
which approximate the excited (As*) in the relaxed core approximation.

.

The first atomic state of p-character was plotted coincident with the
intense pre-edge peak. Thg threshold energy used for EXAFS analysis
can be estimated as the po;ition of the atomic state continuum

in Figure III-18. Note that for this compound, this appears to be
the position of the arc-tangent shaped edge onset. Tnhese are

initial choices of Eo . Examples of the effect of Eo variations

co the results are discussed later.

Fourier Transform Analvsis

The Fourier Transform method has already been described. The
scs.vion of the peaks in R-space is determined by fitting a quadratic
tnrough the five points around the maximum of each peak. The
posation and amplitude were dectermined from these files. Since the
curve fitting analveis was a better analysis method, these results
are rnot reported in this work.

Conclusions about the EXAFS spectra were made following a
comparison of all the analysis techniques in this work. Discussion
of tne results of this analysis is contained in Chapters IV and V,

with the experimental conclusions. Different k-weighted transforms



¢ (R) where n was varied from ~3 to +7 were studied. Different
apodization windows and different ranges of data in k-space were
transformed for comparative purposes. In addition, by applying an
apodization window to the data in R-space, the phase and amplitude
function of a single shell can be created in k-space. The R-space
window, a modified Hamming function, was a square window centered on
a peak tapered in the last 10 to 20% at each end by a cosine function

which went smoothly to 0.

.
‘

Curve Fitting Analvsis

Three fitting models were used con the data discussed in this
work. We decided that the‘last method was the best method.
Therefore, an extensive discussion of it is included.

The first fitting model, XMl' developed by Tom Eccles (16),.

is described by equation IIT.12:

2
ok c.
- Bl
Xyp (k) =2 ase sin (aj + bk + Il) (I11.12)

3 k83
vhere bj =b ' + 2Rj and j is the shell index. The parameters
934 Bj, aj and ¢y were obtained by fitting to a known compound. Using
these parameters on an unknown sample, its distance Rj and EXAFS
amplitude 35 were determined.
Both the parameterized theoretical model, Xy, and the tabulated

theoretical model, Xy3j, of "eo et al. (37,38) were used. These

models are described by equations IIX.12 and III.14:

a.—k2

by =z e in(4

X = sin(8.
M2 3

k™3 (IT1.13)
2 2 J
1+8.2(k - CL)
j 3

2
+ ajk + Bik + Yj
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where ay = 2R + a4 j is the shell index and Bj, cj, dj' aj', 85 and

vy are tabulated by Teo et al. (37).

2
gk .
Xna(k) = § Aje J fj(k) sin (2Rk + aj(k)) (III.14)

where fj(k) and uj(k) are the tabulated theoretical values (38)
for amplitude and phase, respectively, and j is the shell
index.

Both models 2 agd 3 have an optional variable Eo. As
mentioned above, the correct EJ can be determined before fitting for
shells which can be distinéuished from nearby shells. Further
discussion of the use of the third model is included along with the
EXAFS results in Chapters IV and V. They have also been discussed
by J. A. Kirby (2).

A summary of the analysis approach using the third model follows.
Starting with x(k) * k with the background removed prepared with
2 given EO, the theoretical phase was removed and a Fourier Transform
computed. E, was varied until the sine component peak of the transform
occurred at the same R=value as the magnitude peak. Figure III-17
shows a data file prepared in this manner. This method provided
an estimate of the Eo which was consistent with the theoretical
calculation. Tne sine component maximum of the Fourier Transform

agreed with the magnitude maximum since the oscillating term, with

the theoretical phase removed, should be

sin[2r( ZB(E - o)) )



where E is the energy of the x-ray photon, Eo is the electron threshold
energy, and R is the shell distance. This Eo value was then used as
a starting point for the fitting in k-space.

The fit done is equivalent to a fit in which the theoretical
amplitude and phase have been removed from the data using the following

equation as a fitting model:

2
FE) = 2e°F sin(2kR)

where k = ( é% (E - Eo))H, and A, o, R and Eo are variables. F(E)

snould match y(E), the EXARFS data where E is the energy of the incident
x-ray. In practice, the thecretical amplitude and phase are includead
in the model instead of being removed from the data. It makes no
difference. For a one-shell fit, the data, y(k), are Fourier
Transformed and filtered so that only the one shell of interest
remains.

An example of the fir and data are plotted in Figure IIF-19,
In order to get an estimate of the error in the fit values for an
isolated shell, the least saquare error £{(D - F) between the
data (D) and the fit {(F} was plotted as a function of R and Eo
in the region surrounding the ortinun paramgters,.. For the
fit illustrated in Figqure III-19, this error plot is plotted in Fiqure
III-20. The contour was drawn for a 100% increase in the error
function above the minimum found by the fitting program. The size
of this ellipse provides an estimate of the error in the fit. The
variation of both Eo and R is necessary since these variables are

correlated. The ellipsoidal character of the earror plot in Figure
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III-20 demonstrates this fact.

The phases of the data and the fit were quite similar. However,
the arplitude of the data and the fit did not agree well as Figure
III-19 illustrates. This was true for all files. The procedure
described below improved on the distance values which were obtained.
The total total amplitude function for an isolated shell could be
calculated using the Fourier Transform isolation method. It was
then removed from the data. The theoretical phase function was also

removed from the data! The fitting function now simplied to:
F(E) = A sin (2kR)

where k = { 20 (p _ g )%
2 [e]

We have only 3 variables, A, R and Eg- The amplitude, A, is a
variable which should be close to 1.0. This second fit yields
an improved estimate of the distance. An estimate of the error
can be obtained from an error plot similar to Figure III-20.

In addition, for complicated spectra, several shells can be
£1t simultaneously to model the data in k-space. Each shell would
nave the 4 variables A;, 0;, R; and Egj. since the

amplitude can only be removed from an isolated shell. The multiple

shell fit is used for two spectra in this work.
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III-2

III-3

III-5

III-7
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Figure Captions
Chapter III
Absorbance of a representative ASFB- salt. (b) is ar
expanded background stripped plet of (a). A crystal

*gliteh" is printed out.

Absorbance of a representative ASFB_ salt. The extrapolated

fit used for a pre-ecdge strip is overplotted.

Normalized K-shell absorbance (uI*) of CsAst. {a) is a

scaled plot; (b) is exranded to an arbitrary scale. The

smooth lines in (ay.and {b) are plots of the extrapolated
post-edge function used for edge height normalization.

The edge jump is set equal to 1.0 using this function.

*
Normalized K-shell absorbance (uI } for six representative
As files.

*
Normalized K-shell absorbance (uI ) for six representative

As files.

»*
Normalized K~-shell absorbance (uI ), and its first and

second derivatives for a representative RbNH3 sample.

First derivatives of the absorbance of sample D (C+As?5)

shown in fiqure III-5c. See Text for discussion.

Second derivatives of the absorbance of sample D (C+As?5)

shown in figure III-5¢. See Text for discussion.



III-9

11I1-10

III-11

III-12

ITI~13

III-14

III-15
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Data (solid line)} and synthesized files (dots} plots of
-
normalized absorbance, u . The fitted function was synthesized

from AsF3 and graphite/Ast— standard files.

Normalized K-shell absorbance (pI.) of CsAsF,. (a) is

a scaled plot; (b) is expanded to an arbitrary scale. The
smooth lines in (a) and (b) are plots of the normalized As
X-shell free atom absorbance, “M* (8). This file is
representat%ve of the discrepancies between uM* and the

measured background function.

. *
Normalized K-shell absorbance (pI ) of an A5F3 gas with a very

poor post-edge background.

Comparison of different smoothing average background files

on CsAsF6 data. See text for discussion.

Fourier Transform magnitudes of window functions, showing the
attenuation of sidelobes by the use of a Kaiser window function.
In the Fourier Tra..sform of actual EXAFS data, the sidelobes
would be symmetrically distributed on both sides of each

structural peak.

A family of “Kaiser" apodization windows. The window
functions are multiplied by the k-space EXAFS before
Fourier transformation to reduce sidelobe intensity.

kzx(k) plot of EXAFS data for Aszoz.



III-16

Irr-17

III-18

III-19

III-20

| . (x0] asd | &, (R)] radial distribution function plots

3 1

of EXAFS data for A5203.

Normalized K-shell absorbance of AsFB. (a) is a scale

plot; (b) is expanded to an arbitrary scale. For comparison,
these Se+3 atomic states (11), calibrated such that the 452p
state is coincident with the white peak, are plotted. Se+3
states approximate the (As*)+3 states if the relaxed core

approximation ,is assumed.

l ¢3 (R)f (dots) radial distribution function plot of
CsAsF6 data with tﬂéoretical phase removed and EO adjusted
so that the sine component (solid line) of the transform
peaks at the same position as the magnitude spectrum

] ¢, (R) |. Note that this peak position is the true radial

distance.

3
k" x(k) plot of CsAsF6 EXAFS data (dots) and the fit

(solid line) with the Debeye Waller term, ¢, included.

Error contour plot for the fit in Figure IXI-19.

The contour for a 100% increase in error is drawn.
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Chapter IV

AS K-EDGE XAS EXPERIMENTS

In this chapter the XAS experiments performed on As-F compounds,

in particular the As~F graphite compounds, are discussed.

A. Sample Preparation and Experiment

Chemical Preparation of Grarhite Comoounds

Five samples of graphite AsF‘5 were prepared. In addition, a
separate sample was prepared frowm graphite AsFS by exposing this
sample to FZ gas. Since these intercalates are unstable in all
moist air, all samples were handled in the dry atmosphere of an
atmospheres Drilab when they were not attached to a vacuum line.

The tasic preparation used for graphite ASFS is simple to des-
cride (1). Powdered graphite was obtained from highly oriented
pyrolytic graphite (HOPG) by shaving a fine powder ofZ the block of
graphite. Particles bigger than a certain size were rejected through
use of a sieve. The graphite powder was placeé in a clean quartz
tube which was pumped and flamed for one to twc days at vacuum. The
AsFS gas was then added at about 500 torr and the reaction commenced.
The reaction was allowed to continue for different amounts of time
(3 to 24 hours). Tne AsFS Pressure was removed and the sample

exposed to vacuum for apout 5 minutes. Cne atmosphere of N2 was then

placed over the sample. Except for sample G, a composition between
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CygAsFg to CgAsFg was obtained. For sample G, a stoichiometric
amount of AsF 5 was added in order to achieve a composition ClsAst.
The details of the preparation of each sample are presented below.

Samples A and B were placed separately into sample cells after
the Ast graphite was divided into two portions. 114 mg of graphite
was exposed to AsFS for 24 hours as previously described. Gravimetry
indicated a composition of C9,5A5F5' A powder pattern (001) showed
a first stage material with C = B.08 g. The sample was stored for
two weeks in a sealed tube before the XAS samples were made. The
cata were taken one week later.

Samples A and B were both mixed with powdered teflon and pressed
into the slot of the sample holder shown in Figure IV-1. This cell
is described later.

The same starting material was used for samples C and D. 128
mg of powdered graphite was exposed to AsF5 for 3 hours ia the manner
described above. Gravimetry indicated a composition ¢f ClD.BASFS' A
zrticn of this was used to make sample C.

The rest of this sample was returned to the vacuum line and the
., was pumped out. F2 gas was added at about 200 torr and maintained
at that pressure for 7 hours. The FZ was then pumped off. t was
predicted that the sample would now be graphite ASFG_ instead of graphite

The weight increase obtained was slightly larger than predicted.
tamples C and D were both poured into the slot of the sample

rolder shown in Figure IV-1l. They were not pressed. The samples

were run the day after being prepared.
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sample E was prepared from 150 mg of graphite with an Asfg
exposure time of 36 hours. The sample cell was loaded within two
hours after removal from the AsFg gas. Gravimetry indicatad a
composition of Cq yghsFg- A carbon analysis two days later gave
Cll.SASFS' The sample was mixed with dry powdered teflon and
pressed into a 1%" pellet press in a Drilab.

Sample G was prepared so that CygAsFg would be made. 184 mg of
powdered graphite was exposed to just less than a stoichiometric
amount of AsTg. Afté£ 3 hours, the reaction seemed complete.
Gravimetry indicated a composition of Cig.ghsFg- & little more AsFg
was added anc the sample wﬁg left overnight. The finzl weight
indicated a composition cf C16.2A5F5‘ The sample was mixed with
powdered teflon and pressed into the 1%" pellet die.

Graphite AsFg was made by adding OyhsFg toO the powdered graphite
with SOZClF as a sélvent f>r the two solids (l). The sample was
maintained at -78° C for two days. The SO,CLF and excess U,AsFg
were then removed.

Sample K was the first AsFg graphite compounc made. 108 mg of
powdered graphite was reacted with O,AsFg as described above.
Gravimetry indicated a compositieon Cq_ oAsFg. The sample was mixed with
powdered teflon and pressed into the siot of the sample cell snown in
Figure IV-1.

For sample F, 121 mg of powcdered graphite was reacted in the manner
described above. Gravimetry showed a composition of ClesFG. The

sample was mixed with powdered teflion and pressed into the 14" pellet

die.
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Chemical Preparation of Other Solid Standards

A 203 was used as an energy reference for every run. Reagent
grade Aszo3 was mixed with powdered teflon and pressed into the 14"
vellet die. The sample was then mounted in a plastic holder.

CsAsF6 and NaAsF6 were made by reacting either CsF or NafF with
AsF. gas. The samples were characterized by x-ray powder diffraction.
The CsASF, was mixed with powdered teflon and pressed into the sample
slot of the sample cell in Figure IV-1 while NaAsF6 was pressed into
the 14" pellet press.' 02A5F6 is a standard reagent material. The
preparation techniques for the other reference compounds have been
described elsewhere. Since the details 52 their preparation are not
uarortart for the results of this thesis, only the references which
describe the compound preparation are given. ClOFBASFG 2y,

CGFGASB (2), XeFAsF6 (3) and Xe2F3AsF6 {4) were all prepared.
Each sample was mixed with powdered teflon and presseé into the slot

of the sample cell shown in Figure IV-1.

Cremical Preparation of Gas Standards

As?s, supplied by Ozark-Maheling, was purified at -18° ¢ with a
Lr_ei pumping. Its IR spectrum showed no impurities. It was loaded
into a standard 7 em IR cell in which the windows were 10 mil teflon.
The IR cell is shown in Figure IV-2. The interior of the cell had
been pumped, leak~tested and exposed to F2 gas prior to loading the
ASF_. 380 torr of AsFg was first added. Then 3B0 torr of N2 was
added so that the total pressure would be 1 atmosphere.

AsF_ gas was made by exposing an excess amount of As metal to a

3
auartity of Ast gas. At -53° C, the residues were pumped off. The
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IR showed pure AsF3 , with a minor amount of SeF,. Siuce this would
not affect the XAS experiment, it was ignored. Vapor pressure of
AsF3 (160 torr) was added to ancther identical IR cell. 600 torr

of Ny was then added so that total pressure was 1 atmosphere.

Sample Cell and Dewar for Solia Samples

For all the sclid samples except the most recent samples of NaAsF6
cnd the graphite samples E, F and G, the sandwich samole as shown in
Figure IV~1l was assempled and placed in another sealed plastic bag
inside the Drilab. The low temperatures were obtained by placing
the cell in a styrofoam box into which the boiloff from a liguid
nitrogen dewar was ventedi A heater in the dewar was manually
controlled in order to maintain the temperature of a thermocouple
in the atmosphere inside the styrofoam dewar.

For the most recent samples (NaAsFg and graphite samples E, F
and &), the pressed pellet was in the sandwich cell in place of the
middle teflon spacer. The sample cell was then assembled and mounted
in a leak-tested dewar inside the Drilab. The dewar is the standard
LN, cewar provided bv SSRL. For low temperatures, the dewir was
filled with IN,. The temperature of the sample was measured via
a thermocouple placed under one of the assembly screws of the sample
cell shown in Figure IV-1.

Experimental Runs

Experimental runs were conducted on seven days. AsF3 and AsFg
gas were each run twice with comparable results. The compounds which
were run by pouring or pressing the sample into the slot in the sample

cell were the first samples for which data were obtained. The gas
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samples were later done for comparison. The pressed pellets and
additional gas samples were run last.

One persistent problem in analyzing the data is that some of
the data were taken on a different beam line with the poorer
resolution 111 Si crystal mounted. Most of the data were taken
with the 220 Si crystal on the same beam line. From one day to
anotner the resolution was fairly similar for the same crystal orn the
same beam line. Luckily, these problems affect only the XAES data and
not the EXAFS data. Tne samples which were run with the 111 crystal
were graphite sample C which is C/Ast + Fz, one AsF3 sample, and one
AsFS sample. Other AsF3 andé AsFS scans exist on the 220 crystal.

Scan Parameters

The standard scan used to obtain data is described here. From
about 420 eV to 2U eV below the onset of absorption, points were
taken at <0 eV intervals. From 20 eV below the onset of the
zbsorption to 40 eV above that energy, points were taken at 0.4
<V intervals for most runs. For AsFB, ASFS, NaAsFS, and graphite
samples E, F, and G, data were taken at 0.2 eV intervals. In
addition, for all these samples except sample G, the 0.2 eV edge
scan was extended to 90 eV above the onset of absorption. From
about 40 eV to 1140 eV above the onset, data were taken at 3.0 eV
intervals for all samples except the 6 samples just mentioned above.
For these 6 samples, cata were taken at 310 eV intervals up to 640
5

eV above the edge and at 5.0 eV intervals from there to 1300 eV

above the edge.
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B. XAES Analysis

Analysis of the edge fsatures included hoth a qualitative
comparison of the edge features as well as a quantitative assignment
of their positions and intensities.

Figure IV-3 shows a raw spectrum plot of the absorbance, ux,
for a representative AsFa‘ salt. Several spectra taken of this sample
have been added.

As discussed in Chapter III, a pre-edge strip is done across the
350 eV of data below the onset of absorption. The functiern subtracted
is‘overplotted in Tigure IV-3. Formally, only the absorption from
the As K-shell remains after the subtraction. In practice, small
residual backgrounds remain from cther edges and from detector
backgrounds. These, however, are small in the 40 eV to 100 eV
of data which are studiec for XAES analysis. For EXAFS analysis,
a separate background is removed and any remaining residual background
does not affect the data. The data files are now normalized to an
ec¢ge heignt of 1.0. Using the formalism of Chauter TII, the function
is now _* (E) where E is the photon energy. For the same sample,
uI* is plotted in Figure IV-4.

Extencod Edge Plots

An extended edge region plot for six samples is shown in Figure
IV-5. An expanded plot of the latter portion of these files is shown
in Figure IV-6. 7Tne six samples chosen are representative of the data
taken. The strong absorption lines, typically called white lines, near
11,870 eV are due to transitions into emp:y molecular orbitals which

have p-symmetry. These lines and their meaning will be discussed
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more below.

As discussed in Chapter II, if we a a..- that these lines are
transitions to pure atomic states of As+3 for AsFS, and of As+5 for
AsFG- and other As+6 compounds, we would predict the onset of the
continuum to be at 11912 eV for As+3 and 11943 for As+5. Figqures
IV-5 and IV-S show that the inflection point of the arc-tangent shaped
onset of the continuum appears to be around 11920 ev for all samples.
We do not expect exce{lent agreement, particularly because the
transitions #sre transitions to molecular orbitals and not to
atomic orbitals. Futherﬁo;e, for As+5 the radius of the 4p atomic
crbital is larger than the accepted radiﬁs of A5+S. For these
reasons, we would not expect this p-state to lie 67 eV below the onset
of the continuum as predicted from the atcmic states. The molecular
orbital may be a mixture of both the 4s ané 4p orbitals of A5+5
in addition to the orbitals of F .

In Figures IV-5 and IV-6, other states can be obserwved between the
strong absorption peak near 11870 eV and the rise in absorption near
11920 ev. These appear to be transitions .o other molecular orbital
states with p-symmetry. There is no indication of a ls - 4p
transition which would occur at 11,861 eV, if we assume the transitions
are to atomic states, in the As+5 compounds in Figure IV-5 or in any of
the other As+s samples run. In an octahedral environment, we would not
expect to see this line. As mentioned by Shulman et al. (5) such a
transition is allowed only if there is vibronic mixing of states. This

ozcurs in tetrahedral but not in octahedral environments.
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The last half of Figures IV-5 and IV-6€ (beyond 11950 eV) is the
beginning of the EXAFS region of the data. As discussed before, we no
longer have one electron transitions to bound states in this region.
Transitions occur into a free electron continuum. This region will be
discussed in the next section of this chapter.

Por all graphite/Ast compounds including the one C/Ast
compound in Figures IV-5 and IV-6, it appears that the edge spectra
are a sum of fractions of AsFy and AsFG_ spectra. This is particularly
true around the strong absorption peak as indicated in Figure IV-7,
This is exactly what we predicted.

We expected that the ;eaction

N ++ -

Graphite + 3AsFg ¥ Graphite + 2AsFg + AsFy (Iv.1)
would occur. For this reason, the narrow edge region from 11850 to 11890
eV will be discussed below. In addition the positions and intensities
of these peaks in the second derivative spectra will be tabulated
as support for this hypothesis. Finally, the results of a synthesis
of the graphite/As‘:‘5 spectra will be presented. 1n this program, the
varying proportions of the standard files ASE‘3 and ASFG— were added
untii a best fit to the data was obtained.

In Fiqures IV-5a, 6a, and 7a, the A5203 spectrum is plotted.

Note that the As+3 peak appears at the same place as it does in
AS?3' A quantitative comparison of this agreement is presented in
Table IV-I. The same is true for the apparent onset of the continuum.

However, note that there are differences in the position and intensity

of the other transitions. This is what would be expected, since the
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site symmetry of A5203 is different than AsFa.

Warrow Edge Plots

In Pigure IV-7, a narrow zdge plot (11850 to 11890 eV) is shown
for each of the six samples illustrated in Figures IV-5 and IV-6.
Figure IV-8 shows plots of all the graphjte/Ast compounds which were

run under similar monochromator resolution. Observe that all scans

appear to be a sum of fractions of AsT 4 and AsF. spectra. Only one

major difference occurs. The intensity of the AsF 4 line varies with

respect to the intensity of the RsFé— line.

This difference is a problem. ©One supposition is that different

compounds were formed with different amounts'of'As+?, Cnly one sample,

>le D, bhad a significantly different size of As+3 peak. This

compound is the only compound which was not pressed before the data
were taken. The powdered pieces of graphite Lecame ordered when they
were pressed. Low angle scattering experiments performed by J. V.
Acrivos (6) on the graphite samples E, F and G showed that the
pellets were extremely well ordered with the c-axis of graphite
perpendicular to the plane of the pallet. Upon powdering the pelliat,
the orieatation again became random (6)

Since the polarization of the x-ray beam was oriented within the
plane of the pellet and perpendicular to the direction in which the
samples were pressed, all graphite sample scans except samples C
and D were of griented samples. If the A5F3 were oriented in the
graphite such that the empty 4p orbital states were aligned mainly
along the c-axis, then the ast3 1s 4p transition would be reduced

in intensity. Tuis would not be expected for the as*> 1s 4p transition



in ASP6_due to its octahedral symmetry. Quantitative rasults
presented later in Table IV-I show that the relative intensity of the
As+3 peak in the compounds in which it appears to be a small shoulder
is actually 0.25 of AsFG- in that compound. If the oxidation-
reduction in equation IV.1l were complete, one would expect this to be
0.50. So the peak is only a factor of 2 smaller than expected.
Templeton et al. (7) have noticed this effect in a single crystal
of Vanacium Oxide. Rotation of the crystal enhancedé or eliminated a
similar white peak in:their data.

0f course. none of this proves that the variation in the size
£ the As+3 peak is due to-orientation effects. It is, however,

a reaconable explanation. The peakx is not an As_ 0., peak. If anv of
<3

mples had been exposed to air, there would have been As, 0.
< J

present. The EXAFS region of the data discussed in the next section
shows conclusaive evidence, however, that therc is no A5203 in the

sample, The remaining possible explanation is that this intensity

+3

. : Ca - 3.
is due to true differences in the amount of As in the

sam.les. No conclusions about this intensity can be made

from this XALES data alone.

Tigure IV-9 shows the narrow edge plots of five different

ASFG- compounds. Note that all of the peaks have maxima at the same

encrgy value. The positions of these peaks are listed in Table IV-Ia.

]

- +5 .
and the merallic graphite/AsP6 . The As peak positions of the

metallic grapnite/Asf_ compounds appear to be the same as the others.

°s
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he peak positions are the same for all .‘.sF6 compounds, tha insulators
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These positions are listed in Table IV-Ib. This implies that the
orbitals of the As atom are not direccly involved in the creation'of
the bands in the metallic graphite intercalates.

rigure IV-10 thows the second derivatives of seven representative
files. The first six files are the same files illustrated in Figures
V-5, IV-6, and IV-7. Figure 10g is C/AsF5 , sample E. The
der.vatives were calculated by first fitting a cubic polynomial
over the daza points within 1.5 eV on either side of every data point.
he der.vative for ea;h point plo“ted is estimated by taking the
analytical derivative of e;ch fit. One can clz2arly see the positions
~Z the peaks in the second derivative. Both ASFS graphite
compournds have two peaks, one at the pesition of the AsE‘3 gas peak
nd the other &t the position of the AsFe_ peak. The AsF5 gas
;eak 1u about 1 eV below the AsFG_ peak. Quantitative results are
presented in Table IV-I.  In order of increasing energy. o' white

AsFS, and AsF_ . If one

the three standards are AsfE c

3

the amount of charge presant on the As atom, -ne would

cnat the peak order would be ASFB, ASFG—, AsFS. Since this

not the case, it is evident that trigonal bi-pyramidal symmetry
oL thne 15?5 molecule must require some mixing of the As 4s anAd 4p
.. . e +5
orbitals for the bonding to occur. Tne 4s orbital in the As
ion is about 15 eV below the 4p orbital. A mixing of these orbitals

would lower the position of the peak seen in the edge spectrum.

Guanticative Results

As a further comparison of the edge results the positions of the



peaks in the second derivative spectrum are listed in Table IV-I.
A summary of these data are presented in Table IV-II. For the
graphite/Ast compounds, the intensity of the As+3 peak with respect
to the Astd peak is also listed. These numbers were extracted from
second derivatives similar to the derivatives in Figure IV-10.

For the graphite/Ast compounds, the relative intencity is also

listed in Table IV-1l as calculated from a data synthesis program.

1

he fraction of A5F3 and graphite/AsFe— was varied until a best fit
to the unknown was ogtained. An example of a fit and the
observed data are shown in Figure IV-11.

Three points are worth notina with regard to this data synthesis.
The intensities of the peaks calculated seemeé insensitive to the
energy rance of the fit. Several fits were done with the same
results. One was done over the range 11860 to 11890 eV and the
other over the energy range 11843 to 11968 eV. 1In addition, NaAsF6
was also used as a standard. It éid not work well as a standard ‘a
the energy range above 11890 eV. There appear to be some
i Tlerences i1n the higher erergy transitions hetween NaASF6 and the
gra,.:ite compounds. The graphite/ks?e- is a better standara.
Finally, the numbers derived from these fits can only be used to
indicate the presence of ASF3 and not to indicate its quantity since
a graphite/AsF3 standard does not exist.
Finally, fits were processed wi:h ASF; gas as a third standard.

Its rontribution to the spectrum was usually less than 4% of the main

peak and often negative. Since the estimate of error is around 3%,
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this is a negligible contribution to the fit. The two cases in which
the AsFS contribution is larger than 4% are both low resolution spectra.
There is neo hint of a third peak in the second derivative spectrum,

but the narrowness of the Ast- and AsFq standards causes a sizable
difference between the unknown and the fitted tfile when only A5F3

and ASF6— are used as standards. The addition of AsFg as a standard
simply fills in the sides of the AsF; and the ASFG_ peaks which

results in a better fit. Therefore, this Ast contribution is not
indicative of an RsFS peak in the data.

The average values of. the peak positions and their estimated
errors are listed in Table II. The data show that AsFg is different
from other A5+3 peaks which occur at the same energy. All the As+
peaks are within 0.8 eV of each other. It may be significant that
the AS 404 peak, the AsF3 peak and the As+5 peak in the graphite/AsFS
sample are not at the same energy. However, since the error in the
position of the As?a peak is large one cannot determine whether the
difference is between Asan and AsF3, or between AsF3 inside and
¢ u1de the graphite.

Trhe intensity resuv.ts in Table IV-I show that a reasonable
fraction of As+3 exists in all of the graphite/. 55 compounds studied.
hs mentioned before, it is likely for samples A, B, E and G, that their
small As+3 peaks were caused by the orientation induced on the sample
when each sample was pressed. The larger size of the AsF3 peak in
sample D may be caused because the AsF3 and graphite/Ast— are

not the perfect standards for the graohite/Ast. Note that if the
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oxidation reduction in eqguation IV.l proceeded to completion, the
relative intensity of the As+3 peak would be 0.50. The value of

0.70 (12) for the randomly oriented sample is not too far from this
prediction especially since a visual inspection of the spectra indicates
that a ratio of 0.5Q is more reasonable, assuming the intensity per

As atom is the same for AsF3 and Ast-.

F. comparison of these edge results with the EXAFS results is

contained in Section D of this chapter.

P

C. EXAFS Analysis

Analysis of the EXAFS features followed the methodology presentegd
in Chapter III. A gualitative comparison of Fourier Transforms of
<he spectra showed that only the first shell would produce
sigrnificant information for the Arsenic fluorocomplexes. Higher
shells were too small in amplitude. The following analysis concen-
trates on the radial distance of this peak.

Pigure IV-12 shows a raw spectrur plot of normalized post-edge
data, LI*, versus k(l/g) for CsAsFG. The first post-edge background
removal is alsn plotted on the same figure. This background strip
is the result of a triple smooth (53) which covered the same x-range
as 1.2 EXAFS c¢ycles, Note that the background does not follow the
IXAFS. The resultant file multiplied by k3 is plotted ia Figure IV-13.
A second refining background strip is overplotted. This is the same

type of strip as before except that the data, X(k), was multiplied

3 .
by k~ before the smoothing background was calculated.
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Plots Versus Ravevector and Distance

Figure IV-14 shows the resultant EXAFS file x (k) multiplied by
k2 for six representative files. All of the files were processed in
the manner described above and they all have a similar appearance to
the files shown in Figure IV-14. The best files Lave EXAFS visible
well above the noise level out to k = 18 l/g. However, since this
is not true for the bulk of the data and since many of the files were
only obtained to a& maximum of k = 15.2 to 16.2 l/g, the data
analysis presented was done over a k-range of k = 4.0 to 15.0
l/g. Analysis results with the higher k-values included and with
other k-ranges were not substantially better nor significantly

3
different. Figure IV-15 shows the (k) * k Fourier Transform of the

Pn

six files in Figure IV-14. The k-range used was k = 4.0 to 15.0 with a

4.0 Kaiser apodization window applied in order to reduce sidelobes.

Analvsis Methods

Figure IV-15 illustrates that the first shell distances are all

very similar.  Any analysis of these files for distances must be gquite

exact if any differences are to be observed. The expected average
. - [} o o
s.stances for AsFg, AsFy and AsFg are 1.68 A, 1.71 A, and 1.73 A,
respectively.  Comparisons of the positions of the Fourier Transform
peaks among samples yielded distances which were separated by similar
amounts. In addition, the data were fit in k-space using the fitting
model developed by Hodgson et al. (8). Similar consistent results
were obtained via this method. However, more - reliable and accurate

results were obtained by the fitting model developed by Bell Lal« atories

which uses the theoretical EXAFS amplitude and phase shift calculations



of Teo et al. (9). These results are discussed below. One further
advantage of this latter method is that absolute distances are
calculated instead of relative distances. For these reasons only the
data from the latter analysis approach are presented in this work.

A comparison of the three methods for these and other data is
reported by Kirby et al. (10).

Description of Analysis

Th~ following is a summary of the analysis approach used for
.

each data file. The complete method was described in Chapter III.
Starting with x(k) * k3 w;th the background removed, prepared with
a given Eo, the theoretical phase was removed and a Fourier Transform
computed. Eo was varied until the sine component peak of the
transform occurred at the same R-value as the power spectrum peak.
This was an estimate of the E0 which was consistent with the
tiieoretical calculation. This E  value was used as a starting poiat
for the. fitting in k-space.

Using the theoretical amplitude and phase functions, the
fitting model was egquivalent to

ak?2
F(E) = Ae sin (2kR})

where k = ( 20 (8 - £ ))% and A, 0, R and E are variables. For

a one shell fit, the data, X(k), were Fourier Transformed and filtered
so that only the one shell of interest was kept. The initial Fourier
Transform was k = 4.0 to 15.0 and the data fitted were k = 5.5 to

o
13.5 1/A.
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An example of the fit and data is plotted in Figur= IV-16. The

phases of the two files are quite similar. However, the amplitude of

the two files does not agree as well. This is true for all the
spectra studied. The procedure in the next paragraph improved on
the distance values. In order to get an estimate of the error
in R, E, and R were varied around the best fit values. The least
square error function ( p(D - F)2), betwesn the data (D) and the
fit (F)},is plotted in Figure IV-17. The contour was drawn for
a 100% increase in this error above the minimum. The projec:ion
of this error ellipse onto the R and Eo axis is an estimate of the
error in R and Eg- Tables 'IV-III and IV-IV report the result: of
ok?2
these fits with the e on all of the data. The distance, R,
with the error estimates, is listed in column 3 of Table IV-III.
The values of A, 0, and E, are listed in columns 3, 4 and S of
Table IV-1IV. Error estimates for E, are included. These results
will be discussed later.

Tables IV-III and IV-IV also have results of fits with the
=c.xl amplitude removed. The data used in these fits were prepared
o fourier isolating the first shell of the data x(k). The total
amplrtude function and tnen the theoretical phase function were

remcved from the aata. The fitting function is now:

F(E) = A sin (2kR)

k

. [ 2m
where k = M (E - E .
(1'12( o))
A plot of these data and fit is shown in Fiqure IV-18. The

ayreement 1s excellent. Figure IV-19 is an error plot similar to
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Figure IV-17. 7The 100% and 1000% increase in error contours are

plotted. The 100% error contour provides an estimate of the
error in R and E - Tables IV-III and IV-IV report the results of
these fits on all the data. The distance values with exror
estimates in parentheses are listed in column 4 of Table IV-III.
The E, values with error estimates in parentheses are listed in
column g of Table IV-IV. The amplitude, A, is a variable whu.ch

should be and is close to 1.0. For all the samples except

Xe F3A5F it was between 0.993 and 0.999. For the Xe2F3AsF .

2 &'
the amplitude was 0.982 which is an indication of the distortion

present in the first shell-of this sample.

Quantitative Results for Arsenic Fluorocomplexes

As mentioned above, Tables IV-III and IV-IV contain the
quantitative results of the single shell fits done on all As-F first
shells. Figure IV-20 is a plot of the amplitude removed error
contours for a representative selection of the samples analyzed.
This figure is a useful visualization of the ENAFS distance results.
Tables IV-IIIa and IV-IVa contain standard compound results while
Tables IV-IIIb and IV~-IVb contain graphite intercalate results.

The analysis technigue used was described above.

Table IV-IIa is a comparison of the distance results with the
two EZAFS fits reported in columns 3 and 4. Since the distances
ot column 4 were obtaine< with the amplitude removed, they were not
affected by inaccuracies in the theoretical amplitude function.

Furthermore, they were minimally affected by multiple distances

115



within the same shell, since the amplitude removal eliminated the
beating between shells. Column 4 therefore contains the best estimate
of the average distance and error., For comparative purposes, the
results of the other techniques are also listed. The agreement
between the results reportud here for AsF3 and AsFg gas and the
results reported by F. B. Clippard and L. S. Bartell (11) using
electron diffraction is excellent. This agreement is a confirmation
of this analysis method of the theoretical phase calculations.

The agreement of the distances of XeyF3AsFg as measured by EXAFS
and X-Ray crystallography (14) are within the statistical errors.
The error listed for the EXAFS result is not justified by the noise
present in the file. The signal-to-noise of this fit is as good as
most of those files which have an estimated error of less than
+ 0.007 g in the distance estimation. The large error of + (.022 g
in the EXAFS determination of R is due to the distortion of the

5 octahedra as indicated in the summary of the l~Ray data

~ontained in Table IV-IIIa. Thus an abnormally large error in the
LXAFS distance determination indicates that a distorted _hell is
~lesent.

The agreement between EXAFS and X-Ray data (3) is not as good
for XSFASFG. The difference between the EXAFS distance and the
average X-Ray distance is -0.018+ 0.015. The error in this number
indicates that the difference is barely statistically significant.

This difference is troublesome given the excellent agreement of the

distances measured in the other compounds.
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Note that the EXAFS ¢istance is within 0.002 R of the average
of the five close fluorines in XeFAsFg. This erffect has been ncted
in other compounds in which the first shell distortion is such that
a majority of the bonds are at one short distance with a minority
of the bonds at a longer distance. For manganese absorbers with
oxygen scatterers and a known crystal structure which indicates 4
oxygen atoms at one distance and 2 oxygen atoms 0.20 g farther away,
the EXAFS distance found is within 0.02 g of the shorter bond
distance (10,12). Tnis is also consistent with the recent report
by Eisenberger et al. (13) that the EXAFS determination of the
average distance for distorted shells is typically shorter than the

ates EXAFS data 1sing the theoretical

real average distance. If one gens
model and measured crystal structure distances with no thermal motion
term, the Fourier Transform snows an efiect by the minority longer
distance scatterers. As the thermal motion term 1s increased to a
reasonable value, the effect of t%2 longer distances on the Fourier
Transiorm disappears.

The cther AsFG— compounds ;resent a consistent set of distances
as indicated in Tables IV-IIIa. All were expected to have an undistorted
A9F6_ octahedron. The error bars on the Jistance anc the size of the

this is the

thermal motion term, 6, in Table IV-IVa indicate
case. Note fnat the distorted Xe2P3AsF6 has a large necative value
cf ¢ compared with all the other files. rhe largest differences in
trn: distances are just large sasugh to re statistically significant.

[ . [
The average of all the distancas is 1.727 A which is representative

of the undistorted AsFg  octahedra. Given the consistency of these data,
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the report (14) of a 1.800 g bond distance for KAsF6 muct be in error.

Graphite/AsFG- has a bond distance of 1.714 g as indicated in
Table IV~-IIIb. The bond distance is shorter for this compound
than for the other Ast—compounds.

‘The grephite/Ast distances reported in Table IV-IITh have two
basic averages. Sample D at three different temperatures has an
average distance of 1.722 g while samples A, B and E have an
average distance of 1.706 g. This difference corresponds with the
difference in the reldtive intensity of the ast3 ;waK in the same
sets of samples. Since the difference in the intensity of the As+3
peak could easily depend upon the orientation difference, the
orientation may explain the difference in distances as well.
Orientation may reduce the effective distance measured. It is
possible that the samples were in different stages of intercalation.
A completely intercalated sample should have a shorter boad distance.
Measurements have been made which indicate that tue thickness of the
gallefy spacing decreases for first stage compounds as the composition
C AsF_ or CBAs‘E‘5 is apprcached (15).

Cy6A8Fg, sample G, has a distance in between the other graphite
compounds. Note that it is also a pressed pellet. Comvared with the
cther pressed graphite/AsF5 samples, the boné¢ distance is lenger.
Since it is a stage 2 compound with less AsF; intercalated than the
other samples, this longer distance may be related to the ertent of
intercalation.

o
Graphite/AsF5+F2.sample C, has the lowest distance, 1.697 + 0.00S a,
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of all the graphite compounds, although it is consistent with the
graphite/AsFg compounds with a hond distance of 1.706 + 0.006 g.
It is apparent that this compound is not the same as graphite/Ast-,
sample F. Either sample C was not graphite/AsFG—, or the stage of
intercalation was different which caused the short bond distance.

Figure IV-20 provides a visualization of these results which
shows that all the graphite intercalates have distances which are
similar to che Ast- and AsF; distances. The bond distances are
not similar to the 3s$Fg gas distances. This shows that the
intercalated species is not AsFg gas.

Table IV-IV contains ‘the rest of the parameters obtained from the
fitting program. Columns 3, 4, and S are the parameters &, o, and
Eo of the f£fit with only the theoretical amplitude removed and a
variable e0k2 texm.

Column 2 is an estimate of the number of fluorine scatterers in
the shell. It is derived from the amplitude term A in column 3 and has
been normalized so that AsF, gas sample B has a value of N = 3. The
derivation eguation is N = 3 * Ay * Riz/(AAsFB* RAsF3 Y.

According to the theoretical model of Teo et al. (9), Ay should be
proportional to Ni/Riz. For those samples which were known to be

ordered, an orientaticn corrected value of N is included in Table

IV-III.

Column € is the E, found for the fit with the total amplitude
removed and no eckz term. As mentioned before, the amplitude A for
this second fit was 0.982 for Xe_F _AsF_, 0.993 for graphite/AsFS+F .

2°3 & 2

sample C, and 0.995 for XeFAsF For all other files A rangeé¢ between

&



0.996 and 0.999. This is another indication that the ASFG_
octahedron is distorted in Xe,F4AsFg and it may be indicative that
distortion exists in the EXAFS of XeFAsFg and graphite/AsFg+F,
but this is not a clearcut statement.

The thermal motion parameter ¢ listed in Table IV-IV is indicative
of the distortion of XegF3AsFg. It is 3 times larger in magnitude than
any other value of g. A distorted shell would have a large thermal
motion term using our present one shell model.

Positive values or exceptionally small negative values of ¢
are non-physical. Those positive values in Table IV-IV arise from
two causes. For Asfy, sample A, the signal to poise in the file is
poor especially at high values of k. This distorted the amplitude
function which affected o. The other cause of a non-physical value
is the ina:curacy in the shape of the theoretical amplitude function.
This is particularly evident at the lower temperatures. This is
another cause of non-physical thermal motion terms. Even when the
thermal motion term is reasonable and the fluorine shell is
undistorted as it is in AsF3 sample B, the shape of the log of
amplitude function versus k with the theoretical amplitude removed
is not the straight line we would expect. See Figu.e IV-21 which
is a plot of the log of the residual amplitude function versus k .
These ~rrors in the shape of the-amplitude function also affect the
amplitude;, A, which is found. For this fitting equation, J. A.
Kirby has shown that ¢ and A are highly correlated variables (10,12).

The value of N in column 2 of Table IV-IV is calculated from

A, as previously des.ribed. Note that the number of scatterers for
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the first AsF, gas sample and AsFg gas are close to the correct
values of 3 and 5. Some of the AsE‘6 compounds are goeod. Most of the
error is due to inhomogeneity in the sample. S. Hunter has shown
(16) that a 5% area of pinholes in the sample will reduce the size
of the EXAFS mcdulations by 20% without changing their shape. Those
samples which are known to have been inhomogeneous are footnoted.
The correction factor of 1.282 for the oriented estimate of N was
derived assuming that the intercalant species acts as the oxidant
species indicated in Figure IV-22c. The agreement between this
N and the expected number of scatterers is excellent. The correction
factor for two other possible AsFS intercalant species indicated
in Figures IV-22a and IV-22b would be 1.000 and 0.833. This correction
factor would not provide agreement with the expected number of
scatterers. Therefore, the existence of these species is not
supported by these data.

Finally, consider the values of Eo in Table IV-IV. The
Eo values are remarkably similar. The E, values range from 11886 eV
to 11891 eV with the exception of both fits on AsF3 sample A
(Eo = 11881, 11882), the first £it on X82F3ASF6 (Eo = 11893 eV)
and the second fit on XeFAsF6 (Eo = 11893 eV). The errors in Eo
are largest for these files. Therefore they may not be significantly
different from other cumpounds of the same type.

A trend can be observed in the variation of the Eo values even
though this trend is not statistically significant. The Eo values

are correlated with oxidation state:
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E_(ASF;) < E_(C/AsFg) % E_(C/ASE, ) % E_(ASFg) i E_(AsFg Compounds)
Note that this is a tenuous trend since a calculation of the
difference between the E, of AsF, and that of the other Ast-
compounds yields 4.7 + 5.2 eV which is not statistically significant.

The coarse adjustment for E, is a truec measure of the onset of
the continuum. Part of the fine adjustment of E, may be for
differences in oxidation state. However, most of the fine adjustment
is an adjustment of the constant phase term in the sine wave so that
the theory and experimental data are in phase. For all absorbers,
and all scatterers in the first 4 rows of the periodic table, the
phase shift is approximately linear. Therefore, the non-linear part
of the phase affects Ej determination only slightly. 1In addition,
distortions of the sine wave due to the amplitude function fox
backscattering are small for scatterers in the first four rows.

As504 Analysis

An EXAFS analysis of As,05 is included as a contrast to the
arsenic fluorine compounds. It also provides proof that thire is no
significant contamination of our samples with A5203 which would be
present if the samples had decomposed.

Figure IV-23 is a plot of the EXAFS data. Note that it is
significantly different from the fluorine compounds. Two distinct
frequencies are evident in Figure IV-23 and in its Fourier Transform
plotted in Figure IV-24. The first peak is an oxygen peak while the
second peak is a mixture of oxXygen and a:isenic.

The results of the fits are reported in Table IV-VI. The

two peaks were Fourier isolated and then fit separately. Two shells



were fit simultaneously to the second peak. There is excellent
agreement between the X-Ray crystallographic results (17) and EXAFS
results listed in Table IV~VI. The data and fit performed on the
first and second peaks of As,04 are shown in Figures IV-25 and

Iv-26, respectively.

D. Conclusions

Table IV-VI is a condensation of the results presented in the
previous two sectionﬁ. The error listed inside each set of
parentheses also includes an estimate of the breadth of the distribution
of values which were averaged for the AsFé_ compounds and the two

sets of C/AsF. compounds. For these compounds, the error iz not a

5
measure of the accuracy of any of the values of an individual
file. For instance, the distance for the ASFB— compounds on Table IV-VI

is 1.727 + 0.10 A. This is representative of the distance we would

expect for the AsF distance in an undistorted AsFG_ octahedron,

Trom Table IV-IIla, the bond distance measured for As-F in

CJOFS:\S:G is 1.733 + 0,003 A.

General Corclusions About Arsenic Fluorocomplexes

in the edge spectra of the compounds, the position of the
white peak (primarily a 1s to 4p transition) depends upon coordination
charge in an understandable fashion. A prediction of the coordination
charge, C, for the species present in these compounds would be:

¢ [as*3 in as,0.] £ © [As+3 in asF;] & C[As+3 in C/AsF.] <

+5 +5 -~ +5
c [As in C/AsF5] X C[As in all AsF, compounds] < CEAs in Ast] .
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The position of both the pre-continuum absorption peaks and the

position of the onset of the continuum should follow this trend.

The continuum onset is difficult to estimate. We have done this.

The energy of the white peak, which is largely an As (ls) to

As (4p) transition, follows the following trend (See Table IV-VI):
E[As*3 in 2s,0.] 5 £(as*? in asF ] g e[as*? in c/asF_] <

E[As+5 in AsE‘S] < E[As+s in C/AsFS] % E[-As+5 in all ASFG- compow‘nds].

This progression.agrees with the order of the coordination
charge with the notable exception of AsFg gas. Since AsFg gas is
a trigonal bi-pyramid we would need a mixing of the 4s and 4p
orbitals of As in order to create the molecular orbitals of AsFg.
Tnus the first empty orbital of p-symmetry would be a mixture of
As ~ ds and 4p and F orbitals. It would therefore have a lower
energy than would be predicted from coordination alone for the
AsFg, As - 4p state.

Note that the As+3 peak in C/AsFg is slightly above the As+3
peax in AsFy. This may indicate a partial positive charge on the
AsF5 species, but no definitive statement can be made due to the
large error in the determination of AsF3. I believe that this
difference is real since the monochromator was slipping badly on
the day sample B was run giving 68.4 eV for the position of the
AsFy peak. 1Its energy calibration is therefore gquestionable. The
enerqgy reference for sample A is much better and a value of

67.7 + 0.41 eV was obtained. The As,04 energyreference for that

day was 67.4 + 0.4 e".



As discussel in Section C, the distances on all the compounds
are in excellent agreement with reported results of X-Ray
crystallography and electron diffraction. This is indicated on
Tables IV-IIIa and IV-V.

The agreement is so good that results for the standard AsFG-
compounds reported in Table IV-IIIa must also be accurate. The
presently accepted value for the first shell fluorine distance
in XAsFg is 1.80 + 0.05 g (14). Since the error estimate is large
and since only an X—R;y powder pattern was used to determine this
distance, the numbers presepted in this work are much better
estimates of the bond lengths of an undistorted ASFB- octahedron
than the powder pattern distance presented above. The complete
results f~r each of the Iive samples, Cshsfg, NaAsFg, O,Asig,
CgFgasFg and CyoFgAsFg, are reported in Table IV~IIla. The
distances are similar enough that the average distance of 1.727
= 0.0l0 b4 listed in Table IV~VI is representative of all t
cc..oounds.

Specific Conclusions About the Graohite Compeunds

The csuimated nunber of scatterers, N, which can be calculated
from the amplitude of the fit is summarized in Table IV-VI. B&s

already indicated, N is useful only if the samples were homcgeneous.

The values -.L N for homogeneous samples are summarized in Table IV-VI.

For the oriented samples (footnote a in Table IV~VI), the value of
N was increased by a factor of 1.282 to account for orientation.

This Zactor was derived by assuming that Figure IV-22c represented
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the intercalant species. Since the corrections for Figure IV-22a-b

would be 1.000 and 0.833, Figure IV-22c agrees with the measured

value of N while Pigures IV-22a-b do not. The predicted gallery
heights for Figures IV-22a and b do not agree with the

measured gallery heights presented in Table IV-VII while Figure IV-22c
agrees. Therefore the oxidation, represented in Figure IV-22¢, is
consistent with these data.

The structure shown in the region of the white peaks in

Figures IV-7, B, 9, and 10 is proof that asand as*® coexist in

graphite/AsFg. A summary of the positions of these peaks is listed
in Table IV-VI.

i . - - +3 R +5

The intensities of the As peak 2 with respect to As peak 1
are not entirely conclusive evidence about the relative amount of

+

As 3 in graphi:e/Ast. The average values of these proportions for
the pressed and random graphite/Ast compounds are listed in

T=ble IV-VI. Several problems with the size of these fitted

intensities have already been discussed. To repeat:

e The orientation of the sample caused by pressing the samples
must have caused a decrease in the intensity of the As
peak with respect to the ast peak.

e Although the peak is similar to AsFj, the position,
intensity per As atom or width of this peak of the inter-
calated AsFq molecule may be different. This could not be
studied in detail because the As peak was too close.

# Different resolutions due to monochromator and tempecature
gave different answers. This was particularly evident
when samples were cooled to lower temperatures,
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As mentioned before, the AsF3 gas peak may be slightly different

in energy than the graphite/AsF_ peak 2. If the shift in the position

5
of peak 2 is correct, then the fractional charge transferred would be
about 0.15 + 0.07 electrons of positive charge to the AsF3. This
might be the explanation of why the AsF3 does not escape from the
graphite as one would expect.

This possible partial charge transfer to AsF3 would modify our
prediction of the following reaction slightly:

{Graphite) plus YAsFg) 2 (Graphite)* ¥ (AsFg ),AsFj3 (1Iv.2)

rurthermore, although the reaction in equation IV.2 must occur
in order to explain the XAES data presented in this work, the
reaction may not continue to completion. Some type of AsFS

. This is most likely in the

species may be present in graphite/Ast

Zully intercalated CSASFS which must be kept under an ASF5
atmosphere in order to maintain the stoichiometry, CBASFS'
Reflectivity measurements (18) indicated that the exteut of
oxidation of the graphite was much lower than the value of 2/3
creiicted by eguation IV.2., We have serious doubts about the
validity of using data from a surface effect to predict bulk
properties of an anisotropic sample which may have two or more
types of intercalant molecules. In addition, tg; effective mass of
the charge carrier had to be ectimated in order to calculate the
amcunt cf charge transfer from reflectivit: data. The calculated
crharge transfer may be greatly in error. Therefore, we believe that

equation IV.2 describes the intercalation process.
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The change in the size of the AsFj peak in the pressed versus the
random samples tells us about the orientation of the empty As~4p
molecular orbital. It will be aligned along the c-axis of the
graphite if the disappearance of this state is due to the ordering

of the sample in the pressed graphite samples.

Arguments have been presented (19) that the As+3 states we see

in the edge structure are caused by A5F3 on the surface. The

shaved powdered graphite samples used for this experiment simply do

P N +
not have encugh surface to volume ratio to account for an As 3

peak which is between 10% and 40% of the total As in the sample.

+3

It has been suggested (2C) that the As’~ peak is really A5203

in our samples. Several features of the data files obtained
elimirate this possibility:

e The Asy03 white peak is 0.9 eV + 0.4 eV below peak 2 in
graphite/AsFS.

s The As,05 white peak is shorter and broader than the white
peak in AsFj3 and peak 2 in graphite/Ast.

e Between the white peak and the onset of the continuum, addi-
tional transitions which are not noted in AsFj or
graphite/AsFg are observed.

¢ The first shell boBd distance for all graphite compgunds
is less than 1.73 A with no indication of the 1.80 &
Oxygen bond of As,0j.
® There is no evidence in any Araenic fluorocomplex spectra
for an As-As distance of 3.23 A, Note that for the As,0,
data in Figure IV-16, this second peak is twice the tize of the
As-0 first peak in the ¢3(k) spectrum.

[} o
A range of distances which vary from 1.70 A to 1.72 A is presented
in Table IV-VI for the graphite intercalates. Figure IV-20 <learly

indicates that all the graphite compounds rave first shell



distances which are similar to the AsFy and AsFG- distances and
significantly different than the average first shell distance

of Ast. These distances are definitely longer than the

average distance of AsFg gas (1.68 g) and are similar to the
distances of AsF3 gas (1.71 g) and the AsFG- compounds (1.73 g).
Using a distance of 1.708 R for AsFq and 1.727 g for AsFG_ and
assuming a composition Ast(AsFG_)Z, an average distance of i.723 g
is calculated. This is nearly identical to the distance of 1.722
+ 0,009 ﬁ found in the randomly oriented graphite/AsF5 sample.
This supports the proposition that AsF3(AsF6_)2 is the intercalant
species in this sample.

The short distance of 1.706 g measured in the pressed
graphite/asFg samples may occur because the samples are oriented.
If this is true, an orientation dependence of the distance
measurement is indicated. In this regard, note that the bond
distance in the pressed qraphite/AsFe— is only 0.016 g less than
the distance in the random graphite/RsFg sample. Note further that
this difference of 0.016 + 0.0l11 g is just barely statistically
significant. The randomly oriented graphite/ASF+F, sample is not
xactly the same as the pressed qraphite/AsFG- as anticipated. The
bond dictance difference of 0.017 § + 0.010 g cannot be explained by
the orientation difference. Additionally one notes that the pressed
C1eAsFg has a distance of 1.714 ?. Possible explanations are
discussed below.

Recent reports on X-Ray diffraction results have shown that the
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separation graphite planes around a filled gallery can change as a
function of concentration as much as 0.18 g as the stoichiometry is
changed in graphite/Ast(IS). The results are shown in Table IV-VII.
This can explain the variation in As-F distances which we have
observed. BAs the layer spacing decreases, the bond ¢istance for
As~-F would probably decrease. Table IV-VIII shows the intercalats
distances with the results of the gravimetric analysis listed.

If a careful study of the XAS features cocrrelated closely with
accurate gravimetry and X-Ray crystallographic measurement of

stage and c-axis distance were made, this variation in As-F

bond distances could be eﬁﬁlained. The data presented here

are only suggestive that the bonds may shorten as the composition of
AsFg or Ast- intercalates varies. It is peszsible in graphite/AsFS
that the bond distance in the a-b plane is shorter than the average
bond distance. Therefore a complete study of XAS features with both
oriented and random samples in conjunction with X-Ray crystallograghy
measurements of c and stage, accurate gravimetry, and conductivity

measurements must be done on the same samples. Such an experiment

would resolve this issue.

In conclusion, any supposition about the nature of the intercalants

in graphite/AsF5 must be consistent with these results:

® AsF; and AsFg are both present in the filled galleries of
graphite/AsFs5 . Both the edge and EXAFS features support
this conclusion.

e The As-F bond distances are between the AsF- and AsFg bond
distances. The variation in distance may be a function of
orientation, or composition of the graphite compound.

The oxidation of graphite indicated in equation IV.2 is
consistent with these results.



Table Iv-Ia’

PEAK POSITIONS OF
STANDARD COMPOUNDS

Position
Sample o(°cy § peak 1 Peak 2
(eV) (eV)
.E-1180V eV E~11800 ev
AsS,04 A 67.90
B 67.54
c . 68.16
D 67.64
E . 67.44
F 68.09
BSF4 a ) 67.67
B 68.45
AsFg A 74.25
B 74.15
XC’AS:S 75.38
¥e,FyasTe 75.12
55T 2 75.82
02 6 A 5.8
8 75.43
CsAsF 75.26
&
F P 74.
C10 BAS% 4.70
C6F6A5F6 -93 75.21
WahsF 75.24

6



Table Iv~-IbT

PEAK POSITIONS AND RELATIVE
INTENSITIES OF GRAPHITE INTERCALATES

Posgition Relative Intensity
Peak 1 Peak 2 P of Peak 2
Sample T (%) 5 (ev) (eV) 2nd derivative Edge fit*
E-11800 eV E-11800 ev
C/AsFg A 35.55 .68.96 0.25 V .18 (4)
-93 75.41 68.89 0.39 .22 {4)
B ot 75033 68.67 0.35 .27 (4)
D 75.05 68.24 0.85 .75 (8)
~50 7546 68.64 0.81 .67 (8)
-100 75.23 68.43 0.79 .87 (8)
E ’ 75,19 68.80 0.21 .25 (4)
75.28 §8.81 0.23 .25 (4)
-140 74.75 68.44 0.27 .30 (4)
C/AsFg P 75.48
-140 74.85
H 75.37
C/RSFS+F, C 75.55 ¥ ¥ *

1t ..« absorption peak was observed iI the peak position or intensity
is not listed.

Due to poor monochromator resolution, the possible existence of
a peak 2 could not be confirmed or disproved.

'8

§ Unless noted otherwise, the samples were run at room temperature
(22° ¢).

* Estimate of error in last place is in parentheses.
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Table IV-II

SUMMARY OF PEAK POSITIONS
AND INTENSITIES

Peak _Positions

Peak 1 {As'”) Peak 2 (As+3) Relative
Samples (ev) . (eV) N Intensity .
E - 11800 ev E - 11800 eV of Peak 2
A5203 67.8 (3)
As?3 ot 68.1 (6)
11\5}?‘5 74.2 (3)
AsE‘G-Compounds 75.3 (4)
Graphite/Ang Pressed 75.4 (2
Graphite/AsF5 Random 75.2 (3) 68.4 (3) .70 {12}
Pressed 75.3 (3) 68.7 (3) .25 (8)

*zstimate of error in last place is in parentheses.



Sample

A5F3 A

AsE

XeE‘Ast

Table IV-IXla
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RADIAL DISTANCES OF STANDARD COMPOUNDS

(0

+

: . o
Fit with e X

Fit with

Results of Other
Technigues

) O 4
Average R(A)* N at R(a)

R (R Amplitude o
I Removed R{A)
1.699 (18) 1.701 (12)
1.709 (13) 1.710 (7)

e

1.678 (15) 1.681 (4) 1}
1.727 (15) 1.732 (11) }
1.739 {30) 1.728 (22) }
1.723 (12) 1.724 (4)
1.726 (14) 1.726 (4)
1.732 (11) 1.733 (3)
1.730 (12) 1.731 (5)
1.727 (13) 1.726 (6)

1.706 (2) { 3 1.706 (2)

3 1.656 (4)
1.678 (2) |
2 1,711 {(5)

»5 1.730(10)
1.750 (10) f
1 1.880(10)

2 1.670(30)
,
2 1.725(30)
1.740 (20} {
6 1.755(30)
»
2 1.790(30)

1.800 (50) { 6 1.800(50)



Table IV-IIIb

RADIAL DISTANCES OF GRAPHITE INTERCALATES

o + FEit with R Fit with Amplitude
Sample e B_(_R_)_' Removed R(ﬂ‘,*

A C/AsFg 1.703 (12) 1.705 (4)
-93 1.698 (13) 1.700 (S)
B 1.704 (11) 1.706 (3)
D C/AsFS \1.725 (12) 1.725 (5)
-50 ( 1.719 (12) 1.719 (D)
-100 1.720 -(12) 1.723 (7)
E 1.708 (12) 1.708 (5)
1.706 (12) 1.708 (5)
-140 1.705 (12) 1.707 (4)
E C/AsF, 1.714 (12) | 1,715 ()
~140 1.712 (12) 1.714 (5)
C C/asT 4T, 1.696 (14) 1.698 (8)
S € hsE 1.7:1 (13) 1.712 {6)

- Unless otherwise noted, the samples were run at room
temperature (227 C).

* The estimate of the error in the last place is enclosed in
parentheses.

n

The other techniques are: electron diffraction (ll) for
AsF3 and Ast; X~Ray crystallography for XeFAst (3) and
Xe2F3AsE‘6 (4); X-Ray powder pattern for KA5F6 (14) .



Table IV-IVa

FITTING PARAMETERS OF STANDARD COMPOUNDS

Fit with em'r'2 term
nt _a @ Eqlew
- 11800ev*
2.9 .5096  .0LOLL 8l {8)
3t 5173 -.00067 86 (6)
4.7 .8444 -.00034 88 (7)
a.9%..8274 -.00156 91 (6) -
6.2 1.0352 -.00524 93 (10)
5.6% .7837 -.00070 69 (5)
5.8 .9850 -.00144 89 (5)
5.8 .9698 -.00161 %0 (5)
5.9% 8243 -.00064 90 (5)
4.6° 7539 -.00118 88 (5)
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Fit With Amplitude

Removed Eo (eV)

- 11800ev*

82

87

89

93

90

90

90

91

89

(5)
{3)
(2)
(4)
(8)
(2)
(2)

(1)



Sarmle

C/ASFS

[
~

tg

Wl

Tab

le IV-IVb

FITTINC PARAMETERS OF GRAPHITE INTERCALNTES

=z
l-l-

4.4/5.5
4.4/5.6

4.1/5.1

3.8/4.9
3.7/4.8
3.6/4.6
4.5/5.8

4.4/5.6

Pit with eckz texm

A U(:z) E, (eV)
-11800eV*
.7685  -.00137 36 (5)
.7618  -.00082 85 (5)
7018 -.00047 88 (5)
6278  -.00131 90 {5)
€955  -.00106 86 (5)
.593% .00022 87 (5)
.6598  -.00009 88 (5)
.6463  -,00007 88 (5)
.6297 .D0071 88 (6)
L7781  -.00075 88 (5)
L7479 -.00005 87 (5)
.6920 .00024 86 (8)
.7562  -.00080 86 (6)

Fit With Amplitude
Removed Eo (eV)

-11800 ev*

87 (2)
86 (2}

90 (2)

S0 (2)

87 (3)
88 (3)
89 (2)
g9 (2)
89 (2)
89 (2)
88 (2)
87 (4)

87 (2)
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Footnotes for Table IV-IVa,b

§

Unless otherwise ncted, the samples were run at room temperature
(227¢).

The estimate of the error in the last placed is enclosed in
parentheses.

A should be proportional to N/R2 (9). N is normalized with
AsF_, sample B, as a reference, so that this sample is defined
to Bbe 3. A second value, corrected for the orientation of the
samples, is listed for those graphite intercalates which were
oriented samples.

This sample was inhpmogeneous.

The small amount of white NaAsF, may not have been adeguately
mixed with the ground teflon be%ore pressing the sample. The
sample was probably inhomogeneous.

This low value of N may be an indication that the EXAFS is

sensitive to the 5 short Fluorine bonds, but it is possible,
but unlikely, that the sample was inhomcgeneous.

Sample run at -930 C.
o
Sample run at -93° C.
o
Sample run at ~50 C.
()
Sample run at ~100" C.

Sample run at -140° c.

Sample run at -140° (o8



Table IV-V

FITTING RESULTS FOR As_,03

EXAFS Results

Peak 1 Fit Peak 2 Fit
o]
k-range used (1/A) 5.5 to 13.5 5.5 to 13.5
3
k weighting . X x°
starting E_ (eV) 11886 11923
Shell 1 shell 2 Shell 3
Atcom Type 0 0 As
Eos (ev) 11888 (5) 11937 11872
©2
9. (&) ~.0024 .0200 .0053
A ¥ .3918 .0432 0932
o -
R, (3) 1,797 (15) 3.02 (4) 3.22 (2)

§

Crvscal Structure Results

Radial Distances

1 2 3 4
Atom Type 0 0 0 0
N, 3 3 3 3
i
o
Ri(A) 1.80 (5) 3.02 (7) 3.23 (1) 3.46 (6)

* The error in the last place is enclosed in parentheses.

T Peak 1 Ai results cannot be compared with Peak 2 results

due to different k-weight and fit regions.

§ See Reference 17.
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Table IV-VI

SUMMARY OF XAS RESULTS

Samples Peak Positions* Relative First No. of

Peak 1 (As™°) Peak 2 (As™3) TIntensity Shell Scat-

E - 11800 =V E - 11800 eV of Peak 2* Distance terers

R(g)t N+

As,0 67.8 (3) 1.800 (15) 2/
AsE‘3 68.1 (6) 1.708 (7) 3+
ASFS 74.2 (3) 1.681 (4) .4.7
AsF_ b
Compounds 75.3 (4) 1.727 {10) ~ 5.8
C/AsF,~ ' -
Pressed 75.4 (3) 1.714 (S) 5.7
C/hsF, . a
Random 75.2 (3) 68.4 (3) .70 (12) 1,722 (9) ~
C/AsF . a
Presséd 75.3 (3) 68.8 (3) .25 (8) 1.706 (&) 5.1
C/A5F5+F a/
Random 75.6 (3) =/ k74 1.698 (8) =
C. _AsF_
p38ssed 5/ 5/ 3/ 1.712 (6} 5,5¢
XeFASE 75.4 (3) 1.732 (11)  4.9%
Xe F3A5F6 75.1 (3) 1.728 (22) 6.2

Rl

N

Reliable data are not available because of a poor energy calibration
for this sample.

The . existence or non-existence of peak 2 could not be confirmed
because of poor monochromator resolution.

All values of N are normalized with respect to AsF3 which was
defined to have N = 3.

The value of N for As,O. is not listed since only one As-0O

273
sample was run,

The estimate of the error in the last place is enclosed in parentheses.



Table IV-VI footnotes, continued

b Only the two homogeneous samples are included in this average.

¢ As discussed in Section C, these data are corrected for
orientation.

d No value of N is listed since all of these samples were
inhomogeneous.

e See the discussion in Section C for an explanation of this
small value of N.



Table IV~-VII*

X-RAY DIFFRACTION DATA FOR SOME
HOPG INTERCALATION COMPOUNDS

0oL

Sample Features

cB.lASFS 1st stage
C9_7A5F6 1lst stage
ClB.lAst 1st stagf
Clo oP5Fe 2nd stage
CB.GASFG lst stage
C8_4Asf‘5 1st stage
clB.lASFS 2nd stage
Cl6.5ASF5 2nd stage

[+
ciay t
(+0.02 a)

76

8.00

11.19

11,34

11.35

* ror further discussion of these data,

O0L data.

Gallery,
Height ()

7.86

8.00

8.01

see Reference 15.

+ The true unit cell c may, in some cases, be an integral multiple
of this value, which was derived from the simplest indexing of
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Table 1IVY-VIII

GRAVIMETRY AND DISTANCE RESULTS

Distance *

Sample Orientation R(R)
Graphite/AsFS

A CQ.SASFS Pressed 1.703 (4)
B CB.SASFS Wt Pressed 1.706 (3)
D ClO.BASFS Random 1.722 (9)
E C7.SASF5 .. Pressed 1.708 (4)
G Clﬁ.ZASFS Pressed 1.714 (6)
Graphite/hs?5+F2

c CllAsF6 Random 1.697 (9)
Graphite/;\s?6

F C12A5:6 Pressed 1,714 (S)

* The estimate of the error in the last place is enclosed in
parentheses,



Iv-1

Iv-2

Iv-3

Iv-4

Iv-5

V-5

Iv-7

Iv-8

Figure Captions
Chapter IV

Sample cell used for solid samples.

sample cell used for gas samples.

Absorbance of a representative AsF6 salt. The extrapvlated

file used for a pre-edge strip is overplotted.

Normalized K-shell absorbance of CsAsFG. (a) is a
scaled plot; (b) is expanded to an arbitrary scale. The
smooth lines in (a) and (b) are plots of the extrapolested

post~edge function used for edge height normalization.

The edge jump is set egual to 1.0 using this function.

Normalized K~shell absorbance for six representative As

files.

An expanded plot of the normalized K-shell absorbance for

six representative As files. Tha files are plottad so that
each letter a + f indicates the placement of the edge height
value of 1.0 for its respective file, a + £ (A5203 -+ AsFS).

Al files are plotted to the same scale.

Normalized K-shell absorbance for six representative As

files.

Normalized K~shell absorbance for four graphite/Ast files.
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Iv-9

1v-10

Iv-11

Iv-12

Iv-13

Iv-14

Iv-15

Iv-in

Iv-18

Iv-19
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Normalized K~-shell absorbance for five AsFG- compounds.

Second derivative of the normalizr ] K-shell absorbance

for seven representative files.

Data (solid line) and synthesized files (dots} plots of
normalized absorbance. The fitted function was synthesized

from AsF3 and graphite/Ast- standard files

Normalized K-shell absorbance and first post-edge background

strip overplotted for CsAsFG.

kax(k) EXAFS data and second post-edge ba.sground strip

overplotted for CsAsFG.

5
k " x{k) plot of EXAFS for 6 representative As~F samples.

I ¢3 (R)] plot of 6 1epresentative As~F samples.

kBX(k) plot of EXAFS data (dots) arnd the fit (solid line)

with the Debeye Waller term, ¢, included.

Error contour plot for the fit in Figure IV-16. The contour

for a 100% increase in error is drawn.

xT(k) plot of CsAsF6 EXATS data {dots) and the fit (solid
line). xT(k) is the EXAFS data with bo.h the complete

amplitude and theoretical phase function removed.

Error contour plot for the fit in Figure IV-1B. The

contours for 100% and 1000% increase in error rre drawn.



IV-20

Iv-21

IV-22

Iv-23

Iv-24

Iv-25

Iv-25
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100% increase amplitude removed error contour plots for ten
representative As-F compounds. The center of the contours
is the best fit value and the contour provides an estimate

of the reliability of the data.

A plot of Loge (Residual Amplitude) versus k2 for CsAst.
The residual amplitude is the amplitude with the theoretical

amplitude (a) removed.

Presentation'Bf potential intercalant species for graphite/

AsFS. Potential orientations are indicated. The }\sF3 in (¢} may
be oriented with éﬂe threse fluorine atoms pointing up or

down. Of these three potential structures only {c) is consis-
tent with gallery height measurements (15) and the XAES and

EXAFS data presented in this work.

kzx(k) plot of EXAFS data for A5203.

! ¢; (R)] and |¢, (R))radial distribution function plots

o EXAFS data for A5203.

kBX(k) plot of the first peak of 2s,0, data (dots) and the

fit (solid line) with the Debeye Waller term, g, included,

x° ) plot of the second peak of As,0, data (dots) and
the fit (solid line) with the Debeye Waller term, ,

included. The fit was done using two scattering shells,

As an O.
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Figure IV-3
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Figure IV-6
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SECOND DERIVATIVE
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Figure IV-10
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Figure IV-13
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Figure IV-14
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Chapter V

RB K-EDGE XAS ENPERIMENTS

In this chapter, the XAS experiments performed on metal-

sclutions will be desci.bed. The manner in which we

studizd the metai-ammonia solutions will be discussed. The

saration done and the experiments periormed will be

Jescribed in Section A.  The HASS and ENAFS analysis performed

zl-armonia will be described in Sections 3 and C,

Comparisons of XAES and EXAFS cdata and the

;—p:aparation of other metal-ammonia solutions (1l). The
samples were prepared in vacuum by first distilling a known

cf Rb into the side arm cf a sample tube and then distilling

required volume of h."dB from a NaNH3 solution, The pyrex
sample tubes had previously been aced in KF, passed through a

hot cleaning sclutlion, ana then steamed and dried in the absence



'
ay

of dust.

Once the samples were prepared, thny were stored at dry ice
temperature. No decomposition of the samples was noted when they
were warmed to room temperature. In fact several of the samples
survived in cold storage for six months. They were re-used at
that time for more XAS experiments. No decomzosition was
nnted and the data were similar to the data obtainsd 6 months
earlier.

.

In the carly stages of sample preparation, several samples
were broken or exploded. These losses may be attributed to ccntami-
nared samples, defects in ;he glass or poorly made cells. Several
ce.ils were discovered broken when they were removed Irom lonc

to a

i

term storage at dry ice temperature. This could be du
slow decomposition of the samples or mechanical stress on the
cells when handling them or their storage container. All samples,
except = and G, broke within six months after the XAS experiment.

Tne samzles run were carefully prepared and stored. Pyrex glass
was cheosen in order to minimize decomposition. ALl the samples
displayed the blue color, whicn is characteristic of metal-
ammonia solutions, for weeks after the sample was run. Decompo-
sition of the samples used was not observed.

Sample Cells

Several different types of sample cells were desigred. As our
experimental technique improved, the design of *“%e cells changed.

The sample cells described first are the cells used for samples



E, F, G and H. After this cescriotion, the diiferences betweun
these cells and those used for samples A, B, C, and D are
discussed.

The cells were made from Wilmad precision rectangular Pyrex
tubing. The inside rectangle of the tubing was 0.6 cm by x.
The thickness,px, of the cell was varied from 0.1 cm te 0.5 cm so
that differing concentrations of :tal in solution could be
studied. This variable thickness is oriented in the direction that
tne X-Ray beam travels. It was chosen so that the X-ray
absorpance, uX, of the sample just above the Rb absorption edge
was about 0.1. This choice produced the optimum sigral-to-noise
ratic. Thne TWo Pyrex wails {3 om by C.5 cm) through which the X-Ray

beam travelled were ground and etched on the exterior of the cell.

Trls operatlion reduced the absorption Rays 1n the glass.

thickness achieved was about 3.03 cm which corresponds to

of about one Jor both glass thicknesses at the

% tubing were closed by heating the glass.

tube was attached on the top of the cell so that the glass

samgle cell could be attached to a vacuurm line. After the metal-
ammonia solution was transferred to the sample cell, the cell was
detached from the vacuum line by heating and sealing the £ill tube.

In order to protect the¢ sample, the main body of the cell containing

the samrle was immersed irn quid nitrogen during this process.
Tne sample c21l mounted on the dewar is shown schematically in

Figure V-1l. 5 samples were mounted on the dewar.



The basic difference between the cells just described and those
used for samples A, B, C and D is that the outside walls were not
reduced in thickness. Thus more than 90% of the X-Ray beam was
absorbed in the glass as opposed to 35% for the cells just
described. Thus, the signal-to~noise ratio is poor for these
samples. In addition, incorrect metal concentraticons were used
for samples A and B. For this reason and other experimental
problems, no significant data were obtained from these two samgples.

Figure V-2 shows a plot of the inverse of the linear absorption
confficient, (1/u) versus atomic number, Z. Note that for Rb, 2 = 37,
i1/. = 0,06 ¢m, or twice thé thickness of one walil. 1Irn addition,
{1/.) is plotted versus the mole ratio of ammonia to metal,

R o= ’NﬁaJ/fHJ for M = Rb and Sr. The curves were evaluated from
tabulated values of mass absorption coefficients (2).

Figure V-2 graphically indicates the reason why Rb and Sr are

the elerants with the lowest atomic numbers whose ammonia solutions
- 2 studied using XAS. The pyrex glass is much too thick to

condust experiments with metal-ammonia sclutions with a metal which
2z . Z much lower than Rb. Furthermore, until recent X-Ray flux

Lmprovements, Rb and Sr were the heaviest elements accessible.

This was due to a lack of X-Ray flux at the K-edges for heavier

metals.

Experimental Dewar

The dewar used for Samples E, F G and H is outlined in Figure
V-1 with Iront and back views. Nitrogen gas flowed through a heat

excnanger immersed in liquid nitrogen and then into *he heater
g
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elemant of a Varian V-4343 temperature control. This elemant is shown
on the back side diagram of Figure V-1, The gas circulated through
copper tubing attached to the 4" copper block. The controller was
used to control the temperature to +1 K during experimental runs.
Twe vieces of one-inch thick styrofoam were mounted around the plate
to insulate the copper block and samples.

Tne sample cells were mounted on small shelves and held in place

clips on the front of the copper block. Three
P Dp!

thermal con<tact with the copper

r

agreed in temperature roughout

a ¢ood umeasure of the

the cell holds 5 samples at

me so that one can run several different samples at

T

C and D, a smaller dewar was used which held

sme cell at a time. This severely limited data colluction.

Jor .nis rezson, the dewar in Figure V-1 was desicned. Sinece

wa..er Cewar maintained the samvlie temperature as well as the

nor be cdescribed.

Fer the early experiments, a range of temperatures were
cx, lsrec 50 <hat the effects of temperatures on XAS features could

iéled. Each of the samples was inc. .dually mounted in the

smzller sample dewar mentioned abeee.



For the run on samples A and B and the first two runs on samples
C and D, a wide range of temperatures were explored. The temperature
range covered was 202 K to 284 K. As was mentioned above, no
significant data were obtained from samples A and B because the
signal~to-noise ratio was poor.

For Run 3 on sample D, multiple scans were taken at three
different temperatures, 217 K, 242 K, and 263 K. This was done so
that becter EXAFS could be obtained than was obtained during Runs

.
1 and 2. 1In addition, care was taken so that the energy calibration

of the monochromator was known throughout the rusn. The posizion

of the edyge versus temper;;ure was studiec in addition to other Xns
features. This is only run in which we were ahle to maintain this
calibration within the necessary accuracy, +0.1 eV, to obtaln an
accurate measurement of the edge position. For earlier runs, we
were not careful enough. For later runs, the calibration of the
monochromator was slipping due to a slippage in the mechanical
drive. These problems only affected the position of the edge and
did not affect comparisons of other XAs features.

Samples E, F, G and H were mounted in the dewar outlired in
Figure V-1, Scans were taken at two different temperatures,
197 K and 228 K, For the higher temperature, only edge (XAES)
data were obtained while both XAES and EXAFS data were obtained

at the lower temperature.

Standard Compounds

R‘nN3 and RbBr compounds were obtained from Alfa Chemical.

The samples were powdered and mixed with a binder, cellulose acetate.



They were then pressed into the lh" diameter pellet which was placed
in a plastic holder for prot:-ction.

Rb-metal was evaporated into one of the sample cells used for
metal-ammonia solutions. It was highly reflective ané silver

1n color. The cell was removed from the vacuum apparatus in the

manner described above.

Uy

can Parameters
standard scan used to obtain data is described here. Data
rvaren at éo eV intervals from about 420 eV to 20 eV
Data pcoints were taxen &t 0.3 eV

< low the edge inflection.

low the inflection polnt to 30 eV above

the data (except
taken using using a 0.6 eV interval., This 1s suifficiently fine

features in the edge region of the Rb samples vary much

J.€ ¢V. From abcut 32 eV afove the ecdge to about

were taxen ar 3.2 eV intervals.,

an adezuate sargle of the EMAFS region. range 1in

15 shorter zhan is normally usedé above the edge. In every

3 was visible above the noise level at 600 eV above

Tars is due to three factors present in all Rb samples:

the edge.

® large thermal motion parameters
[
e firsct shell bond distances of more than 3 A

e first shell scatterers of nitrogen.
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Conductivity and Phase Separation of Rb-NH3 Solutions

The conductivity and phase separation data presented in this
section were measured by Sharp et al. (3). Figures V-3, 4 and S
are plots of the conductivity and phase sepiration of the Rbr-'H3
solutions. The bold letters C, D, E, F, G and K indicate
sample concentrations where data were taken and analyzad for this

work.

Figure V-3 is a plot of conductivity versus temperature for

two different concentrations., Figure V-3a is a plot of conductivity
veérsus temperature for a sample with the same concentration as
sample D. Tne data taken.on samples C and D were taxen at
temperatures from T = 205 K and up as indicated on Figure V-5,

The conductivity change for this temperature range is indicated in
Tigure V-3. The position of the edge was observed Lo increase and
the density of the rubidium was observed to decrease as the
temperature increased for sample D.

Figure V-4 is a plot of conductivity versus concentratior for
several different metal-ammonia solutions., The bold letters indicate
the different concentrations at which EXAFS data were obtained.
Figure V-3 shows a phase diagram for RbNH3 solutions. The bold
letters indicate the concentration and temperature at which data
were obtained. Figures V-3, 4, and 5 show that the XAS sample
concentrations and temperatures studied investigated the region

in and near the metal-insulator phase separation and phase

transition.

The next three sections discuss the results and conclusions derived
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AES Analysis

Analysis of edge features included a gualitative comparison of
the edye features evident in the original data and in the seccond
derivative spectra.

Figure V-6 shows a raw spectrum plot of absorbance, ux, for

E. There were no crystal "glitches" removed Irom

a files.

scussed in Chapter IZI, a pre-edgz strip was done across

VU of data below the onset of the absorption. Formally,

from the Ro K-shell remained after the subtracticn.

residual background remained from other edges

z2ractor backgrouris Tnese were swall in the 50 eV

analysis. For EXAFS analysis,

Lo racvground was removed, and the residual background

irned here did not affect that data arnalysis. The data files

then normalized to an edge height of 1.0. Using the formalism

IZI, the funczion is now ;I {£) wnere E is the photon

Fcr sample G, L is plotted in Figure V-7.

I
An example of an edge spectyum, its first derivative, and its
second derivative are shown in Figure V-6. These spectra have been
Fre-eice stripped and post-edge normalized as described in Chapter
212, A guarctitative comparison of the features indicated on Figure

Y= nas been cone. Hp is the height of the 1ls to 4p transition peak

witl, tne edge height A()) normalized to 1.0. Ep is the position of



the peak, which is defined as the zero crossing in the Zirst derivative.

E_ is the major inflection point in the onset of the edge, whica is
dcfined a3 the zero crossing in the second derivative. . o .

I
15 the edge width., Since a small shoulder was evident in the region

of the inflection point, a low resolution derivative was used to

escimate EI and EP. In order to calculate the first derivative, a
cuadrat.c was f£it through the data within 3.0 eV of each point.
aralytical derivative of that guadratic function was an
.
oo of the true derivative Ior each data point. The
55 was repeated on the first derivative the
In addition, since the sample T,
.. xnown, the density of the metal in solitio
irom

As discussed in Chapter

we size of the edge jump, A(ux), using the eguation

_ A{ux)
A Ao}

AP hange in secticn
. the chang cross ic

McMaster tables (2). A(ux

tng the pre-edge fit from che

o EC = 15208 ev. I is an estimate of the onset cf

C

.oum using the atomic states of Charlotte Mocre's Tables {4).

in each one of these quantities have been observed

slate well with the known properties of Rubidium metal-
{

However, experimental difficulties, primarily

solutions.

the monochromator system, limicec the usefulness of some of
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the data obtained.

Data from saaples A and B will not be presented. The low
irntensity of the X~Ray beam coupled with the thickness and
concentration of the samples caused the data to be of insufficient

guality to yield significant results.

Qualitative Discussion of Second Derivatives

Ficure V-9 is a plot of the second derivatives of the Ro-

ammonia solution edges. There is a significant difference in
A

fiius bewwoe: 15190 and 135200 ev. These differences are

- W g @ Sbed -
the presence of other small transitions in addition to

the larce major absorption onsec. In comparing these plots, bear

the minoshromator wis slipping slichtly from scan to

Corrections were made, Lut som2 changes in the absolute
nesition of an edge feature may be due to this slippage. Only

{ve changes should be considered. In this light, a shoulder

to meve in the Girection ¢f higher energy as the sample

in conductivity. This change could also be due to

15 the intensity of a transition. From published

of conzuctivity and phase separations, reproduced in
Figures V-3, 4 and 5, a qualitative comparison can be made.

Cate presented later indicate that the metallic phase of the phase
serparated solution was observed for sample F at 187 K as would be

expe-ted since gure V-5 indicates that sample F is in the

Fr.ase separation recion. The conductivity estimates are listed
celow Zor these samples so that they can be compared with Figure

V-9.



Ga (E at 228 K) > ca,(E at 200 X)
>0, (F at 197 K) > o, (F at 228 K)
>0 (G at 228 K) > ac,(G at 197 K)
> cd,(H at 197 K)
Note also that sample G at 197 K in Figure ¥-9¢' has a much
larger negative peak in the second derivative. This may be an
indication of the differences one would see in the edge spectrum
when the sample is on the phase-separation contour. Our measure-
nents cf temperature ;nd density indicate that sample G was run
on the phase~separation boundary as shown in Pigure V-5.
figure V-10 shows a plot of the second derivative of Sample D
at three different temperatures. 7The resolution and poorer signal-
te-neise ratio for this file made it impossible to extract infor-
mation about the small shoulders observed in Figure V-3. These
wore the orly data taken in which the monochromator slippage

sroblem did not occur. The absolute position of the edge is

therefore meaningful. The position of the inflection point is

cussed next.

Inflection Point (EI)

Only Run 3 of Sample D was of sufficient quality to obtain
iniormazion on the positien of the inflection point. We were able
L2 ohrain gensistent data accurate to +0.1 eV. On all other runs
the monochromator calibration slippage, mentioned in Chapter " 1II,
masked any effect of changes in concentration or temperature.

¥or sample D, several experimental runs were used as monochromator



calibration between beam fills.

The inflection point for Run I of Sample D is plotted in
Figure V-1ll. The straight line is the best fit through the 11
data points. The correlation coefficient of the fit is 0.972., The
fit is EI = a + b T where T is the temperature in Kelvin and

a = 15186.31 (3) eV and

b = 0.0309 (10} ev/K .
{The estimate oS the error in the last place of the fit results is

«

enclesed in parentheses.)

reases and density decreases as the

wce the conductivity in
tem erature 1$ .ncroased fl), this change must be the cause of the
increase in the inflectzon point position. As noted above, the

zhsorption rise occurs at lowex encrcgy in Rb—NE{3 compounds than in

& me+tals. This, in addition to the small shoulder in the absorption

o1

risc, indicates the presence of othar transitions which change
—erncity or position as a function of concentration and temperature.

in contrant o these deta, the onset of the edge usually decreases

i, ~nergy as the samples become more metallic (5). In fact, we note

w.at FDN an inctlator, has an onset at & higher energy. Therefore,

2
3

ces mway be attributable to excitonic transitions in the bond

gap of a semi-metal since they are not explained by the standard

laration.

DM' HP and AP

Table V-I lists the gquantitative XAES results of samples C
tnrough H. For samples D/Run 3, E, F, G and H, the dersity of

Rb metal (DM)' the heightof the paak (Hp), and the edge width (AP)

187
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are listed separatelv for each temperature run. For Runs 1l and 2

on samplies C and D these quantities are listed as an average of

the values of scans at aifferent temperatures spanning the range of
temperatures listed. The different temperatures used are evenly
spaced throughout these regions. These average values are presented

comparisons with other results. No statistically significant

changes were noted in HP and 4, for samples C and D. Therefore,

comzlete Zata as a function of temperature are not presented.

Statistically significant dependence of D, rsus T will be

nied later for samples C and D. The results for D, E, and L

e discussed separately.

¢ estimated concentration {(C) of the samples in Mcle Percent

is listed. This is a rough estimate which :is calculated

5 . . A 3 -
that the volume of Rb (v,) is 40 cm” per mole of

D Tre number of measurements for each line of data is listed zs

N. The error bars for D H, and a_ are the standard deviatiors oz

1o

N wvalues.

rom Runs 2 and 3 were taxer using a

Xote =ha+ the

ion crystal. This fact caused the edge width A t©o increase

height Hy to decrease. Therefore these data cannot be
cotpered with the data taken with the better monochromator.
Additicnally, differences may occur due to smaller changes in

n from day to day using the same monochromator. Therefore,

comparisons can only be made within the same run. There

runs represented on Table V-I. Samples E, F, G and H

were all Run 4.

b

[G)



Density, DM

Figures V~12 and V-13 show the plot of the loglo(DM) versus
1/7 for the data of Samples C and D, respectively. These values
can be fitted to a semi-empirical relation indicated by the solid
lines. The results of this fit are contained in Table V-II where

the eguatien f£it was

2
lo (D) = a_ + a, (1/T) + a (1/T)
910"x o T/ PANA
; . . . .
The erroxs in these values are large, but they are 1n apparent
agreement with the values of a, as calculated from measurements
of the volume of the solution. For several different metal-
amrmonla sclutions, Thompson et al. {6) found that a, was betwsen

-1.z and -2.1. As shown in Table V-II, our measurenent of a2

2.8 = 0.9. Thus the XAS experiment provides a new manner by

isg

fluctuations which ozcur near the

points of the metel-insulator transition.

..ote that in Tasle V-I the densities (D), except for sample

, ¢ .2 sclutions increcce when the temperature is lowered.
T...5 Ancrease is more evidernt when the percent increase is plotted
a3 in . gure V-14. Here the percent density increase from the

nighest temperature run is »lotted. For samgle F, however, the
Gensity decreases dramatically (by 25%). Samples D, E and G
increised only 2 to 6%. The cause of this anomaly is that
concentration, C = 2.7 MPM, and temperature, T = 197 K, place

the samule within the phase-separated region of Rb—NH3 as shown in

Figure V-5. Since the lighter phase of the metal-ammonia solutions

189



is the metallic phase, the data taken at 197 K for sample F were taken
on the metallic phase of the phase-separated solution.

Peak Height (HP) and Edge Width (AP)

Tae daca obtained for edge height, HP, and edge width, AD, for

)

samples E, F, G and K are plotted in Figures V-15 and V-16.

, the most concentrated, is in a metallic phase at both

t

temperatures. All other samples at all temperatures are insulating

T at 197 K, as mentionedé pefcre. Thus
.

s2ek is diminishing in size and the edge width increasing as the

» of the sample increases. This correlates with the

ve discussion of the second derivative spectra above.

2z the solvated electron grows in size {(with increasing

Concentration or increasing temperature), it begins to incluce the

bitals of the Rb in the conduction band. The Rb edge

5 . . - - . gl
thas starts to look iess like Rz ané rore .ike the Ro

==L which would not have a peak T at the edge but rather a smooth

onset. At a higher conductaivity of theg metal-ammonie

the peak In the edge spectrum should disappear completely.

nature of these states which change intensity ané the

cxporimental data and theoretical cal-nulations.

[l

Analyvsis

Analysis of the EXAFS features fcllowed the methodology presented
in Chapter IZI. Seversl attempts to remove the backgrounds from the

datra fajiled. A polynomial fit to the background had to be

}s

<
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done simultaneously with an initial fit to the EXAFS data. The
following analysis concentrates on finding the radial distance
of the first shell Rb-N peak in the RbNH3 solutions.

Backgrounéd Removal

Figure V-17 shows a raw spectrum plot of normalized post-edge
* o .

data, uI versus k(1/A) for RbNH3, sample E. The first post-edge
background removal, a quadratic fit from 250 eV above the edge to
the end of the data, is overplotted on the same figure.

Figure V-13 shows the resultant data. The sharp drop in the

o

bacxground which ocrcurs at about 5.0 1/A is just beyond 100 eV above
the edge {E(photon) = 15300;. This drop in absorpticn is believed
to arise from two electron events in which both electrons are bound.
The MIV and Mv edges of Rb are bound by about 110 eV. The 2-electron
process which excites an M-shell slectron and a K-shell electron
into bound states woulé no longer occur once the exciting photon
enr U7y is greater than about 15310 eV. Two electron processes in
whicn one or both of the electrons is frece (shakeup and shakeoif

processes) have been shown tc have a negligible cross-section until

cnouvon enercy is 400 to 800 eV past the edge (8). Therefore,

on~ would expect to see 1 decrease around 100 eV above the edge
as noted. Since no theoretical or other experimental work has yet
been fublished on this eifect, it will not be discussed further,
Tne following analysis concentrates on the remeval of this background
so that the sinusoidally oscillating EXAFS can be aralyzed.

Using the theoretical EXAFS calculation of Teo et al. (9),.

a fit ro data in Figure V-18 was performed on all data files. One



nitrogen shell was fit simultanecusly with a 10 term Tschebychev
polynomial expansion for background removal over the range k = 2.5
to 10.0 l/g. Any polynomial of an order lower than 10 terms would
not follow the background correctly. In addition, the background
was tested to show that it did not follow the EXAFS. The background
for sample E is plotted with the data in Figure V-18. The resultant
file less the background and the EXAFS fit less the background are
plotted in Figure V-19 for sample G. All the other files were
processed in a similé} manner. The parameters for the shell are

sim o the final answers listed below. However, the following

procedures produced more accurate values for the fit parameters.

s Versus Wavevector and DJistance

. = w2y . . cx oo
Firgure V~20 is a plot of x x!k) for the six RbNH3 IXATS samgles.
Note that the thermal motion term for these samples is large. This
ted for a metal atom dissolved in a solution. Figurc V-21

. ; - L3 - .
is & plot of the Fourier Transform, ¢3(R), of k"X (k) for the same

scans of RbNHB. The one peak in each f£ile is nearly

2ntizal In position to the peak in each of the other spectra.

szion of the peak in ¢3(R) can be used to compare different

sxmnics.  However, this method is not as accurate nor does it give

an absolute distance as does the fitting method described below.

scription of Analysis

following is a summa:y of the analysis approach used for

each cata file, The com-late method was described in Chapter III.

Starting with x(k) * k3 with the background remaved prepared with
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a given Eo, the theoretical phase was removed and a Fourier
Trans form computed, EO was varied until the sine componeni peak
of the transform occurred at the same R-value as the power spectrum
peak. This provided an estimate of the Eo which was consistent with
the theoretical calculation. This EO value was used as a starting
point for the fitting in k-space.

Using the theoretical amplitude and phase functions, the fitting

model is eguivalent to

‘

2
F(E) = aeck sin (2kR)

= {3 (E~E ))5 and A, 5, R and Eo are variables. For a
[¢]

one~shell fit, the data, x(k) were Fourier Transformed and filtered
so that only the one shell of irterest was kept. The initial Fourier
Transform was X = 2.3 to 10.5 and the data fitted were

o
k = 3.3 to 5.0 1/A,
An example of the fit and data is plotted in Figure V-22. The

ses of the two files are guite similar. However, the amplitudes

Trnis is true for all the data files. The

the next paragraph imgroved on these

In orcder to get an estimate of error in R, EO and
R were varled arcund their besc fit values. The least sguare

ce 2 ; ;
error, £(D - F) , between the data {D) and the fit (F) is
plotted in Figure V-23. The contour was drawn for a l00% increase
in this error zbove its minimum value. The projection of this
error evllipse onto the R and Eo axis provided an estimate of the

error in R and Eo. Tables V~-III and V-IV report the results of



these fits with the eqk term. The distance R, with error estimates,
is listed in column 4 of Table V-III., The values of A, 7, and Eo
are listed in columns 5, 6 and 7 of Table V-IV. Error estimates for
Eo are included. These results will be discussed later.

Tables V-III and V-IV also have results of fits with the total
amplitude removed. The data used in these fits were prepared by
Fourier isolating the first shell of the data X(k). The total
armplitude function and then the theoretical phase function were

= t . . - . 3
removed from the data. The fitting function is now:

A sin (2kR)

ex= (2 (z-og Nt
(o]

q
o
n

A, is a varieble which should be and is close to 1.0.

the data and fit is shown in Figure V-24. The
agraement is excellent. Figure V-25 is an error plot similar to
Figure Vv-23. The 100% and 1000% increase in errcr contours are
plotted., The 100% error contour provides an error estimate.
Tables V-III and V-IV report the results of these Zits on &ll the

“istance with error estimates in parentheses is listed

L ocolumn 3 of Table IXI. The Eo values with error estimates in
parentheses are listed in column 8 of Table V-IV.

Nuantitative Results for Rubidium Ammonia Solutions

As mentioned above, Tables V-III and V-IV contain the
guantitative results of the single shell fits done on al’ the Rb-N

Zirst shells.

Table V-III is a comparison of the distance results with the two



EXAFS fits reported in columns 4 and 5. Since the fit of column 5
is done with the amplitude function removed, they were not aifected
by inaccuracies in the theoretical amplitude function. Furthermore,
they were minimally affected by multiple distances within the same
shell, since the amplitude removal also eliminated the beating
between shells. Column S therefore contains the k=st ertimate
of the average distance and error in the distance. Tables V-III
and V-IV contain the results from all the one shell fits on RbN3
" o

which gave a reasonable distance of 3.20 A, close to the correct
average of the first two p}trogen shells. & 3-ghell fit on RbN3
will be presented later. In addition, the results of a short
range it on sample F, which was an abbreviated scan, and a similar
short range £it on samgle G are listed in Tables V-III and V=-IV
for comparative purposes.

Except for sample G, the Rpb-X coordination cdistance is abcut

o]
3.10 a. The distance ror the most concentrated (C = 13 MPM)

o
G, is 3.071 + 0.006 A. Tne error bars for samples E, G and

H are small enouch that this difference is statistically significant,

Tne zrrox ellipses of samples E, G and H are plotted for comgparative

purposes in Figure V-Z26. The otner samples are not included in this
figure since the signal-to-noise ratios of these files were poor
enough that the error bars were large. The difference in distan-e

between sample G and the average distances of samples G and £ is

(o]
0.028 = 0.010 A. 7This difference is statistically significant as

indicated by Figure V-26.



The Eo values in columns 7 and 8 of Table IV are virtually
identical for each fit. Therefore, no information can be obtained
from these numbers. The thermal motion term in column & is large
in magnitude as one would expect. The amplitude term, A, in column
5 was multiplied by R2 from Table V-I znd normalized so that the
first shell nitrogen distance of the 3-shell RbN3 fit contained in
Table V~V had a coordination number equal to 8. An estimate of the

cocrdination number, N, is listed in column 4 of Table V-IV.

Sample D is known to have been an inhomogeneous sample.

Therefore these coordination numbers should not be interpreted since

any slight inhomogeneity in the sample affects the ENAFS amplitude

cramatically. Five percent pinholes in & sample would reduace the

XAFS amplitude to 77 percent of its true vaiue (1C).

af

The estimated coordination numbers of samples F and G are
both atout 15% larger than the estimated coordination numbers of

and H. As discussed in Section A, sample G is on the

samnslies E

aration boundary while sample ¥ is in the phase separation

Tnis may be the reason for this coordination number
d.ilerence.

Thyee Shell Fit on RbN3

Tne data file for RbN3 was prepared in the same manner described
arzove Zor the RbNH3 samples. The rourier Transform of this file
is shown in Figure V-27. The poor resolution of the EXAFS peaks is
caused by *rermal motion in the sample. These 3 peaks are not well

separated and any resulting fit will not be very accurate. The fit
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was done to show that the fitting procedure and the theoretical
model were producing answers where were roughly correct for RbNH3
solutions. The results for Rb-N distances in these solutions
can be considered very accuréte even if the RbN3 results are poor
since the theoretical model has proven accurate in the Arsenic
flucrine compounds studied in Chapter IV and other systems (9,11).
The starting paramecers for distance were chosen by adding
0.6 g to the pcsitioqs of the 3 peaks in the Fourier Transform
of rFigure V-27. Neither a two shell fic with two nitrogens for
scattering nor a three shell fit with three nitrogens matched the
Gata. The results of the three shell fit with two nitrogens and
one rubidium are listed in Table V-V. Figure V-28 is a plot of
(k) + k3 and che fit F(k) * k3 overplotted. Note that although
tne £i* is not excellent, the major features in the data are
synthesized by the fit.
As Table V-V shows, the distances for all three shells which
<}
were fit are within 0.1 & of the crystal structure results. (12).
Tne number of scatterers, ¥, which is estiruted from the amplitude

of the it is close to correct for peak 2 but very much smaller

than one would expect for peak 3. This is not entirely unanticipated.
The large thermal motion terms which are evident in both k- and R-space

data decrease the intensity of Rb backscattering more than N. This

is due to the fact that Rubidium scatters less efficiently at low

values of Kk than does nitrogen. By the time the scattering function

5% Rb has become large, the large thermal motion terms have damped
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the EXAFS observed to a small value.

Since a three shell fit on such low resolution data would rot
be exp=cted to be accurate, one would not expect the EXAFS results
to be in excellent agreementtwith X-Ray crystal data. The data
in Table V-V show, however, that the fitting procedure used produced
results with reasonable distances. Therefore, the theoretical

EXAFS calculations provided reasonable answers for RbNH3 solutions.

Concliusions .

]

rigures V-4 and V-5 indicate what range of sample concentrations
and temperature values were studied. In addition to the temperatures
wndicated in Figure v-5, XAES scans of samples E, F and G were
chrained at T = 228 K. XAZS data were obtained at all these positions.
EXATS data were obtained at the positions incdicated by letters E, T

G and H in Figure V-5 and at T = 263, 242 an

217 K for sample D.

3!

The variety of samples studied is representative of ferent

portions of the phase transition region. as the first XAS experiment

erformad on ammonia solutions, this sampling provided a basis

"

Zor & Zeasibility study of XAS experiments on metai-ammonia solutions.

The density, Dy, of the metal atom Rb was measured fcr these

rom the XAS data. The measured data in Tables V-I, II ana

Tigures V=12, 13, 14 are consistent with reported measurements.of the

cf the overall solution (6,.7). With ths improved

G and H, the measurement

tal design used for samples I,

of D,(T) illusctrated in Figures V-12 ané V-13 could be repeated



with greater precision. A measurement of Jensity for both the
metal and the overall solution on the same samples would provide
a measure of the volume of the metal atom. This would provide
more information abou:c the nature of the metal-insulator
transition.

Figure v-14 shows proof that the data collected for sample
F at T = 197 K were a measurement of the metallic phkase in a
priase separated sample. The 25% decrease in Dy as T was decreased
is exglained by this 'fact. Since the metallic phase is lighter (7}
and the density at 197 K is dramatically less than at 228 K, the
rmetallic phase was investiéated. This explains why the features
of sample F at 197 K are similar to the features of the metallic
saliple E and not of the other insulating camples.

Figure V-9 shows the secondé derivative spectra c¥ samples E, F,
G anéd H. 1In addition to the major transition peak at 15199 eV,
smaller cransitions which appear as shoulders are evident in
these spectra between 15190 and 13156 eV. The position and
intensity of these transitions are different in these spectra.
The trends in these differences correlate with the estimated
conductivity of the samples.

Table V-VI provides a summary < the peak heicht and edge

ats which are plotted in Figures V-15 and V-16. For the

jon

width
nigner conductivity samples, the peax height was less than for the
lower conductivity samples and the edge width was

yreater than for the lower conductivity samples. The decrease

in intensity of the major p-transition as the conductivity incr-ases
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accounts for both of these pheromena.

The main absorption pee .a~gest when the sample has low
conductivity and it is therelx icative of the insulating
phase in which the #b" icn is not screened by the localized solvated
electrons. A+ the sample parameters (T and C) are changed so that
the soclvated electron mean free path increases, the conductivity
1nicreases. Increasing electron deleocalization causes this change.
This delocalization causes a mixing of the solvated electron states
witrh the Rb7 states 50 that these states are no longer localized aad
fiscrete. This broadening of the empty orbitals intc bands causes

the pear neight (HP} to décrease. Fcr the same reason, the

Lp, increases.
The eige position, EI, plotted in Figure V-1}, is another
ndication of the correlation of the edge features with the conduc-

civity and electron delocalization. Figure V-3a demonstrates that

the conauetivity will increase for sample D in this temperature

T is Iincreaseé. As the conauctivity increased, E
I
©1 L 4 higher enercy., This was consistent with the

svation ebove, that the small sheulder peak shown in Figure V-3

on.fted to nigher enexgy with increasing conductivity,
Trnerefores, as the delocalization of the solvated electron was

son-reased, the main transition peak P decreaszed in intensity and

the small shoulder shifted to higher energy. The

erera is a sun of these transitions and the arctangent-
snset of the continuum (5). As the sample became more

tha onset of the absorption occurred at the Fermi level




of the metal. The small shoulder was probably caused by the Fermi
level, since the shoulder was most apparent in the spectra of
higher conductivity samples.

The major result of the EXArS measurements presented in
Tables V-III and V-1V is that the average distance of the
first shell Rb~N distance is between 3.07 and 3.10 g. This is the
first measurement of the metal-nitrogen distance in any metal-
anmonia solution. All of the samples (except E) had a measured
bond distance consistent with R = 3.10 + 0.01 g. he most
concentrated sample (E) had a shorter measured distance of
R = 3.07 + 0.01 g. Figuré.V—ZG is a plot of the error contours
wiich indicates that this difference is statistically significant.
The Rb-X bond distance apjear., to decrease as the radius and
delocalirzation of the solvated electron increase..

rinally, the measured number of scatterers {listed in Table V-IV)
is 15% larger for samples F and G than for the other samples E and H.
Since camrles F and G are located in the region of phase separation
as indicated in Figure V-5, the phase separation must involve an
increase in the number of nitrogen atoms bonded to the Rb atom.

These experiments provided a measure of the XAS features of
RbWig, Changes in the features which are consistent with the known
proporties of RbNH3 were correlated with conductivity and delocali-
zation of the solvated electrons. 1In the XAES region, intensity
and position changes of absorption trensitions were explained. In
*ne EXAFS region, the Rb-N bond distance ané the relative number

of nitrogen atoms in the first shell were measured. XAS has been
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shown to provide unique

ammonia phase separation, phase

.on about the nature oi the metal-

transition, and density fluctuations.

[N
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Sample/

Run — C(MPM)
c/1 6
csat :
p/1 7
ps2t 7
D3 7

E 13

F 3.4
G 2.7
5 0.5

* The estimate
parentheses.

-+

with a poorer resolution.

data.

o

Table V-I

RBNH3 XAES RESULTS

1.194 (4931 6.09 (237

DMt *

T (* N (gm/em?) By
203 to 247 13 0.1914 (26) 1.281 (7)
248 to 278 7 0.1871 (95)
202 to 233 7 0.2299 (36) 1.293 (8)
232 to 284 B8 0.2247 (86) 1.140 (15)1
263 (1) 7 0.2230 (16) 1.146 (6)%
242 (1) 3 0.2296 (12) 1.145 (1T
217 (1) 1 0.2359 1.139%
228 (1) 4 0.4206 (32) 1.211 (9)
199 (2} 9 0.4299 (39) 1.231 (15)
228 (1) 4 0.1165 (3) 1.301 (1)
197 (1) 4 0.0866 (4) 1.244 (2)
228 (1) 4 0.0941 (3) 1.297 (3)
197 (1) 8 0.0964 (7) 1.303 (4)
197 (1) 8 0.0180 (1) 1.303 (2)

5.79

5.79

6.45 (1)1
6.03 (1t

5.99 (5%

5.98%
5.92

5.66

of the error in the last place is enclosed in

error estimate.

H
P

*

Ap=Eg~E; (eV)

(3)

(4)

(6)
(16)
(1)
(3)
(2)
(6)

(3)

The data for these samples were obtained using a mcnochromator
and AP cannot be compared with the other

N is the number «f measurements of each quantity whose mean and
standard deviation were calculated to obtain each datum and its
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Table V-II

FITTING RESULTS OF DENSI%‘Y VERSUS TEMPERATURE
1oglo(Dm) = a,(1/mc + al(l/T) +a

- 2
Nt ax(x10 ) * ay{x 10 ) * ag *

Sample C (MPM)
D 7 29 -2.8 (9) 2.6 (7) ~1.22 (15)
< 6 20 =29 (1) 2.7 (1% -1.34 (30)

«

ci the error in the last place is enclosed in

number of measurements of Dy mole which were used in

[N



Table V-III

RADIAL DISTANCE RESULTS OF ONE SHELL FITS

2
Fit with e%%

205

Fit with Amplitude

sample C (MPM) T (K) R(R) * Removed  R{A) *

RbNH,

o/3 ° 7 263 3.09 (5) 3.086 (28)
243 3.10 (9} 3.100 (17)
217 3.08 (7) 3.108 (46)

el 13 200 5.07 (3) 3.071 (6)

¢ ¥ 2.7 197 3.10 (3) 3.101 (22)

ut 0.5 197 3.10 (3) 3.096 (10)

RON _— 295 3.20 (21)  —meee

RbNH,

F$ 3.4 197 3.23 (17) 3.09 (7)

c § 2.7 197 3.12 (14) 3.13 (5)

* The estimate of the error in the

parentheses.

T The data were fit over the range

§ The data were fit over the range

last

of k

of k

place is enclosed in

o
= 3.8 to 9 1/?

o]
3.8 to 6 1/A.
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Table V-IV

EXAFS FITTING PARAMETERS OF ONE SHELL FITS

. Fit with
Fit with %% - - hmplitude
° . Removed
sample € (M)  T(K) wT A a(A) Eg-150006V*  E_~15000eV*
RN
a
/3 263 2.8 .03 =-.022 206 (4) 206 (2)
243:.'4.0  .075 -.023 203 (3) 204 (2)
217 5.2 .097 ~.038 203 (6) 204 (3)
a .
3 13 200 5.6°° .106 -.032 205 (3) 205 (1)
¢ ° 2.6 197 6.6  .123  -.036 206 (3) 206 (1)
e 0.5 197 5.7 .107 -.036 206 (3) 208 (1)
ann. O
Rehy - 295 16.9  .297 -.107 203 (21) --=
=7 3.4 157 13.3 _ .251 -.074 209 (i1} 207 (6}
f6.4]°
¢ 2.7 297 13.7 _ .252  -.069 209 (9) 209 (8)

ar

[6.6]7

The estimate of the error.in the last place is enclesed in
parentheses.

. 2
For EX».’S, A, should be propor+tional to N./R. . The value of
1 is normalized so that N = 8 for peak 1 in the 3-shell fit
of RbNB. See the text and Table V-V for further explanation.

These two values are correc.ed values. The value of N in brackets
was normalized so that sample G with the short-k-range analysis
gave the same N as the long k-range analysis.



Footnotes for Table V-1V,

o The k-range used was k

B The k-range used was k

continued

o
= 3.8 to 9.0 1/A.

= 3.8 to 6.0 1/8.



Table V-V

EXA¥S FITTING RESULTS FOR RbN3

EXAFS Results: A Three Shell Fit on RbN; *

208

Peak 3

Peak 1 Peak 2
Atom Type N N
o )
cixAz) -0.0674 -0.0522
At .0.1495 0.0779
2
A:R;
S R t b
N, = * g st . 6.2
MRy
o]
Ry (A) 3.01 3.78

Crystal Structure Results

§

Radial Distance

Rb
+0.0047

0.001452

0.12

1 2 4 S
hAtom Type N N N Rb
Ny 8 8 2 4

3.10 (3) .3.67 (3)

3.76 (1)

4.07 (3) 4.46 (2)

[}
* The k~range used was k = 3.8 to 9.0 1/A and Eg= 15206 eV.

§ See Reference 12.

2
+ For EXAFS, A should be proportional-to N;/R; .. The value of
N is normalized so that M= 8 for peak 1.

B The estimate of the error in the last place is enclesed in

parentheses.
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Table V-VI

CORRELATION OF PEAK HEIGHT AND
EDGE WIDTH WITH CONDUCTIVITY

Conductivity, ¢ HIGH Low
. +
Peak Height, Hp 1.21 to 1.24 1.30
t
Edge Width, Ap (eV) 5.7 to 5.9 5.2 to 5.4
Samples E, F{197K) G, H, F{228)

* The conductivity estimates were made from the conductivity and
phase separation data in Figures V-4 and 5.

T The values of Hp and 4p listed in this table cover tae
range of values listed in Table VI for samples E, F, G and H.



V-5

V-7

Figure Captions
Chapter V

Sample dewar and sample cells used for Rb-NH3 experiments.

1/y (inverse of absorption coefficient as a function of

R = ENH3] /[M] for metal-ammonia solutions and for pyrex

glass as a function of Z.

Conductivity as function of temperature for Rb—NH3 solutions
f

with (a) C = 7 MPM and (b) C = 5 MPM¥. Note that EXAFS

sample D has a concentration of 7 MPM,

Conductivity as a function of concentration for several
different metal-ammonia solutions. The diamonds and
circles are Rb-NH3 data. The letters indicate the

concentration of the samples which were ased for XAS

measurements.

Phase separation diagram {solid line) and its measured
points (triangles). The letters and arrows indicate the
corcentration and temperature at which XAS experiments were

verliormed.
Rb K-shell absorbance of a representative RbNH3 sample.

Normalized K-shell absorbance of a representative RbNH3

sample.



v-13

v-14

v-15

v-16

211

Normalized K-shell absorbance and its first and second

derivatives for a representative RbNH3 sample.

Second derivative of the normalized K-shell absorbance
for samples E, F, G and H at high temperature (T) and

low temperature (T'}.

Second derivative of the normalized K-shell absorbance for

sample D at three different temperatures.

The major inflection point, EI' as a function of temperature

for sample D,

Loglo(DM) of RbNH3 solutions as a function of 1/T data

(diamonds) for sample D with the fit (solid line) of Table

V-II are plotted.

LoglO(Dy) of RbNH3 solutions as a function of 1/T data
T
(diamonds) for sample C with the fit (solid line) of Table

v-II are plotted.

Change in DM for RbNH3 solutions as a function of temperature.
For each sample, its highest temperature run was defined as

0.0%.
Peak Height, HP' of RbNH3 solutions as a function of temperature.

Edge Width, AP' as a function of temperature for RbNH3 solutions.



v-17

v-18

v-19

V=20

v-22

v-23

Normalized K-shell absorption of a RbNH3 sample with the

first post-edge background strip overplotted.

Data (dots) and background strip (lirne) for a representative
RbNH3 data file. The EXAFS was fit simultaneously witii the
background and one EXAFS shell.

Data (dots) and fit (line) for the fit which included

background stripping. See Figure V-18.

«

kzx(k) plot of EXAFS data for six RbNH3 samples.

6. (R)] plot of six RbNH3 samples.

3

k3x(k) plot of RbNH3 EXAFS data (dots) and the fit (solid

line) with the Debeye Waller term, ¢, included.

Error contour plot for the fit in Figure v-22. The contour

for a 100% increase in error is drawn.

X%, (k) plot of RN, EXAFS data (dots) and the fit (solid
line). xT(k) is the EXAFS data with both the complete

amplitude and theoretical phase function removed.

Error contour plot for the fit in Figure V-24. The contours

for 100%, and 1000%, increase in error are drawn.

100% increase amplitude removed error contour plots for
three high signal-to-noise Rb-NH3 samples. The center of the

contour is the best fit wvalue and the contour provides an



estimate of the reliability of the data,
v-27 ]¢3 (R)| and !¢1 (R) | plots of EXAFS data for RGN,

. 2
v-28 kzx(k) plot of the filtered data (dots) between G.5 A and
[}
4.0 2 and fit {solid line) with the Debeye Waller term, ¢,
included. The fit was done using three scattering shells

N, N and Rb.
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