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Drift Scale Modeling: 

Study of Unsaturated Flow into a Drift using a Stochastic 
Continuum Model 

Abstract 

J. T. Birkholzer, C. F. Tsang, Y. W. Tsang, and J.S. W. Wang 
LBNUESD 

Unsaturated flow in heterogeneous fractured porous rock was simulated using a stochastic con
tinuum model (SCM). In this model, both the more conductive fractures and the less permeable 
matrix are generated within the framework of a single continuum stochastic approach, based on 
non-parametric indicator statistics. High-permeable fracture. zones are distinguished from low
permeable matrix zones in that they have assigned a long range correlation structure in prescribed 
directions. The SCM was applied to study small-scale flow in the vicinity of an access tunnel, 
which is currently being drilled in the unsaturated fractured tuff formations at Yucca Mountain, 
Nevada. Extensive underground testing is underway in this tunnel to investigate the suitability of 
Yucca Mountain as an underground nuclear waste repository. Different flow scenarios were 
studied in the present paper, considering the flow conditions before and after the tunnel 
emplacement, and assuming steady-state net infiltration as well as episodic pulse infiltration. 
Although the capability of the stochastic continuum model has not yet been fully explored, it has 
been demonstrated that the SCM is a good alternative model feasible of describing heterogeneous 
flow processes in unsaturated fractured tuff at Yucca Mountain. 

1 Introduction 

Recent interest in the emplacement of a potential nuclear waste repository in unsaturated 
fractured rock has stimulated a number of studies of flow and transport in unsaturated media. The 
U.S. Department of Energy is currently performing detailed investigations in the thick tuff 
formations at Yucca Mountain, Nevada, which are located approximately 200 m above the water 
table in partially saturated rock. Though the matrix permeability is very low, it is intensely frac
tured at the potential repository horizon in the Topopah Spring unit, and the fracture permeability 
is several orders of magnitude higher than the matrix permeability. Very strong capillary forces 
hold the water in the matrix pores while the fractures are essentially drained. Therefore, the large 
permeability of the fractures is available for liquid flow only in case of episodic infiltration 
pulses. 

Many of the numerical studies performed to study flow and transport at Yucca Mountain are 
based on the Equivalent Continuum Model (ECM), which assumes a local equilibrium between 
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fractures and matrix at any time (e.g. Pruess et al., 1990; Bodvarsson & Bandurraga, 1996). 
However, the method is capable of taking into account the different hydraulic behavior in frac
tures and matrix by assigning different material properties to and calculating different flow rates 
for the two components. Other studies make use of the Double Porosity/Permeability Model 
(DKM), which assumes the coexistence of the fractures and the matrix media at every· spatial 
location, with a flux transfer term connecting the two governing flow equations in the two 
overlapping continua representing the fractures and matrix blocks, respectively (e.g., Gerke & van 
Genuchten, 1993). Both ECM and DKM are approximate methods based on the assumption of a 
continuous flow field. On a small scale, however, the assumption of continuity might be violated, 
and the discrete nature of fracture and matrix flow may become significant. 

The present paper employs the so-called Stochastic Continuum Model (SCM), which is essen
tially a single continuum model with a wide variation in permeability (Tsang et al., in print). It 
allows for the generation of a heterogeneous permeability field in which large permeability areas 
are assigned large correlation lengths in prescribed orientations, while the remaining low 
permeability areas may have smaller correlation lengths. Thus, fracture zones can be made 
distinct from the matrix by imposing a long range correlation structure for a small fraction of the 
permeability in the preferred planes of fractures. With this method, the discrete nature of fracture 
and matrix flow is accounted for, while all portions of the fractured porous rock are described 
with the same generation approach for the entire heterogeneous field. The SCM conceptually 
.differs from previous discrete models of fractured media (e.g. Endo et al., 1984; Schwartz & 
Smith, 1988) in that the previous models consider only the fracture permeability, while the 
present model includes permeability contributions from both the fractures and the matrix in one 
single model. 

We use the SCM to study unsaturated flow in a heterogeneous fractured porous medium around 
an underground tunnel, which is currently being drilled at the potential repository level at Yucca 
Mountain. The spatial scale of our model ("drift scale") lies between mountain scale and labo
ratory scale studies. While study at the laboratory scale is focused on the effect of fracture-matrix 
interchange, study at the mountain scale accounts for the effects of layering and faulting, which 
potentially give rise to lateral flow, fast flow through large features and interlayer ponding. A 
drift scale study, on the other hand, brings out the importance of heterogeneous features on the 
scale of meters in the Topopah Spring welded tuff formation, through which a drift has been 
constructed. The main interest is to calculate the flow velocities and their variations through the 
unsaturated fractured welded tuff into the drift for the evaluation of the waste canister envi- · 
ronment. The temporal and spatial variation of these inflow fluxes are useful input for the 
performance assessment (PA) of the potential nuclear waste repository . 

The numerical simulations are performed with the multi-component, multi-phase code TOUGH2 
(Pruess, 1987, 1991). We activate one phase (liquid) and one component (water) flow under 
isothermal conditions, which means that Richards' equation is used for fluid flow with gas as 
bystander. Water saturation is variable in the medium and is related to the capillary pressure and 
relative permeability as given by the van Genuchten relationships (1980). 

In the next two sections we shall describe the conceptual model used in this drift scale study, and 
explain how the field data from recent field tests and observations at Yucca Mountain were used 
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in the construction of the model. Then calculations of spatial and temporal fluxes in the vicinity 
of and into the drift are presented for different simulation scenarios. A discussion of various 
issues based on these results concludes the paper. 

2 Conceptual Model 

The SCM is a single continuum model which is able to account for the discrete nature of flow in 
fracture/matrix systems. The permeability field is stochastically generated using a prescribed 
probability density function, with the permeability value in each model grid block representing 
either a high permeability fracture zone or a low permeability matrix zone. We followed the 
approach of Tsang et al. (in print) in which both the more conductive fractures and the less 
permeable matrix are generated within the framework of a single-continuum stochastic model 
based on non-parametric geostatistics (Gomez-Hernandez & Srivastava, 1990). This approach 
differs from the parametric geostatistics in that it allows permeability distributions of any form, 
and can take different correlation structures for different intervals of permeability values. 

A specific field site is being addressed to demonstrate the practical use of the method; it is the 
potential repository horizon in the Topopah Spring unit at Yucca Mountain, Nevada. In a pre
vious study (Tsang et al., in print), the SCM has been successfully applied to the saturated frac
tured granit rock of Aspo Island, the site of the SKB (Swedish Nuclear Fuel and Waste Manage
ment Company) Hard Rock Laboratory in Sweden. However, the hydrogeological situation at 
Yucca Mountain is very different in that the potential repository horizon is located above the 
water table, in unsaturated rock. For the fractured porous tuff at Yucca Mountain, we hypothesize 
that the permeability probability distribution takes on two peaks separated by five or six orders of 
magnitude (see Section 3). The lower peak includes typical matrix permeability values, and the 
higher peak encompasses the typical fracture permeability values (see an example in Figure 1). 
The fractures are further distinguished from the matrix in that they have different correlation 
structures. One would assign a small isotropic' correlation length to the permeability values 
around the low permeability peak, and anisotropic correlation lengths to the values around the 
large fracture permeability values. The anisotropic correlation lengths would be large in prescri
bed directions, and small in the direction normal to it, where the prescribed directions are chosen 
according to the directions of fracture planes observed in the field. Generating the stochastic 
medium with these inputs yields a pattern of a heterogeneous distribution of permeabilities in the 
domain with a number of larger permeability values aligned in the fracture plane orientations. An 
example in 2D is shown in Figure 2. 
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Example of a permeability probability distribution for a fractured porous medium 
(with km: geometric mean of the matrix permeability values) 

2.0 4.0 6.0 8.0 1 0.0 12.0 14.0 16.0 18.0 

y[m] 

2D example of a permeability distribution of a fractured porous medium, based on 
the Stochastic Continuum 'Model (dark shading: high permeability, light shading: 
low permeability). The high permeability features are oriented at approximately 
60° to the y - axis.· 
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3 Use of Observation Data to Determine Model Parameters 

The values for the parameters used in our modeling studies are chosen based on a careful review 
of recent experiments and modeling results at Yucca Mountain, namely: 

1) Observation in the ESF near the Thermal Test Alcove 

2) Observation in the Thermal Test Alcove 

3) Air Injection Tests of May, 1996 

4) LBNLIUSGS Site-Scale Model 

The fracture maps of the main ESF drift at the 2820 m to 2840 m section were reviewed. One 
notes the presence of dense, short fractures of lengths up to 3m and spacing 2-3m between frac
tures. Large fractures of lengths 7-8 m with -10 m spacing are also observed. Both sets are 
approximately east-west trending and have dip angles of70°- 80°. 

In the Thermal Test Alcove, the tunnel boring has exposed three surfaces of a block approxi
mately 15 m wide. Twenty seven instrument boreholes were drilled into the block for thermal 
testing (Tsang et al., 1996). Video pictures of the borehole walls and fracture maps of the three 
surfaces of the block show two sub-vertical fracture sets, one at NS direction with approximately 
90° dip angle and the other at E20°N direction with approximately 70° dip angle (Mitchell, 1996). 
A series of air injection tests were carried out in the boreholes in the Thermal Test Alcove (Tsang 
et al., 1996). These involved setting packers in each of the boreholes and observing pressure 
responses in them when one of the boreholes was pressurized. The derived permeabilities from 
these tests range from 5.2 X 10-12 m2 to 5 X 10-15 m2

• The former number is probably associated 
with fractures which dominate flow in that particular borehole and the latter may reflect a combi
nation of matrix permeability and permeability of smaller fractures. It is also noted that strong 
variations in permeability occur between two boreholes separated by only 1 m, suggesting that 
the correlation length of the permeability may be of that order. 

Based on the above information, we decided to set the mean permeability value for the fracture 
peak, kf, to be 10-12 m2

. The permeability values around this fracture peak have an exponential 
correlation structure with a correlation parameter of 4 m prescribed for two orientations, NS 
vertically (i.e. 90° dip) and E20°N with 70° dip, respectively. (Note that, for an exponential 
correlation structure, the range of correlation can be as large as three times the correlation 
parameter.) For the low permeability matrix blocks, the correlation structure is spherical with a 
correlation length of 1m. The mean matrix permeability, km, was taken to be the same as given 
by the 1995 Site-Scale Model report (Wittwer et al., 1995: Model Sub-Layer 3.4), which is 5 x 
10-18 m2

. This is to be compared with 2 x 10-18 m2 used in the recent TSPA work (Wilson et al., 
1994). We have kept in contact with the Site-Scale Modeling Group at LBNL and received input 
from them on the most up-to-date parametervalues based on calibration against data. However, 
since recent changes have not yet been incorporated in a citable reference, we have stayed with 
the values given by Wittwer et al. (1995). We have done a preliminary sensitivity study of the 
results on alternative permeability values, which will be presented in Section 6.1. We also follow 
Wittwer et al. (1995) in assuming the average matrix porosity, Om, of the Topopah Spring unit to 
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be 14 %. The porosity of the fracture areas, Sr, is set to 0.1 %. Parameters used are shown in 
Table 1. We plan continuing work to be based on the new Site-Scale Model being developed 
(Bodvarsson & Bandurraga, in progress), together with insights from other related studies. 

In our model, we also need the percentage of values under the respective fracture and· matrix 
peaks in the permeability probability function. Furthermore, the spread of values around the 
mean permeabilities is needed. No hard data are available for these quantities. Since we expect 
the fractures to take up a smaller fraction of the rock volume, we attribute about 23 % of the grid 
blocks to have the larger permeabilities, while the majority (77 %) of the permeability values is 
assigned to the low permeability matrix peak. Then, with the porosity of the fracture areas set to 
0.1 %, the total continuum porosity of the fractures amounts to 0.023 %. The standard deviations 
in log10 of permeability, cr, are assumed to be 0.6 and 0.3 for the matrix peak and the fracture 
peak, respectively. 

Additional parameters required for the calculations are the van Genuchten parameters that corre
late saturation with the capillary pressure and the relative permeability. The relevant equations 
(van Genuchten, 1980) are: 

with 

Pcap = 
kr = 
Se = 
Sr = 
1/a = 

13 = 
m 

capillary pressure 
relative permeability 
(S-Sr) I (1-Sr) = effective saturation 
residual saturation 
capillary scaling factor 
pore size distribution coefficient 
(1-1113) (after Mualem, 1978). 

(1) 

(2) 

A different capillary curve is assigned to each permeability value in the heterogeneous continuum 
through the multiplicative capillary scaling factor, 1/a, in equation (1). This capillary scaling 
factor is assumed to be inversely proportional to the square root of the local absolute permeability · 
(Leverett, 1941 ), with the reference values given in Table 1. Hence, high-permeable areas 
("fracture peak") are associated with low capillary suction, while low permeable areas ("matrix 
peak") are associated with strong capillary suction. 

The values for 13 and m of the matrix peak are taken from the Site-Scale Model (Wittwer et al., 
1995) as shown in Table 1. The l3 and m parameters for the fractures are assumed to be the same 
as in the matrix, which coincides with newest calibration results from the Site-Scale Model. 
Residual saturation in the matrix, Sr,m. was estimated as 0.2, which is also in the range of recent 
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Site-Scale Model calibration results. The fracture residual saturation, Sr,f, was arbitrarily set to the 
same value as in the matrix. 

For illustration, the van Genuchten relationships with these parameters are shown in Figure 3 and 
Figure 4. 

Table 1: Material properties 

Matrix Peak ( 77% of all permeability values) 

= 

= 

= 

0.6 

14% 

Fracture Peak (23 % of all permeability values ) 

= 

= 

Matrix Peak 

llam = 

13m = 

Sr,m = 

Fracture Peak 

liar = 
l3r = 
Sr,f = 

10·12 m2 (geom. Mean) 

0.3 

0.1% 

752 KPa 

1.33 

0.2 

1.68 KPa 

1.33 

0.2 

=> 

.=> 

=> 

Site-Scale 

(Wittwer et al., 1995) 

(assumed) 

3.4 

=> Site-Scale Model, Sub- Layer 3.4 
(Wittwer et al., 1995) 

ESF - Air Permeability Tests 
(Tsang et al., 1996) 

=> 

=> 

(assumed) 

(assumed) 

=> Site-Scale Model, Sub-Layer 3.4 
(Wittwer et al., 1995) 

=> Site-Scale Model, Sub-Layer 3.4 
(Wittwer et al., 1995) 

=> (assumed) 

=> from: • 1 I • 2 = ( k 1 I k 2) 
0

·
5 

=> (assumed) 

=> (assumed) 

Note: k denotes the saturated permeability, and crk denotes the standard deviation in log 10 of the saturated 
permeability. e denotes porosity. The subscripts m and f indicate matrix and fracture properties, respec
tively. The reference air entry values 1/a listed here are associated with the geometric mean of the per
meability values of the fracture and matrix ensembles, respectively. All other air entry values are cal
culated from the scaling law, with the matrix parameters as reference values. The van Genuchten 
parameter miscalculated from equation: m = (1-l/j3). 
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4 Simulation Geometry and Model Domains 

Based on the SCM introduced in Section 2 and parameters extracted from field observations, 
testing and modeling results described in Section 3, a three-dimensional block of heterogeneous 
permeability distribution was generated using the sequential indicator code SISIM of the geosta
tistical library GSLIB (Deutsch & Journel, 1992). Figure 5 presents the one realization that was 
used for the current study. One notes from the figure that though the generated SCM honors all 
the input, it does not display a continuous high permeability feature that cuts through the entire 
block. Such a feature would be found if the correlation length assumed was larger, or if the 
model were conditioned to particular fracture data. In the current preliminary study, we have not 
attempted to do either. 

30 Heterogeneous Permeability Field 

0.0 

15.0 

z 

0.0 

0.0 y 20.0 

-2.0 log (k!km) 6.50 

Figure 5 The realization of the three7dimensional permeability field used for the present 
study (with km: geometric mean of the matrix permeability values). The dimen
sions are given in meters. 
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A large number of two-dimensional simulations were performed on three different vertical cross 
sections of the three-dimensional permeability field. Figure 6 illustrates how the two-dimen
sional cross sections are arranged in space. Cross section YZ is a vertical plane parallel to the 
drift (YZ- plane), the two other cross sections are vertical planes perpendicular to the drift (XZ
plane). As already mentioned, one of the main fracture sets found in the Thermal Test Alcove is 
oriented vertically inNS direction (i.e. in the XZ- plane). Thus, the YZ plane is perpendicular to 
this fracture set and the other cross sections are parallel to it. 

NORTH 

< X 

Figure 6 Schematic illustration of the cross sections chosen for the simulations runs 

Prior to the simulation runs, a statistical analysis was done to estimate the permeability distribu
tions of all three cross sections and calculate the percentage of low/high permeable values in the 
domain. The YZ plane used in the simulation runs was chosen to represent average properties of 
all YZ planes. The two XZ planes were chosen to represent extreme cases with respect to the 
percentage of fracture permeabilities in the domain. Cross section XZ_l incorporates a higher 
proportion of fracture areas, i.e. it has a higher than average permeability. Cross section XZ_2 
incorporates fewer fracture areas, i.e. it has a lower than average permeability. See Table 2 for a 
summary. 
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Table 2: Properties of the simulated cross sections 

0.41 x w-16 

0.12 x w-16 

72 

82 

77 

18 

23 

Figure 7 shows the spatial distribution of the absolute permeabilities in the YZ plane. The model 
area extends 20 m in the horizontal and 10 m in the vertical direction. The domain is divided into 
80 x 40 square cells, with each of those cells having different material properties. Figure 8 and 9 
show the XZ planes which cover a 15m x 15m area, divided into 60 x 60 square cells. The black 
line in the center of the latter figures indicates the location of the drift, which has a radius of 2.5 
m. In all figures, the flow domain is characterized by a strong separation of low permeability 
areas ("matrix" areas) and high permeability areas ("fracture" areas). Additionally, there is a 
smaller spatial variation within each of the two separate ensembles. 
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Figure 7 Saturated permeability distribution in the YZ plane (in log 
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If not otherwise indicated in the respective sections of this report, all simulation are obtained 
using the two-dimensional permeability fields presented in Figures 7, 8 and 9. However, for the 
simulation of infiltration pulses (see below), we were also interested in permeability fields com
prising continuous high permeability areas that cut through the entire model area. Through-going 
vertical fractures or faults may act as conduits for episodic, rapid flow of water through the 
unsaturated zone (e.g. Nitao & Buscheck, 1991; Nitao et al., 1992; Zimmerman et al., 1996; 
Fairley & Sonnenthal, in progress; Altman et al., in press). We manually adjusted the random 
permeability fields shown above by replacing individual low-permeable matrix elements with 
high-permeable fracture elements (threshold value k = 10-14 m2

). Figure 10 shows the "new" 
distribution of saturated permeability in the YZ - plane, featuring a through-going fracture area at 
about y - 7 m to 8 m. Figure 11 depicts the "new" permeability distribution in the XZ_1 plane. 
Here, a continuous fracture area was generated which connects the top boundary of the model 
area with the tunnel in the center. The properties assigned to the "new" elements represent aver
age parameters of the fracture ensemble as listed in Table 1 (i.e. kr = 10-12 m2

, 8r = 0.1 %, liar= 
1681 Pa, 8r = 1.33, Sr,r = 0.2). 

10.0 

8.0 

,..... 6.0 
E ...... 
N 4.0 

2.0 

0.0 

Figure 10 
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-16.50 

-17.00 

-17.50 
2.0 4.0 6.0 ~8.0 10.0 12.0 14.0 16.0 18.0 -18.00 

y[m] -18.50 

Saturated permeability distribution in the YZ plane featuring a continuous fracture 
area from the top to the bottom of the model area (in log 10 m2

) •. Arrows delineate 
the continuous fracture. 
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Figure 11 
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ture area from the top of the model area to the tunnel (in log 10 ~

2). Arrows deli
neate the continuous fracture. 
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5 Simulation Scenarios and Boundary Conditions 

5.1 Simulation Scenarios 

Four simulation scenarios have been considered in this study to investigate the flow phenomena 
in the vicinity of the drift. 

Scenario 1: Steady-State Flow without Drift Impact 
This drift-scale simulation evaluates the steady-state flow field in the vicinity of the drift before 
the drift has actually been excavated. The boundary conditions represent a small infiltration rate 
typical of a "dry" period without strong rainfall events. This gives rise to an almost "static" flow' 
field, where the fractures are essentially non-conductive because of their very low water satura
tions. The results of Scenario 1 serve as the initial condition for Scenario 2 and Scenario 3. 

Scenario 2: Infiltration Pulse without Drift Impact 
Starting with Scenario 1, the impact of a localized infiltration pulse, applied at a high permeabi
lity. "fracture" area on the top boundary, is simulated. This is possible if a continuous large per
meability flow path connects the ground surface with the TSw - unit. In the case of strong rain 
events, the infiltrated water can follow the large permeability path, creating episodic, rapid flow 
through the formation (see Figures 21 and 22 below). However, the pulse propagation might be 
strongly retarded or even completely stopped because of matrix imbibition. In our case, we 
assume a rain event that is sufficiently long so that the infiltration pulse actually arrives at the 
TSw - unit. Again, we study the flow field in the vicinity of the drift before the drift is excavated. 

Scenario 3: Drift Simulation with Ventilation 
Simulations are performed to simulate the impact of the drift on the flow regime within the first 
50 years after the drift has been excavated, but without the presence of waste canisters. There
fore, thermal effects are not considered. Due to the ventilation that takes place in the drift over 
that time period, the relative humidity in the tunnel is below 100 % and incoming water evapo
rates at the surface of the drift. This creates a strong capillary gradient towards the drift. The 
results of these simulations can help to understand the magnitude and variation of incoming 
fluxes, and can eventually be compared with measurements performed in the ESF; in particular, 
with the infra-red images taken to map inflow variations on the tunnel walls. The simulations 
start with the initial condition calculated in Scenario 1. A constant net infiltration is assumed 
without considering infiltration pulses. 

Scenario 4: Long-Term Drift Simulation with Steady-State and Pulse Infiltrations 
This simulation studies the magnitude and variation of fluxes towards the drift after the repository 
is closed and sealed. Since the long-term behavior is studied after the nuclear waste has already 
cooled off, there is no thermal effect on the flow field. The relative humidity in the drift returns 
to 100 % (by definition, for the system in equilibrium), and the open void acts as a capillary 
barrier. Both steady-state runs and infiltr~tion pulses are considered. 
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5.2 Boundary Conditions 

Before the drift is excavated, the model domains considered in our study represent an undisturbed 
part of the Topopah Springs hydrogeologic unit, with the capillary pressure being macroscopi
cally uniform within this unit. As the macroscopic pressure gradient is zero, gravity is the only 
driving force for water flux. For the initial simulation in Scenario 1, we apply a uniform capillary 
pressure value of -0.583 MPa at the upper and lower model boundaries. This value corresponds 
to a saturation of 0.9 for matrix blocks with a saturated permeability of 5 x 10-18 m2 (which is the 
geometric mean of the rock matrix permeabilities). Field observations and simulations performed 
with the Site-Scale Model have shown that the matrix rock in the TSw - unit has saturations in the 
range of 0.8 to 0.95. An alternative boundary condition would be to specify the inflow/outflow 
rate, and obtain the boundary capillary pressures and saturations as model results. However, we 
felt that the measured and/or simulated saturation values are more reliable than the rather diverse 
information about the percolation flux through the mountain. The left and right boundaries are 
closed in all simulation runs. 

For the infiltration pulse run (Scenario 2) the boundary conditions are essentially the same as in 
the initial run, except that at specified locations along the upper boundary (i.e. at through-going 
high permeability features) a high inflow rate is imposed instead of assigning a capillary pressure 
value. The crucial point here is that we have to assume a certain pulse size as well as the tempo
ral and spatial distribution of pulses. Different studies on the mountain scale have come up with 
very different results regarding fast vertical flow paths, due to their strong dependence on model 
assumptions, hydrogeologic properties and precipitation characteristics. In light of this large 
uncertainty we performed a number of runs with different flow rates and pulse duration. 

The other simulation ·runs (Scenarios 3 and 4) ·study the impact of the drift on the flow field. The 
first drift scenario focuses on the early time situation when the drift has just been excavated, with 
the tunnel being open and ventilated. Then, the relative humidity in the drift is low and formation 
water evaporates at the surface. The evaporation and transfer of moisture at the free surface is a 
complicated process which depends on factors such as relative humidity, temperature gradient, 
wind velocity in the drift and surface roughness, the latter two defining the thickness of the lami
nar boundary layer involved and the magnitude of the effective vapor diffusion coefficient at the 
drift wall [Finsterle & Pruess, 1995]. A very detailed simulation scale would be needed to model 
these processes explicitly. Instead, we apply the reduced humidity as ail equivalent capillary suc
tion boundary condition at the drift wall, and calculate the flux under this suction. This simula
tion procedure actually "models" a water flux from the formation into the drift; however, this 
water is not really dripping into the open space of the drift, because it evaporates in a thin boun
dary layer at the drift wall. The equivalent capillary suction is calculated using Kelvin's equation 
[Edlefsen & Anderson, 1943] 

R (T + 273.15) 
pcap = ln(hR) p 

M 
(3) 

with hR being relative humidity, p the liquid density, R the universal gas constant, T the tem
perature (in degrees centigrade) and M the molecular weight of water. We assume a constant 
temperature of 18° C in the drift, but the results would essentially be the same for temperatures up 
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to- 30° C. Applying a value of 50% relative humidity, we obtain an equivalent capillary suction 
of -93.1 MPa at the drift wall. To study the sensitivity of the results, we also simulated relative 
humidity values of 75 % and 95 %. However, we obtained very similar behavior for all these 
cases, and only the 50 % humidity runs will be presented in this report. 

Due to their different orientation relative to the drift axis, the YZ plane and the XZ planes are 
handled differently with respect to the drift boundary. The YZ plane is parallel to the drift axis, 
and we assume that the model area is located on the top of the tunnel, with the drift wall forming 
the lower boundary of the domain. The XZ planes are perpendicular to the drift axis. Here we 
assume that the tunnel is located in the center of the model area, forming a circular void with a 
2.5 m radius. The other boundary conditions are the same as in the initial run. 

The second drift scenario (Scenario 4) is used to study the long-term behavior next to the drift, 
when the tunnel has been sealed, the waste has cooled off and the relative humidity has returned 
to 100 %. In that case, the drift boundary is simply modeled by a zero capillary suction. In the 
first run, the other boundary conditions are set equal to those of the initial steady-state simulation. 
Then, additionally, we study the effect of episodic rapid water flow; i.e. we check if a strong 
infiltration pulse injected at the upper boundary is able to reach and break the capillary barrier and 
enter the tunnel cavity. 

Figure 12 and Figure 13 give a schematic description of the boundary conditions applied for the 
initial simulation (Scenario 1) and the drift simulations (Scenario 2 and 4), respectively. 
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Figure 12 Schematic illustration of the model area and the boundary conditions for the initial 
simulation runs 
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Figure 13 Schematic illustration of the model area and the boundary conditions for the drift 
simulation runs 

5.3 Discretization 
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Different finite difference discretizations have been used to study the sensitivity of the model 
results. For the (pre-drift) initial runs a relatively coarse discretization was sufficient, and each 
(0.25 m x 0.25 m) square cell of the permeability field with a single set of property values was 
represented by only one finite difference grid element. For the drift runs, however, a much finer 
temporal and spatial discretization was needed in the vicinity of the drift, due to the strong capil
lary suction enforced at the drift walls. Therefore, a locally refined grid was used. The cells 
adjacent to the drift wall are represented by 5 grid elements each, with the distances from the drift 
wall chosen to be 0.001 m, 0.005 m, 0.02 m, 0.07 m and 0.154 m (Figure 14). 

In the XZ planes, the circular shape of the tunnel was approximated by simply eliminating the 
inner square elements whose centers are within R = 2.5 m (Figure 14). One could think of more 
sophisticated discretizations to better model the geometry of the tunnel; however, all of them 
would involve spatial interpolation to represent the underlying rectangular structure of the 
permeability field. In light of the focus of our study, an exact description of the heterogeneity 
field is more important than an exact representation of the tunnel geometry. We checked the 
accuracy of our discretization approach for a homogeneous field, comparing two-dimensional 
simulation runs with a 1-D radially symmetric calculation, and found a good agreement between 
the two solutions. 
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19 



6 Simulation Results 

6.1 Steady-State Flow without Drift Impact (Scenario 1) 

The results presented in this section simulate the drift scale flow characteristics for steady-state 
boundary conditions, representing the long-term situation in the vicinity of the drift before the 
drift is actually excavated. These simulations are important for understanding the magnitude and 
variation of flow rates and travel times at the present state. They also serve as initial conditions 
for the drift simulation runs presented in the following sections. 

Two-dimensional numerical simulations were performed for the three cross-sections XZ_1, 
XZ_2, and YZ of the three-dimensional heterogeneity field. As already mentioned, we applied a 
uniform capillary pressure boundary condition at the top and the bottom of the model area, with a 
value of Pcap = -0.583 MPa corresponding to an average saturation of 0.9 in the low permeable 
"rock matrix" areas. Then, the vertical flux through the model area is a calculated result rather 
than an input parameter. Since the upper 
and lower boundaries are kept at the same 
capillary pressure, the regional pressure 
gradient is zero, and gravity is the only 
driving force for flux. Of course, the hete
rogeneity of the permeability field gives 
rise to local variations of capillary pressure, 
saturation and fluxes. Examples of results 
are presented for the YZ plane of the model 
area. Figure 15 gives a schematic picture 
of the distribution of high permeability and 
low permeability areas, with the threshold 
permeability chosen as 10-14 m2

. Figure 16 
shows the water saturation and Figure 17 
shows the magnitude of fluxes. 

Figure 15 

• • 
-I ... 

"Fracture" (black) and "matrix" 
areas (white) in the YZ plane. 
Compare to Figure 7. 

• 

Comparison of Figure 15 and 17 indicates that the flow predominantly occurs in the low permea
bility areas of the model domain. These areas, which represent the rock matrix in the stochastic 
continuum approach, are associated with high air entry values and thus maintain high water satu
rations in the range of 0.9. The highly permeable "fracture" areas on the other hand have very 
low saturation values, close to the residual saturation; they are essentially dry and do not conduct 
significant amounts of water. These two facts together, i.e. small saturated "matrix" permeability 
and low "fracture" saturation, give rise to a very small percolation flux of 0.018 mm/yr through 
the model domain; the flow field represents almost "static" conditions. Recent hydrological 
studies estimate net infiltration fluxes for the Yucca Mountain Site ranging from 0 to 14 mm/yr 
(Flint et al., in review), and the average percolation flux at the potential repository horizon in the 
TSw - unit is often expected to be in the range of 0.1 mm/yr to 5 mm/yr (e.g. Wittwer et al., 
1995). The very small percolation flux displayed in our initial simulation runs represents the flow 
field in a "dry" period assuming steady-state conditions, with almost nonconductive fractures. If 
the dynamics of the system were accounted for by including the effect of episodic infiltration 

20 



pulses, one would end up with higher average infiltration rates, depending on the temporal distri
bution of rain events and the spatial distribution of fast flow paths in the mountain. This is 
discussed in Section 6.2 below. 
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Y [m] 

Liquid saturation distribution in the YZ plane 

y (m] 

Magnitude of flux in the YZ plane (in rnrnlyr) 

0.95 

0.85 
0.75 

0.65 
0.55 
0.45 
0.35 

0.25 

0.10 
0.09 
0.08 
0.07 
0.06 
0.05 
0.04 

0.03 
0.02 
0.01 

Table 3 lists some flow results calculated for the entire model domain from the initial simulation 
runs. Values are given for the YZ plane as well as for the two XZ planes. In Table 4 we identify 
"fracture" flow properties and "matrix" flow properties by choosing a threshold permeability of 
10-14 m2 to distinguish between high-permeable "fracture" areas and low-permeable "matrix" 
areas. In both tables, the so called "mean" permeability denotes the geometric mean of the 
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respective permeability fields. Note that all simulations presented in this section have been 
performed on the three original permeability fields as shown in Figures 7., 8 and 9, i.e. in permea
bility fields without through-going high-permeability features. However, additional simulations 
have shown that the effect of through-going fracture areas is almost negligible at low infiltration 
rates. This is because the flow mainly occurs in the matrix, while high permeability features are 
essentially nonconductive. 

As can be seen from the tables, the percolation fluxes for all three cross sections were found to be 
in the same range. The actual value of percolation depends mostly on the volumetric proportion 
of the fracture areas and the matrix areas, respectively. The more fracture areas included in the 
model area (e.g. in cross section XZ_1), the smaller is the percolation flux. This is due. to the fact 
that the waterflow is predominantly conducted through the matrix. In our simulations 93 % to 
97 % of the total flux through the model area takes place in the matrix. The ratio of fast flow ver
sus average flow is relatively small; the maximum fluxin all cases is only 4 to 6 times higher 
than the average percolation flux. This is due to the fact that the variation of the matrix permea
bility around its mean value is not very large. However, one should keep in mind that the entire 
domain is strongly heterogeneous with respect to the permeability differences between the frac-
ture ensemble and the matrix ensemble. · 

Table 3: Flow results calculated for the entire domain 

0.14 X 10-15 

o.41 x w-16 

0.014 

0.021 

0.076. 

0.116 0.0005 

Table 4: Flow results of the "matrix" and the "fracture" areas 
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Sensitivity Analysis 

Simulations were performed for the YZ plane to study the sensitivity of the percolation fluxes 
with respect to different model parameters. In each simulation only one parameter was changed 
while all other properties and boundary conditions remained the same as in the original run. 

• In Case 1, the matrix permeabilities were increased by one order of magnitude. This may be 
justified by arguing that the 0.25 m x 0.25 m cells may contain microfractures so that the mean 
permeability. of these cells could be much higher than the value for the matrix only. 

• In Case 2, a different correlation function was chosen for the relation between the permeability 
and the air entry value 1/a of the van-Genuchten capillary pressure function. This was done 
such that the air entry value associated with the mean fracture permeability was increased by a 
factor of five, while the air entry value associated with the mean matrix permeability was kept 
constant. All other values were interpolated using the given reference data and the usual 
square-root correlation function. 

• In Case 3, the pore size distribution coefficient used in the van-Genuchten formulation was 
increased (2.0 instead of 1.33 as originally chosen), representing more uniform pore sizes. 

Table 5 lists some flow results for these additional runs. 

Table 5: Flow results for additional simulation runs 

0.949 

0.042 0.121 

0.072 0.581 

0.018 0.083 

0.0 

0.0002 

74 

100 

97 

1 

26 

0 

3 

In all three cases, the percolation rates are increased significantly compared to the original run. In 
Case 1 this is simply due to the higher matrix permeabilities. Note that a similar increase in the 
fracture permeabilities would not have any effect under the present assumption of constant net 
infiltration without infiltration pulses. In Case 2 the fractures are able to maintain slightly larger 
saturations due to higher air entry values. This gives rise to higher relative permeabilities, and 
allows 26 % of the percolation flux to occur through the fractures. The increase of the pore size 
distribution coefficient in Case 3 has two counteracting effects. First, the relative permeability 
function is less steep; i.e. the relative permeabilities maintain higher values for given water satu"
rations. Secondly, the capillary pressure function changes such that the saturation values associ
ated with a given capillary pressure decrease. For the capillary pressure values obtained in our 
simulation runs (i.e. P cap - -0.583 MPa), this effect is not significant in low permeability features, 
but quite significant in high permeability features. The combination of these counteracting 
effects makes the matrix blocks more permeable as compared to the reference case. The frac
tures, however, become completely dry and essentially impermeable. 
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The above preliminary results show that the percolation fluxes are sensitive to the model para
meters, both with respect to the actual flux rate and to the relative distribution of the fluxes 
between the matrix and the fracture areas. However, the qualitative characteristics of the unsatu
rated flow are not significantly affected. Under the assumption of steady-state conditions, the 
fractures have very low saturations, with the flow rates being several orders of magnitude ·lower 
than the flow rates under saturated conditions (i.e: infiltration pulses). This gives rise to a very 
small percolation flux through the model area, with the simulated fluxes ranging from 0.014 
mm/yr to 0.157 rnrnlyr. For such a small percolation flux the average time needed for a contami
nant to travel the 10 m distance from the top to the bottom of the model area would be more than 
50000 years, assuming a porosity of 14 % for the matrix areas and 0.1 % for the fracture areas 
(the reference case parameters). The ratio between fast flow and average flow is quite small; it is 
a result of the relatively small heterogeneity of the matrix ensemble. 

Another set of simulations was performed for the YZ plane to study the sensitivity of the perco
lation fluxes with regard to the upper and lower boundary condition. As was already mentioned 
in Section 5.2, a uniform capillary pressure boundary condition of -0.583 MPa was applied for the 
reference case, corresponding to an average saturation of 0.9 in the rock matrix. If smaller capil
lary suction values were imposed at the boundaries, the saturations in the domain would be 
higher, and the overall percolation flux would increase. To study this dependency we simulated 
two additional cases with modified upper and lower boundary conditions, choosing capillary 
pressure values of -0.028 MPa and -0.168 MPa. For matrix ~locks with the mean saturated per
meability of 5 x 10-18 m2

, these values correspond to saturations of 0.9975 and 0.975, respec
tively. A fully saturated case was also studied to estimate the maximum possible percolation 
flux through the domain for comparison. Results of these runs are summarized in Table 6. 

Table 6: Flow results for additional simulation runs 

197.0 0.0 

1.02 9.11 0.004 58 42 

0.129 0.557 0.004 88 12 

0.018 0.083 0.0002 97 3 

It can be seen from Table 6, that smaller boundary capillary suction values give rise to an increase 
in percolation flux, with the maximum flux given as 3.88 rnrnlyr for the fully saturated case. This 
increase is mostly due to increased fluxes in the fracture areas of the model domain; the percen
tage of flux occurring in the fractures rises from 3 % in the reference case up to 60 % in the fully 
saturated case. Thus, for high capillary suction values as in the reference case, the percolation 
flux is mainly determined by the properties of the rock matrix (since the high permeability 
features have low saturations and are essentially non-conductive). However, with decreasing 
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capillary suc!ion values imposed at the upper and lower boundaries, the fracture conductivity 
increases due to higher saturations, and the properties of the fracture network become more and 
more significant for the percolation flux. In the cases studied, the upper limit of the percolation 
flux is essentially determined by the geometry of the fracture network. As the permeability field 
does not contain a through-going fracture conduit from the top to the bottom, the fast flow in the 
fractures is blocked by low permeability matrix zones, giving rise to localized ponding effects. If 
a continuous fracture area existed in the domain, the maximum percolation flux would be orders 
of magnitudes higher than the values given in Table 6 .. 

6.2 Infiltration Pulse without Drift Impact (Scenario 2) 

As discussed above, at a low infiltration rate, flow occurs mainly through the matrix areas while 
high permeability features have low saturations. However, during a strong rainfall event through
going connected vertical fractures or faults may act as conduits for episodic, rapid flow of water 
through the unsaturated area of Yucca Mountain (cf. Figures 20, 21, and 22). As the wetting front 
moves in the fast conduit, significant amounts of water may be imbibed into the neighboring 
matrix, and the pulse propagation can be strongly retarded or even completely stopped, depending 
on the size of the infiltration pulse. However, observation of localized occurrences of 36CL in the 
ESP indicates that rapid flow through the mountain into the TSw - unit is actually possible. 

In this section we study the effects of an infiltration pulse that has arrived at the inflow boundary 
of the drift scale model domain by assuming a localized pulse of given size and duration, and 
follow its propagation through the flow field. We are interested in the propagation velocity of the 
pulse, the effect of heterogeneity on the pulse propagation, the amount of water imbibed into the 
matrix, and the possibility of water dripping into the drift under 100 % humidity conditions in the 
tunnel. The latter is considered in Section 6:4, Scenario '4. 

A number of recent investigations have focused on fast transient gravity-driven flux in through
going fracture or fault areas at Yucca Mountain and studied the feasibility of infiltration water 
penetrating the repository level (e.g. Nitao & Buscheck, 1991; Nitao et al., 1992; Zimmerman et 
al., 1996; Fairley & Sonnenthal, in progress; Altman et al., in press). Generally it was found that 
two necessary conditions must be met for a pulse to arrive at the ESP level: the presence of large 
permeability (fracture) pathways from the surface to depth, and a sufficiently large pulse size. 
However, very different boundary conditions were used in the above mentioned works, giving 
strongly varying pulse volumes at the fracture entrance. For example, Nitao & Buscheck (1991), 
Nitao et al. (1992) and Zimmerman et al. (1996) assumed a ponded situation at the top boundary 
which gives rise to very large infiltration rates. On the other hand, Fairley & Sonnenthal (in pro
gress) prescribed fluxes at the top boundary (fracture entrance), using much smaller values. 
These studies therefore give rather different results, in particular with respect to the magnitude 
and temporal distribution of flux arriving at the repository level. Both parameters are a necessary 
input for our siri:mlation runs. 

In light of this uncertainty, we decided to study pulse sizes covering a wide range from 28 mm/yr 
to 28000 mrnlyr, injected in a fracture area at the top of the model domain. The latter vaiue is 
similar to maximum pulses studied by Wang & Narasimhan (1986) and Fairley & Sonnenthal (in 
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progress), and is smaller than expected when using ponded boundary conditions as in Nitao & 
Buscheck (1991), Nitao et al. (1992) and Zimmerman et al. (1996). Fairley & Sonnenthal (in 
progress) show in a simple geometrical analysis that strong rainfall events (e.g. 2 cmlhr for 1 hr 
precipitation) at Yucca Mountain can indeed generate localized pulses of the given maximum 
value with one week duration at the entrance to a fault area, assuming that the rain is captured in a 
basin, then saturates the alluvium layer and eventually enters the fault area. However, since our 
model domain i~ located at the ESF - level, which is several hundred meters below the ground 
surface, the pulse characteristics may be very different from that at higher elevations. The pulse 
magnitude is expected to be smaller, and its duration may be longer, due to the retarding effect of 
matrix imbibition and the impact of lateral flow at the PTn - horizon. In the present study con
tinuous injection is applied at different rates and its effect is studied for different injection time 
periods. 

Sensitivity Analysis 

The propagation of an infiltration pulse in unsaturated fractured porous rock has a complex non
linear behavior, due to the different time scales involved with rapidly transient fracture flow on 
the one hand and slow imbibition into the adjoining matrix on the other. Nitao & Buscheck 
( 1991) distinguish three characteristic time periods for the movement of a liquid front in a frac
ture which is bounded on two sides by matrix blocks of limited width. During period I, flow in 
the fracture_ is only weakly influenced by matrix imbibition. In period II, matrix imbibition 
retards fracture flow, with the matrix diffusive strength decreasing while the matrix saturations 
slowly increases. Finally, in period ill, the imbibition front in the matrix reaches the lateral 
boundary (e.g. half-width of the block), and eventually stabilizes to a steady-state condition. 
Whether all three of these periods are actually relevant for a given pulse depends on a variety of 
parameters, such as the pulse volume and duration, the geometry of the system, the material 
properties, and the initial saturation. Therefore, before simulating more complex heterogeneous 
flow systems, we decided to study the sensitivity of some of these parameters for a simplified 
fracture-matrix system which features similar properties and dimensions. Results of our sensiti
vity analysis are given in the following. 

Figure 18 shows the schematics of the flow domain, which extends 10m in the vertical direction. 
It also depicts the finite difference discretization chosen for the TOUGH2 simulation runs. A 
vertical fracture area of 0.25 m width and 0.1 % porosity is located in the center; the adjoining 
matrix area has a width of 2.5 m. If not otherwise indicated, the properties of fracture and matrix 
are given by average parameter values of the respective ensembles presented in Section 3. On the 
upper boundary, matrix blocks receive a steady-state infiltration rate as in Scenario 1, while infil
tration pulses of different sizes are injected into the fracture area. The left and right boundaries 
are closed. The simulation starts from equilibrium, with the initial matrix saturation equal to 0.9 
and the fracture essentially non-conducting. Note that the fracture- matrix interface was discre
tized with very small element dimensions in the x - direction to ensure an accurate approximation 
of the matrix diffusive strength. 

Table 7 gives a list of the simulation runs performed in the sensitivity analysis, and presents a 
summary of the results. The first four runs denote the different infiltration fluxes, chosen as 
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28000 mrnfyr, 2800 mm/yr, 280 mm/yr and 28 
mm/yr. The actual volumetric flow rates injected 
into the fracture area are quite small; they range 
from 0.8 literlhr for Case 1 to 0.0008 literlhr for 
Case 4 (calculated for a fracture area of 0.25 m 
width and 1 m depth). All these injection rates are 
smaller than the _saturated capacity of the fracture 
area; i.e. the saturations in the fracture are smaller 
than 1. For comparison purposes, an additional run 
was performed assuming a ponded boundary condi
tion at the top (with an infiltration flux of 74700 
mm/yr). 

Fracture 

All other runs are performed with an infiltration 
flux of 28000 mm/yr, while different material prop
erties are changed from the original data set. These 
cases are used to study the influence of matrix and 
fracture saturated permeabilities (Case 1A, 1B and 
1C), of initial matrix saturation (Case 1D and 1E), 
of van Genuchten parameters J/a and f3 (Case lF, 
1G, 1H), and of a reduced interface area between 
fracture and matrix areas (Case 11}, as a result of 
channelized flow within the fracture plane. 
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For each case, we ran the simulations until the wet-
ting front arrived at the lower boundary, and meas-
ured the travel time needed for that arrival to occur 
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(Column 4 of Table 7). The iiTfival of the wetting front is defined by measuring saturation 
changes in the outflow fracture element, and checking if the saturation increases by a (somewhat 
arbitrarily chosen) few percent from the maximum change. For comparison purposes, we per
formed the same procedure for a single fracture without adjoining matrix blocks, while assuming 
the same properties and boundary conditions as before (Column 5). The ratio of the respective 
travel times gives an indication of how much the front propagation is retarded by imbibition into 
the matrix (Column 6). 

Another interesting number is the ratio of the total amount of imbibed water versus the total 
amount of infiltrated water. This ratio is time-dependent because (1) the imbibition rate changes 
with the increase of saturation in the matrix and (2) the amount of imbibed water depends on the 
front propagation, as imbibition from the fractures into the matrix takes place only along such 
locations where the infiltration pulse has already passed. We decided to calculate the percentage 
of imbibed water for the time period from the start of the simulation until the wetting front arrives 
at the lower boundary (Column 3). Alternatively, we calculated the imbibition ratio for the time 
period needed to inject a given pulse volume of 9.6 liter. It turned out, however, that the charac
teristics reflected in the calculated imbibition ratios were similar for the two methods; therefore, 
only the results of the first method are presented here. 
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Matrix Permeability 
5 X 10-17 m2 

X 10"18 

Fracture Perm. 
10-11 m 2 

Initial Matrix Sat. 
0.95 

Initial Matrix Sat. 
0.8 

Pore Size Distrib. 
2.0 .33 

1/a.- Fracture 
7222 Pa 1 

Interface Area 
reduced to 10% 

Table 7: Pulse test simulation runs 

97.3 17.50 0.62 

99.1 239.40 4.36 

98.1 585.90 * 29.15 

73.9 0.12 0.03 

98.4 4.50 '0.08 

39.4 0.13 0.08 

60.3 0.14 0.06 

. 70.4 0.24 . 0.08 

94.1 1.24 0.08 

93.7 0.95 0.08 

84.2 0.39 0.08 

75.0 0.29 0.08 

60.3 ,· 0.19 0.08 

28.14 0.82 

54.91 . ·o.69 

20.10 0.57 

4.29 1.00 

56.25 ' ,0.96 

1.63 0.96 

2.30' ·0.60 

3.00 0.96 

15.50 0.96 

11.88 0.80 

4.88 0.96 

3.63 0.96 

2.38 0.96 

* At this time, the lateral imbibition front in the matrix has already reached the two closed side boundaries. 
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As evident from Table 7, the single most important factor in determining the impact of matrix 
imbibition on the pulse propagation is the volume of the infiltration pulse. As the infiltration rate 
decreases, the liquid front travel times increase significantly. This is true for the runs considering 
the complete fracture and matrix system as well as the runs simulating only the fracture area. 
However, the ratio of the travel times increases as well, indicating that the impact of matrix imbi
bition is more significant in the low infiltration cases. Case 4 is an exception from this trend; here 
the time period considered is long so that the imbibition front in the matrix actually reaches the 
closed lateral boundaries on the two sides of the flow domain, and the system eventually stabi
lizes to a steady-state condition. Checking the amount of water being imbibed into the matrix, the 
calculated numbers are quite high in all cases, ranging from 73.9 % up to 99.1 %. This is 
somewhat surprising, since the model area has only a 10 m vertical extension. 

Other parameters considered also affect the propagation of pulses. The matrix permeability direc
tly influences the imbibition rate into the matrix pores. A higher fracture permeability gives rise 
to a smaller saturation in the fracture area (because the saturated flow capacity is much higher 
than the infiltration rate), and creates a higher capillary pressure in the fracture. Thus the capil
lary pressure gradient at the fracture - matrix interface decreases, giving rise to reduced matrix 
imbibition. The initial matrix saturation and the air entry pressures also affect the magnitude of 
the capillary gradient. The pore size distribution coefficient influences both the relative perme
ability function and the capillary pressure function. Here, the dominating effect of changing ~ is 
the increase of relative permeability in the matrix, giving rise to a higher imbibition rate. 

It is evident from this study that infiltration pulses lose significant amounts of water through 
imbibition into the matrix. The front travel times and fluxes appear to be dependent on all the 
studied parameters. Also, the dependence on some of the parameters is both non-linear (e.g. 
relative permeability on saturation) and time varying (e.g. saturation change with time). Further 
studies are being planned to investigate the implication and significance of these results. 

Infiltration Pulse for the Heterogeneous Flow System 

Initially, our simulation runs considering pulse infiltration involved the heterogeneous permea
bility fields as presented in Figures 7, 8 and 9. However, none of these fields feature a through
going fracture area from the top to the bottom of the model area. It turned out that infiltration 
pulses injected in top fracture areas are almost completely stopped as soon as a barrier formed by 
a low permeable matrix area is reached. Even if the infiltration continues for a long time period, 
inducing a pressure build-up with ponded conditions in the fracture, the retarding effect of the 
barrier is still too strong to allow for a rapid propagation of a pulse. Thus, the existence of con
nected fractures is a necessary condition for fast gravity-driven flux at Yucca Mountain. There
fore, in a second set of simulations, we used the modified permeability field as presented in 
Figure 10 which comprises a continuous high permeability fracture area cutting through the entire 
model domain. Figure 19 gives a schematic "black and white" picture of this permeability field, 
with a threshold permeability of 10-14 m2 used to distinguish between fracture and matrix areas. 
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We studied the same range of infiltration 
fluxes as in the previous section, namely 
28000 mrnlyr, 2800 mrnlyr, 280 mrnlyr and 
28 mrnlyr. Injected into a 1 m wide fracture 
area at the top of the model area, the actual 
flow rates range from 3.2 liter/hr for Case 1 
to 0.0032liter/hr for Case 4. The simulation 
runs start with the equilibrated initial condi
tion for a steady-state infiltration (Scenario 
1). Example results are presented for Case 1 
with 28000 mrnlyr in Figure 20, showing the 
changes in flux magnitude compared to the Figure 19 
initial situation for time steps 1 hour and 4 
hours after infiltration start. Note that only 
the center portion of the model area is shown 
in these figures, extending from x = 4 m to 
x = 12 m. Also note that the fluxes are given 

• • 
-I ... • 

"Fracture" (black) and "matrix" 
areas (white) in the YZ plane. Ar
rows delineate the through-going 
fracture. Compare to Figure 10. 

in a logarithmic scale. It is evident, that at a high infiltration flux, fast vertical flow is possible 
when a continuous pathway exists. The wetting front arrives at the lower boundary after about 
3.8 hours. Part of the infiltrated water is being imbibed into the matrix, as can be seen from the 
increase of fluxes in the adjoining matrix blocks. The flux in the connected fracture area is 
mainly vertical, while flux in the matrix is mainly perpendicular to the fractures, induced by the 
capillary suction gradient. 
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....... 
E ....... 
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Figure 20 

4 hours 
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Increase of flux magnitude compared to initial simulation in the YZ - plane for a 
28000 mrnlyr pulse (in log 10 mrnlyr). 
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Our model results indicate that the pulse propagation is mostly influenced by the large contrast in 
fracture and matrix flow properties; the heterogeneity within each ensemble seems less impor
tant. This is mainly due to the strongly dynamic nature of the pulse flow and the very short time 
scale involved in Case 1; the time period considered is simply not long enough to induce a sig
nificant response in the matrix. As a consequence, the results obtained for all cases with the 
heterogeneous field feature similar characteristics as the simplified system in the previous sec
tion. However, for lower infiltration rates as in Case 4, the propagation of the front is much 
slower, and larger parts of the matrix are affected if the infiltration is sustained over a long 
enough period. Then, the heterogeneity within the matrix ensemble may have a greater impact. 
It should be mentioned at this point that the discretization used in these pulse runs could not be as 
refined at the fracture-matrix interface as in the sensitivity study in the previous section. There
fore the approximation of the capillary suction gradient is less accurate, leading to underesti
mated imbibition rates and an overestimated pulse propagation velocity. 

Additional simulations were performed with a modified boundary condition at the top. In all pre
vious calculations it was assumed that a localized pulse reaches the model area, as a result of a 
fast continuous pathway connecting the surface with the ESF. As this procedure might already 
prejudice our results, we studied, in a more theoretical manner, the case when the infiltration 
pulse is spread over the entire width of the- upper model boundary. We assumed the pulse 
volumes to be consistent with the other cases; i.e. flow rates ranging from 3.2 literlhr to 0.0032 
literlhr were injected over the entire 20 m cross section. (Note that the respective infiltration 
fluxes range from 1400 mm/yr to 1.4 mm/yr). To allow the water to freely enter the flow domain 
according to the local unsaturated permeability and pressure gradient, an additional layer of ele
ments was added on the top of the model with a large horizontal flow capacity, and a uniform 
infiltration rate was introduced into each element. In a natural system, one could consider this 
additional layer to represent a homogeneous unit above fractured porous rock, with a relatively 
high horizontal p'ermeability allowing for a non-uniform infiltration into the underlying forma
tion. 

Figures 21 and 22 show results obtained with the new boundary condition and an injection rate of 
3.2 literlhr which corresponds to Case 1. The figures give the increase in flux magnitude 
compared to the initial situation for time steps 2 hours and 16 hours after the infiltration starts. 
Two characteristic time periods can be distinguished: In the beginning, the infiltrated water satu
rates all fracture areas which intersect the top boundary, and the infiltrating water is almost uni
formly distributed among them. In later stages, however, only the through-going fracture area 
acts as a conduit for rapid vertical flux; the liquid front reaches the bottom boundary after appro
ximately 15 hours. The propagation in non-continuous fractures stops at matrix "barriers", and 
positive pressures build up there. Eventually, the infiltration into these non-connected fractures 
significantly decreases, because an equilibrated state has been reached, and the majority of the 
pulse is focused to the entrance of the connected fracture area. Compared to the pulse propaga
tion of the previous cases where a localized infiltration is applied only at the continuous fracture, 
the distributed pulse here leads to a vertical flow delay, because in early periods less water is 
injected into the connected fracture. However, after this initial delay, the pulse propagation is 
similar to that in the previous simulations. 
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6.3 Drift Simulation with Ventilation (Scenario 3) 

The objective in this section is to investigate the magnitude and variation of water movement 
towards the drift under ventilated conditions in the ESP. Eventually, it may be poss~ble to cor
relate the simulated fluxe~ towards the drift with the infra-red images of evaporation-induced 
temperature changes observed on the drift wall. Qualitatively, this can help to understand the 
permeability heterogeneity on a local scale; quantitatively, it may lead to better estimates of 
formation properties such as rock permeabilities, porosities etc. 

The impact of the drift is modeled by applying a strong 
capillary suction at the tunnel walls, representing the 
evaporation of formation water at the surface. As was 
explained in Section 5.2, the equivalent capillary suc
tion value can be calculated using Kelvin's law given 
in equation (3). The simulation runs start with the 
equilibrated initial condition for a steady-state infiltra
tion. Then the equivalent suction boundary condition 
P cap = -93.1 MPa is instantly applied . at the drift wall 
while the upper and lower boundary conditions remain 
unchanged. Examples of results are shown for the 
XZ_1 plane. For comparison purposes, the spatial 
distribution of "fracture" areas (k ~ 10-14 m2

) and 
"matrix" areas (k < 10-14 m2

) is depicted in Figure 23. 
Figures 24, 26 and 28 give the spatial distribution of 
flux in the model area for a series of three time steps, Figure 23 
chosen to be 1 day, 1 year and 10 years after imposing 
the drift wall boundary condition. Figures 25, 27 and 
29 show the changes· in saturation compared to the 
initial situation for the same time steps. 

"Fracture" (black) and 
"matrix" areas (white) 
in the XZ_1 plane. 
Compare to Figure 8. 

As can be seen from Figure 24, the capillary pressure boundary on the drift wall enforces an 
immediate response in the adjoining blocks, with the flux rate towards the tunnel being several 
orders of magnitude higher than the average flux. (Note that the fluxes are given in a logarithmic 
scale.) This induces a change of water content in the formation; the system slowly desaturates. 
However, the depth of the affected area is very small for the first time step, and it propagates very 
slowly, as can be seen in Figures 27 and 29. After one year, an area of approximately 2m from 
the drift wall appears to be affected; after 10 years, the penetration has almost reached the upper 
and lower model boundaries. However, a steady-state situation has not yet been achieved, and 
our simulations show that the system would need at least 10000 years to equilibrate, due to the 
small permeabilities in the formation. 
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Figure 26 

Figure 27 
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Figure 28 

Figure 29 
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Comparison with Figure 23 indicates that the drift evaporation mainly involves the "matrix" 
portion of the model area. Since the constant upper and lower boundary conditions represent a 
steady-state net infiltration into the system, the "fracture" aret:ts have very low initial saturation 
values. Thus the strong suction towards the drift reduces the water content in the fractures only 
minimally. This, however, would totally change if an infiltration pulse of large rate was consid
ered, or if the simulation started with "wet" conditions in the fractures near the drift. The latter 
could be a reasonable initial condition right after drift drilling when the drift walls are sprayed 
with water as part of the drilling process. This aspect was not studied in this report and . needs 
further investigation. 

Figure 30 depicts the spatial distribution of inflow along the ceiling and the side walls of the drift. 
The 0° angle denotes the top of the circular tunnel; positive angles represent the upper right wall, 
negative angles represent the upper left wall. Remember that these fluxes do not refer to actual 
liquid flow into the drift; they rather give the amount of incoming formation water evaporating at 
the drift surface. Also note the different scales of the vertical axis chosen for the three time steps 
given. The maximum flux values presented on the vertical axis are 200 mm/yr at 1 day, 10 
mm/yr at 1 year and 5 mm/yr at 10 years. All time steps show a strong spatial variability of the 
flux. It turns out that higher flux values coincide with matrix areas adjacent to the drift; the 
smaller values coincide with fracture areas. The question of how well this behavior matches the 
actual temperature changes observed in the ESF needs further investigation. The sequence of 
figures in Figure 30 indicates how rapidly the evaporation rate at the drift wall decreases with 
time as the flow regime desaturates. For example, the average fluxes are 86.2 mm/yr at 1 day, 2.9 
mm/yr at 1 year and 0.7 mm/yr at 10 years. All these values are relatively small, but still much 
higher than the percolation flux for the steady-state system, which is 0.014 mm/yr. Despite the 
differences in magnitude of fluxes, the spatial distribution around the drift wall is similar for all 
time steps. 
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Figure 31 depicts the average rate of water evaporating at the drift wall as a function of time, over 
the first year after the drift has been drilled. Though only the case of XZ_1 was presented in 
detail above, here the results for all three cross sections XZ_1, XZ_2, and YZ are included. The 
temporal distribution of the inflow I evaporation rate is quite similar for the different permeability 
fields of these cross sections. All curves start with relatively high fluxes in the beginning, and 
decrease rapidly with time. It should be mentioned at this point that similar simulations have 
been performed with different relative humidity levels in the tunnel. The results, however, 
proved to be quite insensitive to the actual values of relative humidity, as long as the equivalent 
capillary pressure induced by surface evaporation was large enough to overcome the capillary 
suction in the formation (which is the situation in our cases with relative humidity up to - 99 % ). 
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6.4 Long-Term Drift Simulation with Steady-State and Pulse Infiltrations 
(Scenario 4) 

For the P A, it is useful to understand the long -term behavior of the flow field in the drift vicinity. 
It is assumed that the repository has been closed and sealed, the waste canisters have already 
cooled off and the relative humidity in the drift has returned to 100 %. In particular, the question 
is whether percolating water will bypass the tunnel, or whether it can drip into the tunnel under 
certain conditions. We addressed this topic by studying both the steady-state situation (with a 
constant net infiltration) and transient infiltration pulses. Examples of these simulations will be 
presented for the XZ_1 plane. 

A necessary condition for water entering the drift is a 
positive pressure in the formation adjoining the drift 
walls (i.e. local ponded condition); only then it is pos
sible to overcome the capillary barrier formed by the 
Pcap = 0 boundary condition which represents the 
100% relative humidity in the tunnel· (Equation 3). 
For the steady-state case, no dripping into the tunnel 
could be observed. The infiltration rate is too small 
to allow for ponded conditions at any location in the 
model area; the percolating water always finds a con
tinuous (low-permeable) pathway around the drift. 
However, this changes when a large infiltration pulse 
propagates towards the drift in a continuous fracture 
feature. We studied this scenario using the modified 
permeability field shown in Figure 11 which com
prises a connected fracture area from the top of the 
model area to the tunnel. Figure 32 shows the spatial 
distribution of fracture and matrix areas in a sche
matic "black and white" presentation, using a thresh
old permeability value of 10-14 m2

. 

Figure 32 "Fracture" (black) and 
"matrix" areas (white) in 
the XZ_1 plane. Arrows 
delineate the through
going fracture. Com
pare to Figure 11. 

We studied the same range of infiltration fluxes as in Section 6.3, namely 28000 mm/yr, 2800 
mm/yr, 280 mm/yr and 28 mm/yr. The water is injected into a 0.5 m wide fracture area at the top 
of the model area, which gives flow rates ranging from 1.6liter/hr for Case 1 to 0.0016liter/hr for 
Case 4. It turned out that in the first three cases water actually drips into the tunnel. Figures 33, 
34 and 35 depict the changes in flux magnitude compared to the initial situation for these cases, 
showing the flow field immediately after water first enters the tunnel. No dripping was seen in 
case of the 28 mm/yr infiltration, even for a very long pulse duration. Instead, water of the pulse 
travels downwards around the drift. Figure 36 shows the flow field for that case after 10000 days 
of infiltration. Note that all figures depict only the upper right part of the model area. Also note 
the different scales used for the contouring. 
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Different characteristic time periods can be distinguished for the pulse. In the first period, the 
wetting front moves rapidly in the connected fracture area until it hits the drift. The saturation is 
still smaller than 1, and the drift acts as a capillary barrier. Then, since the fracture area is not 
connected all the way down, the front propagation is blocked, and the saturation increases locally. 
If the pulse sustains through this second period with limited matrix imbibition, the fracture area 
eventually becomes fully saturated and positive pressures build up. At this time, water starts 
dripping into the tunnel (period ill). The dripping will stop at the end of the pulse period when 
the fracture desaturates through water imbibing into the neighboring low permeability areas. 

For pulses of 28000 rnrnlyr, 2800 rnrnlyr and 280 rnrnlyr, we obtained all three characteristic 
periods mentioned above in our simulation runs (including dripping into the tunnel), provided 
that the pulse duration was long enough. At present, when results are still preliminary, we do not 
provide exact numbers for the minimum pulse size and duration because of the possible inaccura
cies due to the relatively coarse discretization at the fracture-matrix interfaces. However, the 
general pattern observed should be valid; the range of time periods appears to be similar to the 
range of pulse travel times given in Table 7, i.e. in the order of several hours in Case 1, several 
days in Case 2 and a few hundred days in Case 3. Generally, the smaller the infiltration rates, the 
longer is the time period before water starts dripping into the tunnel. This is evident from Figures 
33, 34 and 35, when comparing the different sizes of the matrix area affected by the pulse. Also 
the ratio of the dripping time (i.e. the beginning of period ill) versus the time when the liquid 
front first arrives at the tunnel (i.e. the beginning of period II) increases with smaller infiltration 
volume. In these cases, it takes longer to saturate the fracture area because of (a) the slower pulse · 
propagation and (b) the stronger effect of matrix imbibition. 

For the case with 28 rnrnlyr infiltration, the effect of matrix imbibition is so strong that no water 
drips into the tunnel at any time. Still, the pulse moves rapidly towards the drift (period I), and 
the water saturation increases in the fracture area adjoining the drift walls (period II). However, 
the system never reaches a fully saturated condition, even if the pulse is sustained for a very long 
time period. As a consequence, the infiltrated water bypasses around the tunnel (Figure 36). 

An interesting observation is that the location where the water actually enters the tunnel varies for 
the different cases, as indicated by the arrows in Figures 33, 34 and 35. For the high pulse 
volume of 28000 rnrnlyr, the infiltration front drips into the tunnel where it first hits the drift wall. 
If the infiltration continues, it also enters the tunnel at other, more downstream locations. For the 
2800 rnrnlyr and 280 rnrnlyr infiltration cases, water bypasses part of the tunnel wall, and drips 
into the drift at the location where the fracture pathway is blocked by a low permeability area. 
Apparently, in the first case the flux rate is so high that a positive pressure is already induced by 
the lateral diversion of the flow when the front first hits the tunnel without the need of blocked 
flow due to a low permeability area. In the other cases, positive pressures can only build up when 
the front reaches the end of the connected fracture pathway. 
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Figure 35 
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Figure 36 
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7 Summary and Discussion 

Based on the Stochastic Continuum Model of the fracture-porous medium, we have generated a 
three-dimensional block with a heterogeneous distribution of permeabilities representing the por
tion of the Topopah Spring welded unit just above the drift level. Model parameters are obtained 
by reviewing results of recent experiments in the ESF and by reviewing the development of the 
LBNL/USGS Site-Scale ModeL Vertical cross sections are taken from the block along the axis of 
the drift and normal to it. Flow under gravity through the flow domain is simulated for the condi
tion before the construction of the drift, considering steady-state net infiltration (Scenario 1) as 
well as episodic pulse infiltration (Scenario 2). Other simulations involved the condition after the 
drift emplacement, assuming two different scenarios. First, we studied the early-stage behavior 
for a ventilated drift without the presence of waste canisters, imposing a steady-state net infiltra
tion (Scenario 3). Secondly, we studied the long-term behavior after the drift is closed and 
sealed, and the waste canisters have cooled off, both for constant net infiltration and episodic 
pulse infiltration (Scenario 4). Below we present discussions of a number of issues that emerge 
from a study of our simulation results. 

7.1 Flow Variations and Variation of Inflows into the Drift 

Results of our preliminary modeling studies show a strong variation of fluid fluxes through the 
medium, the variation being as large as several orders of magnitude for cases with steady-state 
net infiltration (Scenario 1: Tables 3, 5 and 6; Figure 17). This implies that the age of water at 
different parts of the flow domain can be very different. 

The emplacement of the drift imposes an equivalent suction pressure at the boundary of the flow 
domain where it is intercepted by the drift (Scenario 3). With a relative humidity of 50 % in the 
drift, the equivalent suction pressure corresponds to -93.1 MPa (Equation 3). This value is very 
large compared to the suction pressures in the rock medium. Inflow rates into the drift are calcu
lated which show strong variations along the drift walls (Figure 30). These inflows evaporate and 
cause a local temperature drop that can be measured by infra-red cameras, thus affording a pos
sible direct comparison between our modeling results and field observation. Additional simula
tion runs have been performed with other relative humidity levels in the drift. However, the 
results are not very sensitive to the actual value of relative humidity, provided that it is larger than 
or comparable in magnitude with the capillary suction in the formation. 

7.2 Infiltration Flux and Pulse Infiltration 

The average infiltration flux through the flow domain in our calculations turns out to be very 
small, ranging from 0.014 rnrnlyr to 0.021 mmlyr for the reference cases with steady-state net 
infiltration (Scenario 1 ), which corresponds to the low end of the range used in mountain scale 
model. Given the matrix permeability t4at we assumed for our model taken from the best esti
mates from a number of experiments and modeling studies, an infiltration flux much higher than 
the above given range would give rise to matrix saturations very close or equal to 1. However, 
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the calculated percolation flux is sensitive to the assumed value of the matrix permeability. In a 
sensitivity study (Table 5) we showed that if the matrix permeability is increased by a factor of 
10, the infiltration flux is also increased by about a factor of 10. There may be a good reason for 
larger matrix permeability values to be used in our model. The grid element used in our calcula
tion is of dimension 25 em. If the matrix permeability of 5 x 10-18 m2 is measured on samples 
much smaller than this, then the grid element in our calculation is large enough to contain both 
the matrix and small fractures which would then increase the permeability on the 25 em scale. 

In all steady-state reference cases, the flow predominantly occurs through the low permeability 
matrix areas. Saturation values in the fractures are very close to the residual saturation, and high 
permeability features are essentially non-conductive. However, even for a fully saturated case, 
when fracture areas are conductive, the maximum percolation flux through the system is limited 
to 3.81 mm/yr. This is mainly a result of the geometry of the fracture network, i.e. the cases 
studied did not feature a through-going fracture area from the top to the bottom. Then, fast flow 
in the fractures is blocked by low permeability matrix areas, thus limiting the total infiltration 
rate. 

A very different picture emerges if through-going high permeability features exist which allow 
for episodic, rapid water flow through the domain (Scenario 2). We studied cases in which the 
infiltration is composed of a large infiltration pulse for a limited time period and a low rate for the 
rest of the year, so that the average over the year remains at small values in the range of a few 
mm/yr or lower. We show in Figures 21 and 22 that when such a large flow is imposed on the 
upper boundary of the flow domain, the flow will seek out the large permeability flow path, rather 
than avoiding it because of its low capillary pressure as in the low infiltration case. Thus, if a 
connected large permeability flow path exists, it will allow a large flow through the system, 
largely bypassing the matrix. The portion of the flow that imbibes into the matrix will still leave 
it in an unsaturated condition. This behavior is illustrated by Figure 20. 

7.3 Flow into a Sealed Drift and Impact of Pulse Infiltration 

When the drift is closed and sealed, and the waste canisters have cooled off, the relative humidity 
in the drift comes into equilibrium with the moisture in the rock (Scenario 4 ). Then the humidity 
in the drift is 100 %, by definition. Equation 3 indicates that the drift boundary represents a zero 
capillary suction condition, so that there will be no flow from the rock into the drift. Basically, 
the flow in the rock under gravity will circle around the drift, leaving the drift at 100 % humidity 
without inflow of water. 

However, the situation changes when there is a strong pulse infiltration of a short duration. As is 
explained above, the flow will seek a connected large permeability flow path. If the drift inter
cepts the flow path and there is no alternative large permeability flow path leading it away from 
the drift, the saturation will build up to 1 at the drift wall and water will drip into the tunnel 
(Figures 33 to 35). As the magnitude ofthe infiltration pulse decreases the saturation build-up at 
the drift is less likely to reach 1, and flow will circle around the drift (Figure 36). Note that 
phenomena like local ponding can not be studied on larger scales. 
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Both this result and the discussion in the previous subsection point to the critical role played by 
infiltration pulses at Yucca Mountain. Within our model, it is no longer reasonable to only con
sider an average infiltration over the site, but a careful study of historical and projected future 
infiltration pulses and their sizes and frequency is important. Potentially, the hydrogeologic sys
tem at Yucca Mountain is not of steady state nature; it may be a dynamic and cyclic system. 

7.4 Sensitivity Studies 

In this report, the results of a number of sensitivity studies have been presented (Tables 5, 6 
and 7). Though a systematic sensitivity investigation is not yet done, one can already see that 
some of the conclusions are highly sensitive to a variety of parameters. For example, in the 
steady-state case the percolation flux is directly affected by the matrix permeability. More careful 
field determination of the representative matrix permeability is important. Also the appropriate 
permeability value to be used for a calculational grid element, based on permeability measure
ments on samples very different in size than the grid element, needs to be_ determined. The per
colation flux is also sensitive to van Genuchten parameters, 1/a and p. A "not unreasonable" 
change of these parameters may change the percolation flux by a factor of two or more. The 
percolation flux is also sensitive to the boundary conditions. A higher overall saturation in the 
model domain (i.e. smaller value of capillary suction at the boundaries) can give rise to an 
increase in percolation fluxes by one or two orders of magnitude. 

The existence of transient fast flow paths along high perrrieability features is sensitive to infiltra
tion pulse size and duration. If the pulse is small, the flow along such features can be strongly 
retarded or completely stopped because of matrix imbibition. Even if the pulse is sufficiently 
large, it still requires sufficient duration in order to penetrate through the unsaturated system for a 
significant distance. Thus pulse characteristics as well as fracture and matrix parameters are 
important data for P A. 

7.5 Discussion of the Stochastic Continuum Model Used 

The simulations presented in this study are based on the Stochastic Continuum Model (SCM), 
using a number of different scenarios and conditions. The Stochastic Continuum Model is diffe
rent from the Effective Continuum Model (ECM) or the Double Porosity/Permeability Model 
(DKM). Both the ECM and DKM are intrinsically homogeneous, meaning that the properties in 
one model grid block are averaged over a large number of fractures and matrix blocks. Many of 
the phenomena described in the results above related to fast paths and flow variations in discrete 
features are not captured in these models. (It is however possible to impose special features, such 
as a discrete fault zone, into the ECM or the DKM.) The SCM, on the other hand, is intrinsically 
a heterogeneous model, which allows to represent the spatial variation of hydraulic permeabilities 

- ! 
on the scale of single fracture zones or matrix blocks. The high permeability fracture zones are 
made distinct from the matrix by imposing a long range correlation structure in specified 
directions. In the present preliminary, modeling studies, we have not yet explored the full 
flexibility of the model by adjusting the correlation structure and performing conditioning to 
specific field observations. However, the results presented in this report have demonstrated that 
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the SCM is a good alternative model potentially capable of describing heterogeneous flow and 
transport variations at Yucca Mountain on the drift scale. 

8 Future Studies 

As already referred to in our presentation on the preliminary modeling results and in our discus
sions of their implications, a number of studies are suggested for the coming year: 

1. Systematic evaluation of the effects of episodic pulse infiltration 

2. Sensitivity analysis of the SCM 
a. conditioning to observed fractures and other ESF data 
b. dependence on correlation lengths 
c. dependence on multiple realizations 

3. Continue to monitor the most recent and dependable field data, including calibration 
results from the Site-Scale Model, in order to update input parameters. 

4. Continue to include the most recent findings of laboratory scale studies and mountain 
scale studies to improve input for drift scale modeling. 

5. Study of dependence on numerical grid size and weighting schemes 

9 Recommendations for Performance Assessment 

Based on insights obtained by examining the results of the many simulations at the drift scale 
using the Stochastic Continuum Model, we suggest the following issues or elements which 
should be included or addressed in the performance assessment (P A) of the potential repo~itory at 
Yucca Mountain: 

1. Take into account in P A the spatial heterogeneity for flow and transport processes, in particu
lar for the Topopah Springs welded tuff at the potential repository level. For example, the 
inflows at the drift walls are different from location to location, with the largest inflow area 
having a flow rate several times the average. Thus, it is important to predict not only the aver
age flow, but also the flow variation, which can be expressed, for example, as the ratio of 
maximum flow to average. Often the "extreme" values are associated with unusual field 
observations or even with performance measures. 

2. Quantify pulse and episodic infiltration in P A, rather than simply assuming an average infil
tration rate. Large infiltration pulses have been shown in this and other studies to mainly go 
through connected fractures. If such fast paths along connected high permeability features 
extend 100's of meters from the ground surface to the repository horizon, then episodic large 
infiltration may allow the infiltrated water to flow to the repository horizon with large velocity, 
leading to travel times much shorter than average. However, whether an infiltration pulse 
injected at the ground surface will actually arrive at the repository horizon without being 
retained by matrix imbibition, depenps on a variety of parameters (e.g. pulse volume and 
duration, imbibition rate, fracture permeability, fracture connectivity etc.) of which some are 
not very well constrained at the present stage. Therefore, determination of these properties and 
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further studies of episodic pulse flow phenomena should receive high priority in P A. This 
may lead to conclusions different from those obtained using an average infiltration rate when 
flow predominantly occurs through the matrix. 

3. The above two points lead to the need of identifying connected high permeability features 
(fractures or faults) and estimating the spatial density of these features (e.g. the number of 
vertically connected features, longer than a certain length, per volume of rock). This is an 
important input for PA, and can only be obtained by field observations involving areal sur
veys. It is also recommended that PA includes sensitivity studies on the presence of connected 
features and on their density or average spatial separation. 

4. The heterogeneity of the fractured porous rock gives rise to local areas of high or low satura
tions and hence low or high capillary suction. For example, we have seen in our studies that 
fast flow in high permeability features may be blocked by low permeability matrix zones, 
giving rise to a localized increase in saturation and even local ponding. Further, our results 
show that local ponding near a sealed drift makes it more likely for water to enter the drift 
(assuming that the waste canisters have already cooled off, and the relative humidity in the 
drift returns to 100 % ). Thus, the degree of heterogeneity and its spatial correlation length 
should be studied further especially with regard to their impact on the canister environment. 

5. Our calculations show the sensitivity of flow and transport results on parameters such as 
matrix and fracture permeabilities and van Genuchten parameters. Obtaining representative 
values of these parameters for model grid blocks with size different from samples (or scales on 
which measurements were made) is a challenge to P A. 

Quality Assurance Status of Data and Software Used in this Report· 

The rock properties and geologic data used in the model simulations are in part not qualified. The 
simulation code TOUGH2 is qualified under a Quality Assurance Program. The geostatistical 
library GSLffi is in the process of being qualified. 
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