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Abstract

We give a pedagogical introduction to the differential calculus on quantum
groups by stressing at all stages the connection with the classical case. We fur-
ther analize the relation between differential calculus and quantum Lie algebra of
left (right) invariant vectorfields. Equivalent definitions of bicovariant differential
calculus are studied and their geometrical interpretation is explained. From these
data we construct and analize the space of vectorfields, and naturally introduce a
contraction operator and a Lie derivative, their properties are discussed.

After a review of the geometry of the multiparametric deformation of the linear
group GL,,(N) and its real forms, we then construct the multiparametric linear
inhomogeneous quantum group IGL,.(N) as a projection from GL,,.(N + 1), or
equivalently, as a quotient of GL, (N + 1) with respect to a suitable Hopf algebra
* ideal. The semidirect product structure of IGL,.(N) given by the GL,.(N) quan-
tum subgroup times translations is analized. A bicovariant differential calculus on
IGL4,.(N) is explicitly obtained as a projection from the one on GL, (N +1). The
universal enveloping algebra of /GL,.(N) and its R-matrix formulation are con-
structed along the same lines. This quotient procedure unifies in a single structure
the quantum plane coordinates and the g-group matrix elements 7¢,, and allows to
deduce without effort the differential calculus on the g-plane IGL,,(N)/GL,,.(N).
The general theory is illustrated on the example of IGL, (2).

We proceed similarly in the orthogonal.and symplectic case. The inhomogeneous
multiparametric g-groups of the B,,C,, D, series are found by means of a projec-
tion from B, 41, Crny1, Dnt1. A matrix formulation is given in terms of the R-matrix
of Bnt1,Cny1, Dny1, and real forms are discussed: in particular we obtain the g-
groups SO, (n + 1,n — 1), including the quantum Poincaré group. The universal
enveloping algebras of the multiparametric By,41,Crt1, Dng1 g-groups are studied,
they include as Hopf subalgebras the universal enveloping algebras of the inhomoge-
neous B,,C,, D,. Bicovariant calculi on the minimal multiparametric deformations
(twists) of these inhomogeneous groups are similarly found by means of a projec-
tion from the bicovariant calculus on B, 11, Chy1, Dnyy. In particular we obtain the
bicovariant calculus on a dilatation-free minimal deformation of the Poincaré group
I1504(3,1). Then we construct differential calculi on multiparametric quantum or-
thogonal planes in any dimension N. These calculi are bicovariant under the action
of the full inhomogeneous multiparametric quantum group /50, ,(N), and do con-
_tain dilatations. We find a canonical group-geometric procedure to restrict these
calculi on the g-plane and expressed them in terms of coordinates z*, differentials
dz® and partial derivatives 9, without the need of dilatations, thus generalizing
known results to the multiparametric case.Real forms are studied and in particular
we obtain the quantum Minkowski space 150, ,(3,1)/50,,(3,1).The conjugated
partial derivatives 3} can be expressed as linear combinations of the d,. This allows
a deformation of the phase-space with hermitian operators z* and p,.
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Introduction

Quantum Groups are particular deformations of Lie Groups. They are algebraic
structures G, depending on one (or more) continuous parameter g. When ¢ =1 we
have a standard Lie group.

A method to modify a group could be to continuously deform the structure
constants of the relative Lie algebra. This kind of deformations is uninteresting
because it can be shown that for a semisimple Lie group, with a suitable redefinition
of the generators it is always possible to recover the undeformed structure constants.
At most, for special values of the deformation parameter, we get a contraction of
the original group. (For example the Galilei group is a contraction of the Lorentz
group, and the Poincaré group is a contraction of the de Sitter group).

Quantum deformations, on the contrary, allow to obtain new structures not
isomorphic to the preceding ones. For example the quantum SU(2) group is given
by ‘

2J° _  —2J° :
gty =44 0 % = gt (0.0.1)
 q—gq

Here we clearly see that the commutator depends continuously on ¢, moreover
we loose the concept of structure constant (in sections 2.1 and 2.3, we will see
a generalization of this concept). We however still have a rich structure (Hopf
algebra structure), as rich as the SU(2) one [16], [17]. In the ¢ — 1 limit we
recover the SU(2) algebra [J*, J~] = 2J°, [J°, J£] = £J%. Relations (0.0.1) define
the universal enveloping algebra of SU(2), i.e. the space given by all (formal)
polynomials 3= App(J)™(J )" (J )P where the ordering is always possible thanks
to (0.0.1).

We know that a new physical theory can always be seen as a generalization of the
previous existing one, in the sense that this is recovered as a limiting case in which
some parameters of the new theory become negligible, e.g. special relativity where
the Galilei symmetry group is replaced by the Lorentz one. Here the deformation
parameter is ¢, and for ¢ = oo we recover Galiley relativity. The study of continuous
deformation of Lie groups is therefore physically interesting, the symmetry group
underlying many (particle) physics theories being Lie Groups.

The deformations we will deal with are in the context of noncommutative ge-
ometry. Both the group coordinates and the space coordinates on which the group



acts, consist of non-commuting elements. It is of interest to apply these rich math-
ematical structures to the study of spacetime physics at Planck scale. Indeed at
this scale due to the gravitational forces, Gedanken experiments show that it is not
possible to probe spacetime structure!, the description of spacetime as a smooth
manifold becomes just a mathematical assumption. We can relax it and conceive
a more general noncommutative structure. This is intresting because in a noncom-
mutative spacetime uncertainty relations and discretization naturally arise. In this
way one could incorporate the impossibility of an operational definition of space-
time structure beyond the Planck scale (due to gravity) in the noncommutative
geometric structure of spacetime itself. A dynamic feature of spacetime would be
incorporated at a kinematical level. This could be a fertile setting for the study of
quantum gravity and field theory at Planck scale.

The easiest example of noncommuting space is given by the quantum plane,
[48, 49, 50] where the coordinates z and y satisfy zy = qyz where ¢ is a complex
parameter. The g-plane and similar higher dimensional g-spaces admit a differential
structure where the derivative operators are finite difference operators. This resem-
bles lattice like structures. At the phase-space level the quantum plane relations
imply expressions of the type 20, — g0,z = 1 that lead to selfadjoint position and
momentum operators with discrete heigenvalues: we obtain again a lattice structure
[9]. In this context ¢ may play the role of short distance regularization parameter
preserving the g-symmetries, see also [10]. In the particular deformations where ¢
is a dimensionful parameter, one can also try to relate this parameter to the Planck
length [11].

Notice that a minimal uncertainty relation in position measurement is also in
agreement with string theory models [2]. Moreover, non-perturbative attempts to
describe string theories have shown that a noncommutative structure of spacetime
emerges [3], noncommutative geometry can be the correct geometrical framework
for the description of such theories [4].

In our study of inhomogeneous g-groups we will consider examples of noncom-
muting quantum planes (in 2 and higher dimension) that have quantum symmetry
groups. This is not the only approach to a possible model of noncommutative
spacetime. For example one can consider a noncommutative Minkowski spacetime
which is covariant under the classical Poincaré group, see [5], and [6] where also
first attempts to construct quantum field theories on noncommutative spaces have
- shown that in some cases these theories are equivalent to a non local quantum field
theory on ordinary space. We also mention a related approach (8] that, in the spirit

1For example, in relativistic quantum mechanics the position of a particle can be detected with
a precision at most of the order of its Compton wave length Ac = h/mec. Probing spacetime at
infinitesimal distances implies an extremely heavy particle that in turn curves spacetime itself.
When A¢ is of the order of the Planck length, the spacetime curvature radius due to the particle
has the same order of magnitude and the attempt to measure spacetime structure beyond Planck
scale fails.

Q]



of [7], uses noncommutative geometric methods to study a Kaluza-Klein gravity
‘theory with a discrete two point internal space.

In this thesis we generalize to Hopf algebras basic structures of differential ge-
ometry on commutative manifolds, we then.examine examples of inhomogeneous
quantum groups and consider their differential calculus.

In the first chapters we introduce the concept of quantum group, and, stressing at
all stages the connection with the classical case (¢ — 1 limit), we develop the differ-
ential calculus on quantum groups, first studied in the seminal paper by Woronowicz
[21]. We then examine in detail the quantum Lie algebra of left-invariant vector-
fields (see Section 2.3). All the properties of the differential calculus can be derived
from intuitive properties of the ¢-Lie algebra, in this way we emphasize the space of
vectorfields that is more fundamental, for physical applications, than the space of 1-
forms. For example, this ¢-Lie algebras are a good starting point for the formulation
of gauge theories based on deformed Lie groups [12]. Next, a Lie derivative and a
contraction operator (inner derivative) are found and, for left-invariant vectorfields,
we prove the Cartan identity ¢; = i,d + di; (27, 26, 34, 37]. These are basic tools
in differential geometry, and are of interest in a geometric formulation of Einstein
gravity. For example the invariance of Einstein action under diffeomorphisms can
be expressed by ¢; [ Ld*z = 0 , this relation leads to the covariant conservation of
the matter energy-momentum tensor (if torsion vanishes). Also, in the soft group
manifold approach to gravity theories [13], the Cartan-Maurer equation, the Lie
derivative and the contraction operator for the g-Poincaré group are fundamental
to formulate a geometric definition of curvature, covariant derivative and Lorentz
gauge transformation. There the curved general relativity space time (with the
Lorentz gauge group) is obtained as the coset space Poincaré/Lorentz where the
rigid Poincaré group structure has been softened allowing for a curvature two form
term in the Cartan-Maurer equations. For a first example of this construction in
the case of a minimal ¢g-deformation (twist) of the Poincaré group see [14].

The second part of this thesis deals with the specific study of deformations
of the inhomogeneous general linear group GL(N) and of the inhomogeneous or-
thogonal and symplectyc groups. Contrary to the case of semisimple Lie groups
[where there is a canonical Poisson (symplectic) structure that can be quantized
to give the quantum group] there is not a canonical deformation procedure for
these groups; providing examples of inhomogeneous deformation is therefore per
se interesting. The GL(N) and SL(N) cases are easier to consider than the or-
thogonal and symplectic ones and the basic structures of inhomogeneous quantum
groups are first found in this cases and later shown for the B,,C,, D, series as
well. There are many studies on inhomogeneous quantum groups [65, 57, 58, 59|
and in particular on deformed Poincaré groups [66]. The analysis we present [60},
[67] is based on a quotient procedure, we find deformations of the inhomogeneous
version of the A,, B,,,C,, D, groups via a quotient from the g-deformed homoge-



neous Anti1, Bat1, Cng1, Doy groups. An R-matrix formulation is thus provided.
The universal enveloping algebra of these groups is also studied as well as their
semidirect product structure of their- homogeneous subgroups times translations.
Then we apply the general theory of the differential calculus on g-groups to these
specific cases. Differential calculi on these inhomogeneous g-groups are found using
again the quotient structure with respect to An41, Bny1, Cnat1, Dntt-

In particular we obtain a deformation of the Poincaré group, of its ¢-Lie algebra
and differential calculus. It turns out that the differential calculus on inhomo-
geneous orthogonal and symplectic quantum groups, contrary to the linear case,
cannot be constructed for general values of the deformation parameters. It exists
only for minimal deformations (twists), these are the same noncommutative defor-
mations that do not require the presence of a dilatation in the fully ¢-deformed
inhomogeneous structure. Qur analysis includes the first example of bicovariant
differential calculus on quantum Poincaré group with deformed Lorentz subgroup.
For bicovariant calculi on other deformations of the Poincaré group see [70]. The
study of the differential calculi on orthogonal groups discussed in Chapter 4, leads
to a good candidate for the differential calculus on the g-orthogonal planes and in
particular on the g-Minkowski plane, with no restriction on the deformation param-
eters. Using the powerful result: ¢-Minkowski = ¢-Poincaré/q-Lorentz, we derive
canonically the g-Minkowski geometry from the g-Poincaré geometry [55]. In this
way we rederive the known results of [48, 53, 54] using the broader setting of the
differential calculus on quantum /.SO(N). A detailed analysis of the reality condi-
tion on the quantum Minkowski plane is possible since on the quantum ISO(3,1)
differential calculus there is a canonical definition of *-conjugation. This operation
is linear and one can canonically obtain real coordinates and momerta and a ¢-
version of the Heisenberg z,p commutation relations. An interesting issue, in the
spirit of [9] is then the analysis of the representations in Hilbert space of this alge-
bra in order to study the admissible (discrete) values of momentum and position of
particle states. '



Chapter 1

Quantum Groups

1.1 Hopf structures in ordinary Lie groups and
Lie algebras

Let us begin by considering Fun(G) , the set of differentiable functions from a
Lie group G into the complex numbers C. Fun(G) is an algebra with the usual

 pointwise sum and product (f +k)(g) = £(9) +hlg), (f-h) = f(a)h(g), (A)(g) =
Af(g), for f,h € Fun(G), g € G, A € C. The unit of this algebra is I, defined by

I(g) =1, Vg € G.
Usmg the group structure of G, we can introduce on Fun(G) three other linear
mappings, the coproduct A, the counit €, and the coinverse (or antipode) «

A(f)(g,d) = flgd), A:Fun(G)— Fun(G)® Fun(G) (1.1.1)
e(f) f(le), €: Fun(G) —» C (1.1.2)
(ef)(9) = _f(g_l), % Fun(G) = Fun(G) (1.1.3)

il

where 1 is the unit of G. It is not difficult to verify the following plopertles of the
co- structures

(1d @ A)A = (A ®1d)A (coassociativity of A) (1.1.4)
(1d®e)A )=( id)A(a) = a (1.1.5)
m(k @ 1d)A(e) = m(id ® k)A(a) = e(a)l (1.1.6)
and
A(ab) = A(a)A(d), A()=1I®1 (1.1.7)
e(ab) = e(a)e(b), e(l) = (1.1.8)
k(ab) = k(b)r(a), «(I)= (1.1.9)

where a,b € A = Fun(G) and m is the multiplication map m(a ® b) = ab. The
product in A(a)A(b) is the product in AQ A: (a ®@b)(c®d) = ab® cd.

5



In general a coproduct can be expanded on A® A as:

a)=Za§®a§Ea1®a2, (1.1.10)

where a!,a’ € A and a; ® a; is a shorthand notation we will often use in the sequel.
For example for A = Fun(G) we have:

A(f)g,9) = (/1 ® f2)(g,9") = fi(9) f2(g) = f(g99). (1.1.11)

Using (1.1.11), the proof of (1.1.4)-(1.1.6) is immediate. We will also use the fol-
lowing notation: A?%(g) = (A ® id)A(e) = (id ® A)A(a) = a; ® a; ® as, more in
general A™(a) = a1 ® a2®, ...any1. '

An algebra A endowed with the homomorphisms A: A -+ AQ Aandc: A — C,
and the antimorphism « : A — A satisfying the properties (1.1.4)-(1.1.9) is a Hopf
algebra. Thus Fun(G) is a Hopf algebra.! Note that the properties (1.1.4)-(1.1.9)
imply the relations:

A(k(a)) = k(a2) ® k(a1) , k(a1 @k(a)z,...k(a), = k(a,) ® n(ﬁn,l) y. .. k(ay)
(1.1.12)

e(n(a) =ela). ) (1.1.13)

Consider now the algebra A of polynomials in the matrix elements T, of the
fundamental representation of G, i.e. the algebra A generated by the T*,.

It is clear that A C Fun(G), since T°%,(g) are functions on G. In fact A is
dense in Fun(G) [the reason is that the matrix elements of all finite irreducible
dimensional representations of GG can be constructed out of appropriate products of
T°,(g); these products span a dense subset in Fun(G) because the matrix elements
of all irreducible representations of G form a complete basis of Fun(G)|, therefore,
a suitable completion A of A is Fun(G) :" A = Fun(G). In the following we will
drop the hat and we will not be concerned about these topological aspects. The
group manifold G' can be completely characterized by Fun(G), the co-structures on
Fun(G) carrying the information about the group structure of G. Thus a classical
Lie group can be “defined” as the algebra A generated by the (commuting) ma-
trix elements 7%, of the fundamental representation of GG, seen as functions on G.
This definition admits noncommutative generalizations, i.e. the quantum groups
discussed in the next section.

Using the elements T“b we can write an exphcxt formula for the expansion
(1.1.10) or (1.1.11): mdeed (1.1.1) becomes

A(T“b)(g,g’) =T%(99") =T*(9)T" (¢, - (1114

YTo be precise, Fun(G) is a Hopf algebra when Fun(G x G) can be identified with Fun(G)®
Fun(G), since only then can one define a coproduct as in (1.1.1).

6



since T is a matrix representation of G. Therefore:

AT*) =T, ®T¢,. | (1.1.15)

Moreover, using (1.1.2) and (1.1.3), one finds:

e(T?,) = &¢ (1.1.16)
K(T?,) = (T1)*,. (1.1.17)

Thus the algebra A = Fun(G) of polynomials in the elements T°, is a Hopf algebra
with co-structures defined by (1.1.15)-(1.1.17) and (1.1.7)-(1.1.9).

Another example of Hopf algebra is given by any ordinary Lie algebra g, or more
precisely by the universal enveloping algebra U(g) of a Lie algebra g, i.e. (by the
Poincaré-Birkhoff-Witt theorem) the algebra, with unit I, of polynomials in the
generators x; modulo the commutation relations

[xi> 5] = Ci; "X (1.1.18)
Here we define the co-structures as:
ANx)=xi®I+I1®x; A)=1Q]I (1.1.19)
e(xi) =0 ‘ g(I)=1 1.1.20)
K(x:) = — X k(1) =1 (1.1.21)

The reader can check that (1.1.4)-(1.1.6) are satisfied.

1.2 Quantum groups. The example of GL,(2)

Quantum groups can be introduced as noncommutative deformations of the alge-
bra ‘A = Fun(G) of the prévious section [more precisely as noncommutative Hopf
algebras obtained by continuous deformations of the Hopf algebra A = Fun(G)).
The term quantum stems for the fact that they are obtained quantizing a Poisson
(symplectic) structure of the algebra Fun(G) [16]. Here, following [19] (see also
[20]), we will consider quantum groups defined as the associative algebras A freely
generated by non-commuting matrix entries T, satisfying the relation

R® ,T° .1/, =T ,T° R’ , (1.2.1)

and some other conditions depending on which classical group we are deforming
(see later). The matrix R controls the non-commutativity of the T*,, and its
elements depend continuously on a (in general complex) parameter ¢, or even a set
of parameters. For ¢ — 1, the so-called “classical limit”, we have

R* 125 5088, (1.2.2)

7



i.e. the matrix entries 7%, commute for ¢ = 1, and one recovers the ordinary
Fun(G). _

The associativity of A leads to a consistency condition on the R matrix, the
quantum Yang-Baxter equation: '

R®=% R%% . = Rhe Rue R%%, (1.2.3)

azcy bscs bac2 ascs asbs*

Ralbl

azby

For simplicity we rewrite the “RTT” equation (1.2.1) and the quantum Yang-Baxter
equation as :

R\ Ty = ToTiRiz (1.2.4)
Ri2Ri3Ra3 = RasRizRo, (1.2.5) -

where the subscripts 1, 2 and 3 refer to different couples of indices. Thus T} in-
dicates the matrix T%,, TyT; indicates T* T°,, R;,T; indicates R*® ,T?_ and so
on, repeated subscripts meaning matrix multiplication. The quantum Yang-Baxter
equation (1.2.5) is a condition sufficient for the consistency of the RTT equation
(1.2.4). Indeed the product of three distinct elements T¢,, T, and T, indicated
- by T1T3T3, can be reordered as T37T5T) via two differents paths:

' . TyT5T, ——)fThJFIYB .
T\ T, Ts LT (1.2.6)
T2T1 T3 — T2T3T1

by repeated use of the RTT equation. The relation (1.2.5) ensures that the two
paths lead to the same result.

The algebra A (“the quantum g.roup”) is a noncommutative Hopf algebra whose
co-structures are the same of those defined for the commutative Hopf algebra
Fun(G) of the previous section, eqs. (1.1.15)-(1.1.17), (1.1.7)-(1.1.9).

Let us give the example of SL,(2) = Fun,(SL(2)), the algebra freely generated
by the elements «, 3,7 and § of the 2 x 2 matrix : '

T, = ( o ﬁ) . C(1.2.7)
satisfying the commutations

aff = qfa, ay=qyae, Bé=qsB, v6=qdy |
By =B, ab—bda=(q-q7")By, q€C - (1.28)

and

det,T' = aé — gBvy = I. (1.2.9)



The commutations (1.2.8) can be obtained from (1.2.1) via the R matrix

q 0 00

s 0o 1 00
R ed — 0 q— q-l 1 0 (1210)

0 0 0 ¢

where the rows and columns are numbered in the order 11, 12, 21, 22.

It is easy to verify that the “quantum determinant” defined in (1.2.9) commutes
with a,3,v and ¢, so that the requirement det,7 = I is consistent. The matrix
inverse of T%, is

(T, = (det,T)™! ( _‘fm "q:B ) (1.2.11)

The coproduct, counit and coinverse of «, 3, and é are determined via formulas

(1.1.15)-(1.1.17) to be:
Ala)=a®@a+8®y, AB)=a®B+6&4

AY)=7Qa+6Qy, A6)=700+684 (1.2.12)
ela) =¢(d)=1, <(B)=¢e(y)=0 (1.2.13)

K@) =6, w(B)=—d"'F, w(7)=—ar, w(6)=a. (1.2.19)

Note 1.2.1 In general k* # 1, as can be seen from (1.2.14). The fdllowing useful
relation holds [19]: '

 RKY(T%,) = DUTC (DY), = dod; T, (1.2.15)

where D is a diagonal matrix, D% = d®é¢, given by d* = q?*~! for the g-groups
A,y and GL,(n).

Note 1.2.2 The commutations (1.2.8) are compatible with the coproduct A, in
the sense that A(af) = ¢A(Ba) and so on. In general we must have

A(RiTVTy) = A(TyTi Ryy), (1.2.16)

which is easily verified using A(R12T1T3) = R A(T1)A(T2) and A(Ty) =Ty @ 1.
This is equivalent to proving that the matrix elements of the matrix product 7,77,
where 7" is a matrix [satisfying (1.2.1)] whose elements commute with those of T,
still obey the commutations (1.2.4).

Note 1.2.3 A(det,T') = det,T®det,T so that the coproduct property A(l) =I®1
is compatible with det, 7' = I. -

Note 1.2.4 The condition (1.2.9) can be relaxed. Then we have to include the
central element { = (det,7")~! in A, so as to be able to define the inverse of the
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q—mafrix T, as in (1.2.11), and the coinverse of the element 7%, as in (1.1.17).
The g-group is then GL,(2). The reader can deduce the co-structures on {: A(() =

¢ ®C, 6((). =1, &(¢) = det,T.

Note 1.2.5 More generally, the quaﬁtum determinant of n X n g¢-matrices is
defined by det,T' = Z,(—q)‘(")Tla(l) +++T™ ,(n)» Where [(0) is the minimal number
of inversions in the permutation o. Then det,T = 1 restricts GLy(n) to SL,(n).

Note 1.2.6 The explicit expression of the R-matrices for the A,B,C,D g-groups
will be given later. Here we recall the important relations [19] for the R matrix
defined by R*® , = R* _;, whose ¢ = 1 limit is the permutation operator 5352:

R*=(qg—q¢ Y R+1I, for A,_; (Hecke condition) (1.2.17)

(R—q)(R+ ¢ *I)(R—¢""NI)=0, for B,,C,, D, (1.2.18)

with N = 2n + 1 for the series B, and N = 2n for C,, and D,,. Moreover for all
A, B,C, D g-groups the R matrix is lower triangular (R®® , = 0 if [a =¢ and b < d
or a < c) and satisfies:

(R1)* 4(q) = R* 4(¢7) (1.2.19)
R* , = R*,,. (1.2.20)

1.3 Duality and +-Structure
Duality

Consider a finite dimensional Hopf algebra A, the vector space A’ dual to A is
also a Hopf algebra with the following product, unit and costructures [we use the
notation ¥(a) = (1, a) in order to stress the duality between A’ and A]: V¢, ¢ € A’,
Va,bec A

(¥¢,a) = (Y ® ¢,Aa) , (I,a)=¢(a) : (1.3.1)
(A'(4),a@b) = (¥,ab) , €'(¥)=(,I) (1.3.2)
(£'(¥), a) = (¢, r(a)) (1.3.3)

where (Y @ ¢, a ® b) = (¥,a) (¢,b) . Obviously (A’) = A and A and A’ are dual
Hopf algebras. '

In the infinite dimensional case the definition of duality between Hopf algebras
is more delicate because the coproduct on A’ might not take values in the subspace
A'® A’ of (A® A) and therefore is ill defined. However, the space A° spanned by
the matrix elements of all finite-dimensional representations of A is a subalgebra of
A’ and obviously A’(A%) C A°® A°, k(A®) C A° [indeed A/(M?;) = S M) pri
M*;, k(M?;) = (M~1);]. Then A°is a Hopf algebra: the Hopf dual of A. In general
(A%)° # A, for example if g is semisimple U(g)°® = Fun(G) while the vector space
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underlying Fun(G)° is U(g) ® C(G) where C(G) is the vector space on C freely
generated by the elments of G [83]. Later on we will consider the quantum groups of
the series A,, By, Cy, D, and their quantized universal enveloping algebras (as the
algebras of regualr functionals on the deformed A,, B,,C,, D, [19]); disregarding
the topological aspects we will call these algebras dually paired or dual, the quantum
group SL,(N) can indeed be considered as the Hopf dual of the deformed universal
enveloping algebra of the A, series. '

For generic Hopf algebras we will use the notion of non-degenerate pairing: two
Hopf algebras A and U are paired if there exists a bilinear map (, ) : UQ® A — C
satisfying (1.3.1) and (1.3.2), the pairing is non-degenerate if we also have

Vel ($,a)=0=a=0 (1.3.4)

and

Vae A (,a)=0=>9%=0. (1.3.5)

Condition (1.3.4) states that U separates the points (elements) of A and viceversa °
for (1.3.5). If U and A are finite dimensional then (1.3.4) and (1.3.5) are equivalent -
to A’ = U; indeed (1.3.4) induces the injection a — ( ,a) of A in U’, similarly, by
(1.3.5) U C A’ and therefore A’ = U.

It is easy to prove that the Hopf algebras Fun(G) and U(g) described in Sec-
tion 1.1 are paired when g is the Lie algebra of G. Indeed we realize g as left
invariant vectorfields ¢ on the group manifold and {/(g) as the algebra generated by
composition of the operators ¢{. Then the pairing is defined by

Vt € g,Vf € Fun(G), (t,f)=1t(f)

I,

where 1 is the unit of G. Notice that ¢ is left invariant if TLg(tLG) = t|,, where
TL, is the tangent map induced by the left multiplication of the group on itself:
L,¢' = g¢9’. We then have ‘

Al = (TLathy) (£) =t (905, = A9 Fol@)er, = Sr@) S, (136)

and therefore
(@, f) = (), = LAl thl, = Eot,Af)
and, in agreement with (1.1.19) and (1.1.21):
(t, Y =t Al + Jl,_t(h)],_ = (A'(t), f @
(th () = UG M,or, = =t (G)],on. = (R(E), F) -

*-Structure
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The Hopf algebra SL,(2) we have considered in the previous section can be
interpreted as the deformation of the algebra of functions on a group manifold
only introducing a *-structure on SL,(2) (the analogue of complex conjugation).
This procedure leads to the quantum groups SL,(2,R) = Fun,(SL(2,R)) and
SU,(2) = Funy(SU(2)). We need a *-structure because the algebra of regular
functions on SU(2) is isomorphic to the algebra of regular functions on SL(2,R)
and to the algebra of analytic functions on the complex manifold SL(2,C); in-
deed any f € Fun(SU(2)) can be analytically continued in a unique function
f e Fun(SL(2,C)), then the restriction of f to the SL(2,R) sub-manifold of
SL(2,C) belongs to Fun(SL(2,R)). Therefore, without a *-structure we cannot
understand if the polynomials in the symbols T*; with the relation detT = 1 gen-
erate functions on SU(2) or on SL(2,R) or analytic functions on SL(2,C).

In general a *-algebra over the complex numbers is an algebra with an anti-
linear map * : A — A that is involutive, ** = id and anti-multiplicative, (ab)* =
b*a* VYa,b € A A Hopf *-algebra A is a Hopf algebra A over C equipped w1th a
x-algebra structure which is compatible with the costructures of A:

A(a") =ai®a; ;  £(a”) =¢(a) . S (1.3.7)
These two conditions imply, forall ¢ € A '
[k(a)]" = &7"(a") ; (1.3.8)

indeed the operator xox~!ox satisfies all the properties of the antipode and since

(as the inverse of an element in a group) the antipode is unique, we have (1.3.8).

Let us clarify the interrelation between real forms of groups and *-structures on
Hopf algebras.

Let A = F(Gc) be the algebra of analytic functions on a complex group Cc
A *-structure on A determines the following real form Gg of Gc: Gr = {g €
G/ f*(9) = f(g)}; viceversa Gr induces on Fun(Gr) = F(Gc) the following *-
structure: f* =h & f(g) = h(g) Vg € Gr. Moreover a real form of G¢ determines
a real form gg of its Lie algebra, i.e. g = ggr ® vV—1gg. The *-operation that
acts as minus the identity on gg satisfies [x,x']* = [X'",x*] Vx,Xx € gr'and is
uniquely extended as an anti-linear, anti-multiplicative and involutive map on the
Hopf algebra U(g), the universal enveloping algebra of g. We have seen that a *-
structure on A = F(Gc) = Fun(G) determines a *-structure on U(g), the viceversa
is also obviously true. The explicit relation is V¢ € U(g), Va € Fun(G),

(% a) = (@, [s(a)]) ie  (b,a") = ([ (¥)]",a) (1.3.9)

‘where we have used the pairing ( ,) between the two Hopf algebras Fun(G) and
U(g), and = denotes complex conjugation.

More in general two Hopf x-algebras A and U are paired if, in addition to (1.3.1)
and (1.3.2), relation (1.3.9) holds Vi € U and Va € A.
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In a functional-analytic context, the x-operation becomes the hermitian con-
jugation. For example, Hopf *-algebras that are deformations of compact matrix
groups can be canonically realized (using the Gelfand-Naimark-Segal (GNS) con-
struction, since they are dense in a C*-algebra and since they have a Haar measure)
as bounded operators on a Hilbert space. Then the *-operation is realized as the
usual adjoint map ' on operators in Hilbert space.

We end this section listing the *-structures that define SU,(2) and SL,(2, R);
these *-involutions are well defined because they are compatible with the RTT
relations (RT1 Ty = ToT\R < RT3 Ty = TyT; R) and with the determinat condition.

DT =T = o =6, = —qy, v* = —¢3, 6" = a, where ¢ is a real
number. Gives the Hopf *-algebra SU,(2).

WI*=T=a" =a, *=0,7" =7, 6 =94, [¢q| =1. Gives the Hopf *- algebra
SLy(2,R).

13



C'hapter 2

Differential Geometry on
Quantum Groups

In this chapter we study basic notions of differential geometry on a Hopf algebra.
We first give an introductory review of the g-differential calculus studied by [21]. In
the first section, following [21], [27], we define the conditions an exterior differential
d has to satisfy and we explain them as natural generalizations of the conditions
on a classical Lie group. The space of 1-forms and then that of n-forms is fully
characterized. Then we introduce the left invariant vectorfields and deduce their ¢-
Lie algebra properties from the properties of the exterior differential d. The theory
is exemplified on the quantum group GL,(N) in Section 2.2. In Section 2.3 we
reconsider the basic postulates of a differential calculus and describe equivalent
ones. This section is complementary to Section 2.1 because emphasizes the space
of vectorfields rather than the space of one forms and the exterior differential. We
start from a ¢-Lie algebra that closes under a quadratic g-Lie bracket and then we
derive the properties of the exterior differential..

The last section of this chapter is a deeper study of the geometric structures
on Hopf algebras. We analize the duality between the space of vectorfields and the
space of 1-forms (tangent and the cotangent bundle) and generalize the construction
to tensorfields. An inner derivative or contraction operator naturally arises from
the above duality. We then introduce a Lie derivative and analize its properties.
Finally we show how these operators and the exterior differential form a graded
quantum Lie algebra of differantial operators.

2.1 Bicovariant differential calculus

In this section we review the bicovariant differential calculus on g-groups as devel-
oped by Woronowicz [21]. The g — 1 limit will constantly appear in our discussion,
so as to make clear which classical structure is being g-generalized.

The calculus can be developed on a generic Hopf algebra A with invertible
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antipode. Since we will constantly compare the construction with the classical one
on Lie groups, we will think of A as the algebra of the preceding section, i.e. the
algebra freely generated by the matrix entries 7%, modulo the relations (1.2.1) and
possibly some reality or orthogonality conditions. However, as said, the construction
can be applied to more general cases, for example it gives differential calculi on finite
groups, where one cannot apply the usual techniques of differential geometry.

A first-order differential calculus on A is defined by
1) a linear map d: A — T, satisfying the Leibniz rule
d(ab) = (da)b + a(db), Va,be€ A; (2.1.1)

[ is an appropriate bimodule on A, which essentially means that its elements can
be multiplied on the left and on the right by elements of A. [More precisely A is a
left-module if Va,b € AVp, p’ € T we have: a(p+p') = ap +ap’, (a+b)p = ap + bp,
a(bp) = (ab)p, Ip = p. Similarly one defines a right-module. A left- and right-
module is a bimodule if we also have a(pb) = (ap)b]. The space I' g-generalizes the
space of 1-forms on a Lie group.

i1) the possibility of expressing any p € I' as

p = Zakdbk (2.1.2)
%

for some ag, by belonging to A.
Bicovariance

The first-order differential calculus (I, d) is said to be bicovariant if it is both
left- and right-covariant, i.e. if we can consistently define a left and right action of
the g-group on I as follows

Ar(adb) = Ala)(id @ d)A(b), Ar:I' > A®T (l.eft covariance) (2.1.3)
rAadb) = Ala)(d @ id)A(b), tA:T - T ®A (right covariance)(2.1.4)

How can we understand these left and right actions on I' in the ¢ — 1 limit ?
The first observation is that the coproduct A on A is directly related, for ¢ = 1, to
the pullback induced by left multiplication of the group on itself

Lyy=zy, Vz,yed. (2.1.5)
This induces the left action (pullback) L} on the functions on G:

L f(y) = f(zy)ly, Li: Fun(G)— Fun(G) (2.1.6)
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where f(zy)|, means f(zy) seen as a function of y. Let us introduce the mapping
L* defined by

(L)) = (L)) = Fley)l, |
L* : Fun(G) = Fun(G x G) = Fun(G) ® Fun(G). o (21.7)

The coproduct A on A, when g = 1, reduces to the mapplng L*. Indeed, con51deung
T°,(y) as a function on G, we have

LN(T*)(@,y) = LT (y) = T (a9) = T ()T 4(y),  (218)
since T, is a representation of G. Therefore |
L(T*) =T, T°, (2.1.9)
and L* is seen to coincide with A, cf. (1.1.15).

The pullback L% can also be defined on 1-forms p as

(L3p)(y) = play)ly - (2.1.10)
and here too we can define L* as |
(L p)(z,y) = (Lzp)(y) = p(zy)ly- (2.1.11)

In the ¢ = 1 case we are now discussing, the left action Ar coincides with this
mapping L* for 1-forms. Indeed for ¢ =1

Ar(adb)(z,y) = [Aa)(id @ D)AD)](z,y) = [(a1 ® a2)(id ® d)(by ® b)](z,y)
= [a1hy ® aadby](z,y) = a1(x)bi(x)az(y)dba(y) = ar(x)az(y)dy[bi(z)ba(y)]
= L*(a)(z,y)d,[L"(b)(z, y)] = a(zy)db(zy)l,- (2.1.12)

On the other hand: _
L*(adb)(z,y) = alep)dblay)lyy (2.1.13)

so that Ar — L* when ¢ — 1. In the last equation we have used the well-known
property L;(adb) = Li(a)L;(db) = L};(a)dL}(b) of the classical pullback. A similar
discussion holds for rA, and we-have rA — R* when ¢ — 1 , where R* is defined
via the pullback R} on functions (0-forms) or on 1-forms induced by the right
multiplication:

Ry =yz, V1,y€G (2.1.14)
(Rzp)(y) = p(yz)ly (2.1.15)
(R p)(y,z) = (Rzp)(y). (2.1.16)

These observations explain why Ar and rA are called left and right actions of the
quantum group on ' when ¢ # 1.
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From the definitions (2.1.3) and (2.1.4) one deduces the following properties
[21]:

(e ®id)Ar(p) = p, (id®e)rA(p) =p (2.1.17)
(A®id)Ar = (id ® Ar)Ar, (id® A)rA = (rA @ id)rA (2.1.18)
(id ® fA)Ar = (Ar @ id)rA, (2.1.19)

this last condition is the g-analogue of the fact that left and right actions commute
for =1 (L;R; = R;L3). '

Left- and right-invariant w
An element w of [ is said to be left-invariant if
Ar(w)=1IQuw (2.1.20)

and right-invariant if

rAW) =we . (2.1.21)

This terminology is easily understood: in the classical limit,

L'v=1Qw (2.1.22)
Ro=w®l (2.1.23)

indeed define respectively left- and right-invariant 1-forms.
Proof: the classical definition of left-invariance is

(Liw)(y) = w(y) (2.1.24)
or, in terms of L*, _
(L'w)(z,y) = Liw(y) = w(y)- (2.1.25)
But '
(1 @w)(z,y) = [(2)w(y) = w(y), (2.1.26)
so that '
Lw=IQw (2.1.27)

for left-invariant w. A similar argument holds for right-invariant w.

Consequences

For any bicovariant first-order calculus one can prove the following [21] [state-
ments 1), ii), iii) and formulae (2.1.85) and (2.1.115)-(2.1.117) holds also for a
calculus that is only left covariant)):
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i) Any p € I' can be uniquely written in the form:

p = aw’ v (2.1.28)
p=wh; (2.1.29)

with a;, b € A, and w' a basis of i, [', the linear subspace of all left-invariant
elements of I'. Thus, as in the classical case, the whole of T' is generated by a basis
of left invariant w'. An analogous theorem holds with a basis of right invariant
elements n' € ;o ['. Note that in the quantum case we have aw' # w'a, the bimodule
structure of ' being non-trivial for ¢ # 1. [This is a consequence of associativity:
Vp € T'\Va,d € A, pa = ap = (ad')p = p(ad’) = (pa)a’ = da'(pa) = dap =
aad’ = d'a . S

i1) There exist linear functionals fij on A such that, for any a,b € A:

wb=(f ;xbw =(d® f';)A(b)w’ (2.1.30)
aw' =W [(f* ;o k™) * a] (2.1.31)

Once we have the functionals f* ;, we know how to commute elements of A through
elements of I'. The f' ; are uniquely determined by (2.1.30) and for consistency v
must satisfy the conditions:

I 5(ab) = £ 4(a) f* 5(0) | (2.1.82)
ft;(I) = 6; (2.1.33)
(fFiom)fli=8& [f5(Fior) =0 ¢, (2.1.34)
so that their coproduct, counit and coinverse are given by:
N )=F o f | (2.1.35)
e(f;)=29; (2.1.36)
W) = 8fe = f* & (f)) (2.1.37)

cf. (1.3.1)-(1.3.3). Note that in the g = 1 limit fr; = &, ie. f'; becomes
proportional to the identity functional £(a) = a(lg), and formulas (2.1.30), (2.1.31)
become trivial, e.g. w'b = bw' [use € * @ = a from (1.1.5)].

ii1) There exists an adjoint representatioh M]-i of the quantum group, defined
by the right action on the (left invariant) w*:
rAw) =w’ @ M;', M, € A. - (2.1.38)

It is easy to show that pA(wi) belongs to ;[ ® A, which proves the existence of

Mji. In the classical case, M]-" is indeed the adjoint representation of the group.

We recall that in this limit the left invariant 1-form w* can be constructed as

W' T: = (y 'dy)'T;, yeG. (2.1.39)
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Under right multiplication by a (constant) element z € G : y — yz we have, !

W y2)Ti = [z 'y d(yo)]'Ti = [z (y " dy)2] Te (2.1.40)
— Ty VT = My (@) ()T (2.141)
so that ' _ ‘
w'(yz) = W (y)M;* () (2.1.42)
Rwi(y,z) =w @ M,'(y,z), ' (2.1.43)

which reproduces (2.1.38) for ¢ = 1.
The co-structures on the sz' can be deduced [21]:

A(M;) = M;'®@ M, (2.1.44)
e(M;*) =6} (2.1.45)
’{(Mil)Mlj = 53 = MilK(sz)- (2.1.46)

For example, in order to find the coproduct (2.1.44) it is sufficient to apply (1d® A)
to both members of (2.1.38) and use the second of eqs.(2.1.18).
The elements Mji can be used to build a right-invariant basis of I'. Indeed the
n* defined by '
7t = kUM’ (2.1.47)

are right invariant [use k™ '(az)a; = €(a)]:

rA(n') = Al (M )rA(W) =
UM, @k (M)W @ M) =k H (M, * Q8T =n' @ (2.1.48)

s J

moreover every element of I' can be written as p = a;n* or p = n'b; where a; and b;
are uniquely determined. '
It can be shown that the functionals f* ; previously defined satisfy:

n'b=(b* f )y (2.1.49)
an' = n’lax (f' ;0r)], (2.1.50)

where a * f = (f ® i1d)A(a), f € A"
From (2.1.30), using (2.1.47) i.e. w' = M, 'n' and from (2.1.49) one immediately

prove the relation

M (ax ') = (f ;% a) M}/, (2.1.51)
with a* f'; = (f* , ® id)A(a).

'Recall the ¢ = 1 definition of the adjoint representation z~'Tjz = Mf(.r)T,-.
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Note 2.1.1 " Given a first order differential calculus, the space I' is a bicovariant
bimodule i.e. T is a bimodule with left and right actions Ar and rA that satisfy
(2.1.17), (2.1.18), (2.1.19) and that are compatible with the bimodule structure:

Ar(aph) = A@Ar(D)AB) 5 rA(wb) = AlrApAG) . (2152)

Points i), i), iii), and iv) below, hold not only for a first order differential calculus
but also for a generic bicovariant bimodule (where Ar and A are not deﬁped via d).
Any bicovariant bimodule is uniquely characterized by the functionals f* ; and the

elements M;’ satisfying (2.1.32), (2.1.33), (2.1.44), (2.1.45) and the fundamental
condition (2.1.51). Indeed, cf. Theorem 2.4.3, Ar is well defined via (2.1.20) while
rA, defined by (2.1.38), is compatible with the right product in I':

rA(w'a) = rA(w')Aa) _ - (2.1.53)

if and only if (2;1.51) holds. Proof. The projection P : T — in T defined by -
Vp € T', P(p) = m(k ® id)Ar(p) [where m is the multiplication in the bimodule T']

maps aw' in P(aw') = ¢(a)w' and w'a in P(w'a) = f* ;(a)w’ and is an epimorphism
between the two bimodules I' and ;,,I'. We then have: '

(P ®idrA(wa) = (PRIidrA[(f;*aw’]=w* @ (f';xa)M’ ;

(P ®idrA(w'a) = (P®id)(w e ® M az) = (P @id)[(f* ; * ar)w” ® M, ay]
' = QM (axf). - |
This proves the implication (2.1.53) = (2.1.51); the viceversa is also true since
(a1 ® id)(P ® id)rA(w'as) = rA(w'a). » oon

iv) An exterior product, compatible with the left and right actions of the ¢-
group, can be defined by a bimodule automorphism A in I'® I' that generalizes the .
ordinary permutation operator:

A(wi ® nj) =17’ ®.wi, (2.1.54)

where w* and 1’ are respectively left and right invariant elements of I'. Bimodule
automorphism means that

Alar) = aA(7) | (2.1.55)
A(7b) = A(T)b _ (2.1.56)

for any 7 € T ® ' and a,b € A. The tensor product‘between elements p,p’ € T’
is defined to have the properties pa ® p' = p ® ap’, alp @ p’) = (ap) ® p’ and
(p®p')a=p®(p'a). Left and right actions on I' @ I' are defined by:

Ar(p®p)=ppi®p2®py Ar:TOI - ART®T (2.1.57)
rA(p@p')Elm@p'l@png, rA:TRIN-I'eI'g A (2.1.58)
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where as usual p;, p2, etc., are defined by

Ar(p) =p1®@p2, prEA, pp €T (2.1.59)
rA(p) =p1®p2, p €T, p2€ A (2.1.60)
More generally, we can define the action of Aron I'®”" =I'@I'Q@--- @I as
n-times

Ar(p®p' ® - ®p")=pipy- P @ P2 ® - @ py

Ar:T® 5 AQ " (2.1.61)
rA(p@p @ ®@p") =1 Qp)--- @ pf ® papy---pf |
rA:T® 5% @A . (2.1.62)

Left invariance on I' ® I is naturally defined as Ar(p ® p') = I ® p ® p’ (similar
definition for right-invariance), so that, for example, w' ® w’ is left invariant, and
is in fact a left invariant basis for ' ® I'.

— In general A? # 1, since A(p’ ® w') is not necessarily equal to w' ® n’. By
linearity, A can be extended to the whole of @ I.

— A is invertible and commutes with the left and right action of the g-group,
l.e. ArA(p®p') = (1dRAN)Ar(p®p') = p1p] @ A(p2® p}), and similar for rA. Then
we see that A(w' @ w?) is left invariant, and therefore can be expanded on the left
invariant basis w* ® W'

Aw' @w’) = A7 | w* @' (2.1.63)

— From the definition (2.1.54) one can prove that [21]:
AV w=1r I(Mkj); (2.1.64)

thus the functionals f*, and the elements M,” € A characterizing the bimodule T
are dual in the sense of eq. (2.1.64) and determine the exterior product:

pPAPEW(pRP)=pR0 —Alp® /) (2.1.65)
WAW =W oW =w ®@w — AY W euw (2.1.66)

Notice that, given the tensor AY x> We can compute the exterior product of any
p,p" € T, since any p € I is expressible in terms of w* [cf. (2.1.28), (2.1.29)]. The
classical limit of A" ,; is

AV 2 s (2.1.67)
since f* Lkt oie and e(M;*) = &7. Thus in the ¢ = 1 limit the product defined in

(2.1.66) coincides with the usual exterior product.
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From the property (2.1.55) and (2.1.56) applied to the case 7 = w' ® w’, one
can derive the relation :

A = fnifminj pq- (2.1.68)

Applying both members of this equation to the element M, * yields the braid relation
for A: |

Anmiink rijs kg = AT n’Amsijij pgr b6 AiaAozAya = AsAipAgs (2.1.69)

which is sufficient for the consistency of (2.1.68). Taking a = M,? in (2.1.51), and
using (2.1.64), we find the relation dual to (2.1.69):

MM AT o= A MM, (2.1.70)

This last formula explicitly shows that W commutes with the coaction Ar [the
commutation of W with rA is implicit in (2.1.63)]; the new tensor w* A w’ =
W' wk @ w! transforms covariantly according to its index structure:

[‘A(wi A wj) = [‘A(wk & wl)Wklij = wF AW ® MkiMlj ; (2171)

Using also (2.1.68) we conclude that the action of Ar and rA on the tensor p A p
has the same expression as in (2.1.57) and (2.1.58) with the tensor product replaced
by the wedge product. : '

Defining - .
R" ., =AY ), , _ (2.1.72)

we see that R” w satisfies the quantum Yang-Baxter equation (1.2.3), sufficient
for the consistency of (2.1.70). Notice that the quantum Yang-Baxter equation
1s typically associated to a quasitriangular Hopf algebra with universal R-matrix.
In this case, as shown in [64] and [46], AY ,, is a representation of the universal
R-matrix of the quantum double associated to the generic Hopf algebra A. In other
words, (2.1.70) does not rely on the existence of “RTT” equations (1.2.1) used to

define specific examples of Hopf algebras.

Generalizing equation (2.1.66), wedge products of n forms are again expressed
in terms of tensorfields:

WA Ay =W awi @...0w,. (2.1.73)
The numerical coefficients W;_,, are given through a recursion relation
Wi n =Ty Wi no, (2.1.74)
where |

Il...n =1- An—l,n + An—?,n—lAn—l,n el (—1)nA12A23 T An—l,n (2175)
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and W*; = T*; = §%. The space of n-forms I'"" is therefore defined as in the classical
case but with the quantum permutation operator A.
As is easily seen writing

Is...n =1- An—l,n + An—z,n—lAn-—l,n s T (_1)n_s+lAs,s+lAs+l,s+2 e An—l,n ]
7 has the following decomposition property that we will use later on:
I1...n = Isn + (‘"1)n_s+111...s—lAs—l,sAs,s+1 o An—-l,n . (2176)

Due to (2.1.70) and (2.1.68), the action of Ar and rA on the tensor ¥ € I'** C I'®"
has the same expression as in (2.1.61) and (2.1.62) with the tensor product replaced
by the wedge product. Following Note 2.1.1, I'*" is a bicovariant bimodule with
left and right coactions Ar and rA. We call the algebra I'* of exterior forms,
M=ol el¥e... (with A =TI?), a bicovariant graded algebra because
it is a graded algebra with Ar and rA that are grade preserving.

v) Having the exterior product we can define the exterior differential

d: T=STAT (2.1.77)
d(axdby) = day A dby, ‘ (2.1.78)

which can easily be extended to I'"":
d: T — PN (2.1.79)

d(aklkz...k‘ndbkl A dbkz A dbkn) = dak1k2.--.kn A dbkl A dbk2 A ...dbkn (2.1.80)

and has the following properties:

dOANG)Y=dONO + (=1)0NdO (2.1.81)
d(df) =0 (2.1.82)

Ar(df) = (id @ d)Ar(6) (2.1.83)
rA(d8) = (d ® id)rA(9), ' (2.1.84)

where § € T §' € T, The last two properties express the fact that d commutes
with the left and right action of the quantum group, as in the classical case.

vi) The g-tangent space T, dual to the left invariant subspace j,,I" can be in-
troduced as a linear subspace of A’, whose basis elements x; € T C A’ are defined
by

da = (xi * a)w', Va€ A, (2.1.85)
In the commutative case we write
0 9 i v 9 i i
i = gy = (570 & 6 )iy = (350) & ko) = b
(2.1.86)
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AN

where €' (y) is the vielbein of the group manifold and e”; is its inverse. Now

recalling (1.3.6) we write .
: da = (til‘c * a)w' (2.1.87)

where ¢; are left invariant vectorfields. Therefore x* is the g-analogue of left in-
variant vectorfields, while x; is the g-analogue of the tangent vector at the origin
1¢ of G: ' - ' '
Yixa 23 ia(y)e“ .= 0ia(y), x:(a) q—_H> —a——.a(x)lx_l (2.1.88)
oy+ ' . oz’ e .
ie. T 224 g where g is the Lie algebra of G ('vand here the Hopf algebra A is the
g-deformation of Fun(G)).

vii) Given the basis {x;} of the ¢g-tangent space T', we can introduce the “coor-

dinates” {z'} via the following definition: consider the linear space R (Woronowicz
right ideal) given by R = {a € A / ¢(a) = 0 and T(a) = 0}, define the linear
space X by the relation

A=X®Ro{l} o (2.1.89)

i.e. X is maximal in the (ordered) set of all linear subspaces of A disjoint from

R & {I}. From (2.1.89) it follows that the dual vector space X' is isomorphic to T
and therefore there are n elements z* € X C kere uniquely defined by the duality

(xi,z?) =67 . o (2.1.90)

Note that (z*) = 0 since X C kere because A = kere @ {I}. In the classical limit,
in a neighbourhood of the identity 1g € G, we have Vg € G, g = []; e* 9)Xi, see for
ex. [79], the z* are called canonical coordinates of the second kind on the group G
(while those of the first kind are given by g = eziy'(g)x").

*

viii) The yx; functionals close on the ¢-Lie algebra:

XiX5 — AM axext = Cyj ks (2.1.91)
with A .. as given in (2.1.64). The product x;x; is defined by [cf. (1.3.1)]
Xix; = (Xi @ x;)A : (2.1.92)

and sometimes indicated by x;*x;. Note that this * product (called also convolution
product) is associative:

Xi* (G * xk) = (% X5) * X | (2.1.93)
Xi*(xj*a) = (xi*xj) *a, a €A (2.1.94)
We leave the easy proof to the reader. The g-structure constants C,; * are given by

C,. * = x;(M, ). (2.1.95)

1y
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This last equation is easily seen to hold in the ¢ = 1 limit, since the (x;);* = C;; *

are indeed in this case the infinitesimal generators of the adjoint representation:

M;* =§f + C; %27 + O(2?). (2.1.96)

Using x; = 22 |s=15 indeed yields (2.1.95).
By applying both sides of (2.1.91) to M,.° € A, we find the ¢-Jacobi identities:
C,i ncnj P - AM iiCre "Cy = Cij kcrk % (2.1.97)

which give an explicit matrix realization (the adjoint representation) of the gener-
ators x;:

(Xi)kl = Xi(Mkl) = Cy, L o (2.1.98)

Note that the g-Jacobi identities (2.1.97) can also be given in terms of the ¢-Lie
algebra generators y; as :

[ Xl X351 — A 3l xal xal = D, s X311, (2.1.99)

where
X6, X5) = xix; — AM i X kX1 (2.1.100)
is the deformed commutator of eq. (2.1.91).

ix) The left invariant w' satisfy the g-analogue of the Cartan-Maurer equations:
o1
dw' + 5Cj "W A Wk =0, (2.1.101)

where 4 .

The structure constants C satisfy the Jacobi identities obtained by taking the ex-
terior derivative of (2.1.101):

—C,;'C,. " Aw® AwF =0. (2.1.103)

rj s

(Cjk iCrs

In the ¢ = 1 limit, w’ A w* becomes antisymmetric in j and k, and we have

;91 i i i
Cjk = (XixE — Xka)(m ) = Cjkl xi(z') = Cjk ) (2.1.104)

where C;, ! are now the classical structure constants. Thus when ¢ = 1 we have

Cj ' = Cj; * and (2.1.101) reproduces the classical Cartan-Maurer equations.
For ¢ # 1, we find the following relation:
| i 1 rs i

i. 1
Ci' = 9]
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after applying both members of eq. (2.1.91) to z*. Note that, using (2 1.105), the
Cartan-Maurer equations (2.1.101) can also be written as:

dw' + Cjp "W’ @ Wk = 0. | (2.1.106)
x) Finally, we derive two operatorial identities that become trivial in the limit
g — 1. From the formula
dhx8)=hxdd, heA, 6™ (2.1.107)
[a direct consequence of (2.1.84)] with h = f*,, we find
Xef™ =AY "o - - (2.1.108)

By requiring consistency between the external derlvatlve and the bimodule struc-
ture of I, i.e. requiring that

d(w'a) = d[(f ; * a)w], (2.1.109)
one finds the identity
Cmnifmjfnk + fi Xk = AP? j[_cpri q + C]'k lfi B (21110)

See Appendix A for the derivation of (2.1.108) and (2.1.110); see Subsection 2.3.5
for an alternative derivation.

In summary, a bicovariant calculus on a Hopf algebra A (“the algebra of func-
tions on the quantum group”) is characterized by functionals x; and f*'; on A
satisfying, cf. [22],

Xix; — A xexi =Cy Fxa (2.1.111)

AN = T A L, (2.1.112)

Con 5k + 1 ij:quijpfiq+Cjklfil (2.1. 113)
Xef™ =AY f X (2.1.114)

where the g-structure constants are given by C,,* = Xk(Mji) and the braiding
The co-structures on the quantum Lie algebra generators x; are:

ANx)=x0f; +e®x: (2.1.115)
e'(xi) =0 | (2.1.116)
K'(xi) = —xi&'(f ), (2.1.117)

which ¢-generalize the ones given in (1.1.19)-(1.1.21). These co-structures derive
from the duality relations (1.3.2) and (1.3.3). For example, using the Leibniz rule
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for the exterior differential and (2.1.30), we have x;(ab) = x;(a)f’ ;(b)+e(a)xi(b)i.e.
(2.1.115); a straighforward way to obtain (2.1.117) is to apply m(id®x) to (2.1.115).
The co-structures on the functionals f*; have been given in (2.1.35)-(2.1.37) and
can be easily derived from (2.1.115) and (2.1.116) using the coassociativity of the
coproduct [eq. (1.1.4)]. These costructures are consistent with the bicovariance
conditions (2.1.111)-(2.1.114).

Relations (2.1.111), (2.1.114) and (2.1.115) are also sufficient to construct a
bicovariant calculus on A: ‘

Proposition 2.1.1 Consider a set {x;, f* ;} of functionals on A that satisfies:

Xix; — Alxex, €T (2.1.118)
xif™ = A g f" (2.1.119)
x:(ab) = x;(a)f?;(b) + e(a)xi(b) Va,be A (2.1.120)

where T is the vector space spanned by the x;, and assume that the algebra U of
polynomials in x; and f* ; separates the points of A. Then these data determine a
bicovariant differential calculus on A.

Proof This proposition is easily proven in the framework of Section 2.3. Formula
(2.1.114) can also be written

adge x; = A*xn ' (2.1.121)

‘where ad is the adjoint action: Vi, € U, adyd = K'(P1)dp2. We similarly have
[see the first three terms in (2.3.47)]:

adx]'Xi = ’{,(le)Xing = XiXj — Ae{leXf eT (21122)

Notice that the ad action is a right representation of U on U: adycp = ad¢(adyp) and
therefore we conclude that, Vi € U, adyx is a linear combination of x; elements.
This last condition and (2.1.120) are formulae (2.3.18) and (2.3.7). In Section 2.3
the differential calculus is explicitly constructed out of these two conditions. OO0

By applying (2.1.111)-(2.1.114) to the element M,° we express these relations
in the adjoint representation, thus obtaining a set of numerical equations necessary
for the existence of a bicovariant calculus:

C,; "C,;* — A" G "Ch =Gy *C,,* (gq-Jacobi identities)(2.1.123)
A""’”ijA”c oA kg = Ak ”-Amsijij pq (Yang-Baxter) (2.1.124)
Con A AT o+ A Cp t = AP AT C 4+ C AR (2.1.125)
C,,"A™ =AY A" .C,° (2.1.126)

ml = i~mj
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In the next section, we describe a constructive procedure due to Juréo’[23] for a
bicovariant differential calculus on any g-group of the A, B,C, D series considered
in [19]. The procedure is illustrated on the example of GL,(2), for which all the

objects f i M., A, Cix * and Cjki are explicitly computed.

2.2 Constructive procedure and the example of
G Ly(2)

The g-groups discussed in Section 1.2 are characterized by the matrix R® _,. In
terms of this matrix, it is possible to construct a bicovariant differential calculus on
these g-groups [23], see also [24], [25]. The general procedure is described in this
section, and the results for the specific case of GL,(2) are collected in the table.
For a detailed study of the GL,(3) case see [29].

The L* functionals

We start by introducing the linear functionals L** ,, defined by their value on
the elements 7% ,: '

L= b(Tcd) = (Ri)ac bd» (2-2-1)

where » ‘
' (RY)*,, =ctR™ - (2.2.2)
(R)™ o = (R71)™ (2.2.3)

where ct, ¢~ are free parameters (see later). The inverse matrix R™! is defined by
(R—l)ab cdRCd of = gé'l} = Rab Cd(R—l)cd o (224)

We see that the L*®, functionals are dual to the 7%, elements (fundamental repre-
sentation) in the same way the f* ; functionals are dual to the M;’ elements of the
adjoint representation. To extend the definition (2.2.1) to the whole algebra A, we
set:

L= y(ab) = L** (a)L*° ,(b), Va,be A (2.2.5)

so that, for example,
L** o(T° dTef) = (Ri)ac gd(Ri)ge bf (2.2.6)
In general, using the compact notation introduced in Section 1.2,
LE(TyTs..T,) = RERE,..RE. (2.2.7)

As it is esily seen from (2.2.6), the quantum Yang-Baxter equation (2.1.69) is a
necessary and sufficient condition for the compatibility of (2.2.1) and (2.2.5) with
the RTT relations: LE(RysToTs — T5T2Ry3) =0
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Finally, the value of L* on the unit / is defined by
LE* (1) = &8¢ (2.2.8)

Thus the functionals L**, have the same properties as their adjoint counterpart
f* ;» and not surprisingly the latter will be constructed in terms of the former.
From (2.2.7) we can also find the action of L** , on a € A, i.e. L** % a. Indeed

L x (T, T%%, - T,)=[1d® L** JA(T, e, ---T%,)=
[id @ L** JA(T®y) - A(T*y,) =
[Zd ® L:ta b](TClel U Tcne,, & Teldl e endn)
T, T L (T%, - T7,) =

T o 1%, () (R Sy (B, (229)
or, more compactly,
LE«T,..T, =T,.. TR, RE,...RE, (2.2.10)

which can also be written as the cross—corhmutation relation
LET, = TWRELE. (2.2.11)
It is not difficult to find the commutations between L** , and L*°
Ry LELE = LELER,, ' (2.2.12)

RlzL;Ll_ - Ll_ L;—ng, (2213)

where as usual the product L¥LE is the convolution product: LE¥LE(a) = (L ®
LF)A(a) Va € A. Consider

Ri2(Ly L) (Ts) = Ria(L3 @ LT)A(Ts) = Riz(Ly @ LT)(T3®T5) = (c*)? RiaRsa Ry
(2.2.14)

and
LY L3 (T3)Riz = (c*)? RaiRazRiz (2.2.15)

so that the equation (2.2.12) is proven for L* by virtue of the quantum Yang-
Baxter equation (1.2.3), where the indices have been renamed 2 — 1,3 — 2,1 — 3.
Similarly, one proves the remaining “RLL” relations.

Note 2.2.1 As mentioned in [19], LT is upper triangular, L™ is lower triangular
(this is due to the upper and lower triangularity of Rt and R, respectively). From
(2.2.12) and (2.2.13) we have

A Ay S £ AN AL SN AN (2.2.16)
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Note 2.2.2 A determinant can be defined for the matrix L** 5 as in Note 1.2.5,
with ¢ — ¢~'. Indeed the “RLL” relations are identical to the ” RTT” with R —
R~! (which means ¢ — ¢7!, r — 7', cf. eq. (3.1.9)). Then , because of the upper
or lower triangularity of L* and L~ respectively, we have

det, [* = [*'  [*¥*,... [, (2.2.17)
Note 2.2.3 From (2.2.1) we deduce:
L g(det, T) = 64(c*)Nr! | (2.2.18)

Proof: observe that LiAB(deth) = L*4 (T, T?, - TVy) since all the other
permutations do not contribute, due to the structure of the R* matrix. Then it is
easy to see that
L4 (T T2, TNy = : (2.2.19)
S5 )N (RE)M 4 (RE)™ g - (RE) Mg = 85(c%) ™! (2:2.20)
If we set det,7 = I, then L** o(det, T) = §4(c*)¥r*! must be equal to 84, or
¢t = r¥vat with (o*)Y = 1. In this case [det, L¥](T*5) = &f so that det L* = ¢
[Proof: det,L*(T4g) = SA(ct)N(RE)'A 4 (RE)NA4 4 = 6A(ct)Vr¥! | Thus for
. (c*)NrE! = 1, the functionals L¥and ¢ generate the Hopf algebra U(sl,(N)). In
the case of GL,(n), ¢ are extra free parameters. In fact, they appear only in the
combination s = (¢*)~!¢~. They do not enter in the A matrix, nor in the structure
constants or the Cartan-Maurer equations, they however enter the w — T commuta-
tion relations (see the table), so that different values of s give different bimodules of
I-forms and different bicovariant differential calculi on GL,(n). (This accounts for

the one parameter family of differential calculi found in the classification of GL,(n) -
calculi [32]).

The co-structures are defined by the duality (2.2.1):
A(LE )Ty @ T¢ ) = L (T T ;) = L** (T° ;) L*° (T* ) (2.2.21)
e(L** ) = L** () | (2.2.22)
K(LE%)(T° ) = L*° (s(T° ) (2.2.23)

of. [(1.3.3), (1.3.3)], so that

A(L** ) = L** @ L*, (2.2.24)
e'(L**,) = & (2.2.25)
&(LE ) =L ok (2.2.26)

30



The matrix «’(L*) = (L*)~! is a polynomial in the L** , elements and therefore the
L%, generate a Hopf algebra, the Hopf algebra U,(gl(n)) paired to the quantum
group GL,(n)*. Note that '

L** y(~(T° ) = ((RF)™)* pas (2.2.27)

since

LE® ((T° )T*,) = 8512° (1) = 5267 (2.2.28)
and

L* (s(T° )T%,) = L*° ;(s(T° )L (T%,)

= L*" (k(T°,))(RY), (2.2.29)

e

The space of quantum 1-forms

The bimodule I' (“space of quantum 1-forms”) can be constructed as follows.
First we define w,® to be a basis of left invariant quantum 1-forms. The index pairs

b or % will replace in the sequel the indices ! or ; of the previous section. The

a
dimension of j,,I" is therefore N? at this stage. Since the wab are left invariant, we

have:

Ar(w)=T®w?', ab=1,..,N. (2.2.30)
The left action Ar on the whole of T is then defined by (2.2.30), since w,’ is a basis |
for I'. The bimodule I is further characterized by the commutations between w,?
and a € A [cf. eq. (2.1.30)]:

wa;wb = (fafzblbg * b)wa’27 (2231)
where
iy, = KL, )L, (2.2.32)
Finally, the right action rA on I is defined by ‘
PA(w,2) = w,? @ MY, 2, (2.2.33)
where Mbgma?, the adjoint representation, is given by
M, 2 =T k(T%,). (2.2.34)

It is easy to check that f,*2*, fulfill the consistency conditions (2.1.32)-(2.1.34),
where the i,j,... indices stand for pairs of a,b,... indices. Also, the co-structures of

2The pairing between these two Hopf algebras is nondegenerate, indeed U,(gl((n)) as a Hopf
algebra is isomorphic {77, 19] to Ug(gl(n)) (as defined by Jimbo [18]) then the Hopf isomorphism
UD(sl(n)) = SU,(n) (where UP(sl(n)) is the Hopf dual of Drinfeld universal enveloping algebra
Uy (sl(n)) [16]) allows to conclude that the pairing between G Lq(n) and U, (gl(n)) is nondegenerate.
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Mbgm‘” are as given in (2.1.44)-(2.1.46). The last compatibility condition between

. the bimodule ' and the action rA, as explained in Note 2.1.1, is (2.1.51). This
relation is easily checked for a = T since in this case it is implied by the RTT
relations; it holds for a generic a because of property (2.1.32).

The A tensor and the exterior product
The A tensor defined in (2.1.72) can now be computed:

A2 b = f,0h (M, %) = &/(L", )L™, (T, k(T%,))
= [W(L*",) ® L7, | A(T, 5(T%,))
= W) @ LT (T, @ T )(k(T,) © ~(T%,))
= [&(L*",,) ® L7 )[T%, k(T%,) @ T, 5(T%,)]
= L*", (RH(TR)e(T9,)) L7, (T, s(T%,))
= dRd L, (T, R(T2,)) L%, (T%, k(T,)
= dRdLMY (TR LT (6(T9,) L, (T%,) L% (6(T%,)
= ded'lRf‘*”;zgl(R )9 (RTYY™e , R (2.2.35)

where we made use of relations (1.1.12), (1.3.3), (1.2.15), (2.2.1) and (2.2.27). The
A tensor allows the definition of the exterior product as in (2.1.66). For future use
we give here also the inverse A~! of the A tensor, defined by:

( - ) az d2|b1 A b C2|el h 5“256l5f15d2 | (2236)

al dl bg c2 bl C1 €2 fg €2 ~ay

It is not difficult to see that v
(A—l) as d2|b1 a fdd2bl (Tag —-1(Tc1 )) —

e di | by e
RPb (R0 (R RS (d)ed, (22.37)

does the trick. Another useful relation gives a particular trace of the A matrix:
AN, = dushez. (2.2.38)

This identity is simply proven. Indeed:
A 1% = 20, (MO, 8 = -
WL )L, (TR(T? ) = /(L) L7, (85 T) =

S (LT )L™ JI® 1) = 5;;55;5 - (2.2.39)

The relations (1.2.17), (1.2.18) for the R matrix reflect themselves in relations
for the A matrix (2.2.35). For example, the Hecke condition (1.2.17) implies:

A+@P)A+gHA-1)=0 (2.2.40)
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for the A,_; g-groups, and replaces the classical relation (A — 1)(A +1) = 0, A
being for ¢ = 1 the ordinary permutation operator, cf. (2.1.67).

With the help of (2.2.40) we can give explicitly the commutations of the left
invariant forms w. Indeed, reverting to the i,j... indices, relation (2.2.40) implies:

(Aij kl + q26;€5{)(Akl mn + q_2671:16£z)(Amnrs - 6:16:)wr ®w5 =
(A7 + PREAM L+ g 8w AW =0 (2.2.41)

and it is easy to see that the last equality can be rewritten as

W AW = —ZY Wk AW (2.2.42)
ij 1 i —~1yij
AN W[A] i (ATl (2.2.43)

The exterior differential

The exterior differential on I'** is defined by means of the bi-invariant (1 e. left
and right invariant) element 7 = 3", w,* € I as follows:

do = %[mo— (—=1)*0 A 7], (2.2.44)

where § € I'**, and ) is a normalization factor depending on ¢, necessary in order
to obtain the correct classical limit. It will be later determined to be A = g — q™!.
Here we can only see that it has to vanish for ¢ = 1, since otherwise df would vanish
in the classical limit. For a € A we have

da = —/1\—[7'(1 —ar). (2.2.45)

This linear map satisfies the Leibniz rule (2.1.1), and properties (2.1.81)-(2.1.84),
as the reader can easily check (use the definition of exterior product and the bi-
invariance of 7). A proof that also the property (2.1.2) holds can be obtained by
considering the exterior differential of the adjoint representation:

dM]-i = (xk * M]»i)wk = Mlekl Wk (2.2.46)
or
Multiplying by C,. ', we have:
C,; 's(M;)dM;* = C}, 'C,,; 'w* = guwt, (2.2.48)

where gni is the ¢-Killing metric. The explicit example of this section being GL,(2),
one may wonder what happens to the invertibility of the ¢-Killing metric, since its
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classical limit is no more invertible [GL(2) being nonsemisimple]. The answer is
that for ¢ # 1 the ¢-Killing metric of GL,(2) is invertible, as can be checked
explicitly from the values of the structure constants given in the table. Therefore
GL,(2) could be said to be “g-semisimple”. With an analogous procedure (using
T*, instead of M;*) we have derived in the table the explicit expression of the w*
in terms of the dT*, for GL,(2).

The g-Lie algebra

The “quantum generators” x%, are introduced as in (2.1.85):

da = %[Ta —a7] = (X%, * a)w, 2. (2.2.49)

Using (2.2.31) we can find an explicit expression for the x* in terms of the L*
functionals. Indeed

ra=wla= (£, *a)w? = (L)L ] * a)w,. (2.2.50)

Therefore .
’ c1 -b ¢ e
a=S[(K (L)L o, — ) * alwy® (2.2.51)

(recall € x a = a), so that the g-generators take the explicit form
1 C1 —_ ’ ].
f&=;W@+QLbQ—@d=XmMQ~%Q. (2.2.52)

The commutations between the x’s can now be obtained by taking the exterior
derivative of eq. (2.2.51). We find

d*(a)=0=d C‘*aw”—x * XL, * a)w, 2 Aw? + (X% *a)dw
d2 dy c1 c2 1

[¢)

d f
(X dy ¥ XCI * a)(wy ®wqcz - Adx2c(1:2 eéz }'2 61 ®wf1 ?)

+= (XC1 * a)(w,® A W w2 A w,?). (2.2.53)

Now we use the fact that 7 = w,® is bi-invariant, and therefore also right-invariant,
so that we can write
WA w,,? +w,? A w, =
W,? @ Wy ~ Mwy” @ w,?) +wy” ®wy’ = Awy? @) =
wcf2®wb—/\(wbb®w”): ‘
w2 Qw, — A 20N w2 W, (2.2.54)

e2 2% 81
where we have used A(w. 2 ®@7) =7 ®wcl°2, cf. (2.1.54). After substituting (2.2.54)

in (2.2.53), and factorlzlng wdd2 ® w, 2, we arrive at the g-Lie algebra relations:

C1’
d c1 f2d b d g 3
XXt = Ay (P10 XXy, = [¥WQ+AMﬂ@1xg] (2.2.55)
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The structure constants are then explicitly given by:

(ol bl|62_ 5

as baley — A[ + Abb C2|0-1 b1 ] (2.2.56)

b cl a2 ay by

Here we determine A. Indeed we first observe that

A 22 d2|c1 by 561 60-2 Cl 5d2 ( _ ) a2 dzlcl by (2257)

a1 dy ca by T ay dp ¢y b

where the matrix U is finite and different from zero in the limit ¢ = 1. This can be
proven by considering the explicit form of the R and R~! matrices. In the case of
the A,_1 g-groups, for example, these matrices have the form [19]:

~1
R® =885+ (g—q" [qq_ — 62830 + 62650(a — b)] (2.2.58)
1 — -1 R
(R =026 —(g—q ") [q — q_l 62856°8 + 8b820(a — b)} : (2.2.59)

where 6(z) = 1 for z > 0 and vanishes for < 0. Substituting these expressions in
the formula for A (2.2.35) we find (2.2.57). Using (2.2.57) in the expxessmn (2.2.56)
for the g-structure constants C, we find that the terms proportional to + 3 do cancel,
and we are left with:
N -
C 3,26;72|C1 = ———/\—(q - ) y 2! z112b272' (2'2'60)
A simple choice for A is therefore A = g— ¢!, ensuring that C remains finite in the

limit ¢ — 1 ; moreover with this normalization the differential d reduces for ¢ — 1
to the classical differential, cf. Section 4.6.

The Cartan-Maurer equations

The Cartan-Maurer equations are found as follows:

1
dw 2 = —(wbb ANw, 2 + wclcz /\wbb) = -

o = 3 C% P12 w,™ Aw, . (2.2.61)

c1 al

In order to obtain an explicit and, for ¢ — 1, well defined expression for the C
structure constants in (2.2.61), we must use the relation (2.2.42) for the commu-
tations of w,?? with wbbg. Then the term w2 A w,’ in (2.2.61) can be written as
—Zww via formula (2.2.42), and we find the C-structure constants to be:

al bl l C2 5(1161715 1

b b - b b
asz bsicy /\( az Ve —2 [Acfzb 0(112 1172 +( )c;czb Iﬂ»;z’ ;72])

= __.2_( 21551562 _ __[5a15b15 ( - ) c2 b|a1 by ]),(2262)

A 2Y¢c1 Ybo qg ag Yy c1 bl ap by
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- where we have also used eq. ,(2.2.38). By considering the analogue of (2.2.57)
for A71, it is not difficult to see that the terms proportional to } cancel, and the

q — 1 limit of (2.2.62) is well defined. For a similar result on the B,,C, and D,
g-groups see (4.5.16) and ref. [30].

In the table we summarize the results of this section for the case of GL,(2). The
composite indices ,° are translated into the corresponding indices *, 1 = 1,4, —, 2,
according to the convention:

1 (1 2 1 - 2 (2
1_'>71—')+)_2_)a2_>- (2.2.63)

A similar convention holds for %, — ;.
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2.2.1 Table of GL,(2)

The bicovariant GL,(2) algebra

R and D-matrices:

q 0 00
0 1 0 0
ab .
R ca = 0 g—g 110
0 0 0 ¢
g ! 0 0 0
0 1 0 0
R ab =c R—l ab =" _
( ) cd ( ) cd 0 _(q_q 1) 1 0
0 0 0 ¢!
g 0 0 0
e o 01 g—q' 0 o 0
(R+)bcd56+Rb dczc+ 00 7 1q 0 ) Db:<gq3)
0 0 0 q
Non-vanishing components of the A matrix:
All111 ___ 1 AH;+1 — q——2 Al—_1 — 2 Al2 _ 1
At =1 At =1-¢72 Att, =1 Aty =1-¢?
A+1_—+ =1 A+1_21 =1~ q;z A+j_+1 =-1+ ‘12_2 A+i2+ =1
AT =1 AT, =1- A =—-1+ AT, _ =1
A‘+;1 =-1+4¢7? A--_l_ =1 ! /\—21_11 =-1 +€12 A"":_ =1
A21 :(q2_1)2 A21 2:1 A21 __q2__1 A21 — 1_q2
A2l ; — 92— g2 A2+I+ - @44 A2+:;= ¢ A2+;:= | — ¢
A2~1_ =1 q2 A2—_1 — q——2 —_1= q2 + q4 A2—_2 — a2 A2—2_ =1 q—2
AP n=—( -0 AT =1 A2 =q¢"—1 A?, =(¢"-9q)?
A2, =1
Non-vanishing components of the C structure constants:
Cy'=4q(¢® - 1) Cy % =—q(¢* -1) Cl++:q3 C."=—¢
Cp'l=q¢"~gq Cy’=q—q! C2++:—q C,.m=gq"!
C+1J—r _ —q;l 1 C+2t _ 1 1 C+—I _ Y C+_§ _
C..m=q(¢*+1)—q¢7 Co”=—¢ C =-q CS=¢
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Non-vanishing components of the C structure constants:

5

2 )2 3( - 2) -
Cyt= q(hqé Cu 2_ =1 ligqi’ Ciy" = T4o? Cy-
Cpl=%)l ¢, *= 1—-559— Cc,!l= 14;@,- C, %=
C+2J_f = ﬁ (1_11 - f;iz C_+:= ‘_—tqg— C_+i
2_22 :qlgﬁ;) C21 - Lt+g* C2+ - T+ Cz—
22 7T 144t

Cartan-Maurer equations:

The g-Lie algebra:

xix+ = X+x1 — (¢* = @®)xex+ = x4+
xix- — x-x1+ (¢" — D)xax- = —gqx-
X1X2 — X2x1 =0

X+X= — X=X+ + (1 = @) xax1 — (1 — ¢*)xax2 = ¢(x1 — X2)

X+X2 = € X2X+ = qX+
XXz — q *x2x- = —q 'x-

Commutation relations between left invariant w' and w’:
AW +wt AL =0
WA +w AL =0
WA+ AL = (1= Pt Aw”
WIAWw +w  Awt =0
W AT+ Put AW = (¢ — Dwt AWt
WAwT+ ¢ AW = (1 - Pw AW!

W AW = (g2 = Dw* Aw™



Commutation relations between w' and the basic elements of A (s = (c*)

wa =s¢ %! wra =sqg law’

“lem):

w'B = sfuw? wrB =s5q"fwt +s(¢7% — 1)aw!
why = s¢7% ' why =sqlyw* |
w'é = séw! wté = sqg7owt + (7% — 1)yw!
wia=sqg law™ +5(¢7* — Bw! wla = saw? + s(q¢7! — ¢)Bw”
wo B = sq" fw” 2ﬁ = sq "’ﬂw +5(q7" = gJaw™ +s(g7" — )’ B!
wTy =8¢ yw™ +5(g72 = 1w wiy = syw? +s(¢7t — )5w+
wTd = sqg w Wi = sq 26w + s(q7! — @)yw™ + s(g7! — ¢)26w?
Values and action of the generators on the q-group elements:
xi(e) = &% x+(0) =0 x_(a)=0 o) = =4
x1(8) =0 X+(B) =0 x-(B)=—s x2(B)=0
a)=0 - ox(r)=-s x-(1)=0 xay)=0
xi(f) = ZEELHT) 5 (5) =0 x_(§)=0 xaof) = =
Xl*a—:;qga X+ *xa=—s8 x_*a= Xg*a:q:lla
xixf= LI Gy s f=0 xoxf=-sa xpxf=(E00
X1%7 = 5L 5 X+*¥y=—88 x-*x7=0  xoxv=:lhy
X1*5":q‘is§1_:i5 X+*6=0 X- * 0= —sy X2*5=Zs_fz5
Exterior derivatives of the basic elements of A:
do = Z—;—_‘ﬁqawl — sfwt + qj;llauﬂ
dg = =2 +Sq!1—;1 +q4)ﬁ 1 saw™ + s__f%ﬂwz
dy = — séwt = q_lfyw
—q +511 > +¢%) _ s— q
dé = &u syw™ + 5 5w

q —-q
The w' in terms of the exterior derivatives on «, 3,7, 6:
ot [( = s)(k(@)da + K(8)d) + g5 — 1)((~)dB + £(8)d6)]
—:[k(v)da + K(8)dv] '
i

—[K(@)dB + K(B)dd]
s —q° — sq* + sq*)(k(a)da + k(B)dv)

i

i

+(q* = 5)(k(7)dB + K(6)dd)]

— 9
s(~g2—qt+s+sq?) [(
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Lie derivative on w': (See Subsection 2.4.5)

xi*w' =q(@® — Dw!+ (7' —q)w?  xprw! = —qu™

x1*wt = —¢lwt . X+ ¥ wh = —qu? + ¢w!
xixw” =[q(¢® +1) - ¢7'w” X+ *w™ =0
xixw? = —q(q’ = w! = (¢7"' = @)’ x4 *w? = qw”
x-*w! = qut Coxexw! =0
x-*wt =0 X2 *wt = qut
X—*w™ =q¢ lw?—qul xa*xw = —q lw~
X_*w2:—qw+ X2*w2=0
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2.3 Differential calculus from the ¢-Lie Algebra.
(A more intuitive presentation of the differ-
ential calculus on g-groups)

In the previous sections we have analized the differential calculus on ¢-groups start-
ing from the properties of the exterior differential and the space of 1-forms. The
left invariant vectorfields x; and their ¢-Lie algebra were then introduced at the
very end. Here we would like to invert the exposition procedure and following [45],
[44] and in the spirit of [36, 34, 35], [37, 38], [42], we derive differential calculi on
g-groups from basic properties of ¢-Lie algebras.

This clarify the important role played by the adjoint action in the ¢-Lie algebra
and in the construction of a bicovariant differential calculus. In this way we also
give an alternative proof of the Woronowicz theorems that we stated in Section 2.1.

This approach is also suitable for the study of generalizations of the Woronowicz
theory. As is evident from Subsection 2.3.3 bicovariant calculi that do not satisfy
the undeformed Leibniz rule can be found studying quantum. Lie algebras that are
closed under the adjoint action [44].

In this section we consider a generic Hopf algebra A and a Hopf algebra U
paired to A, we also consider the pairing non-degenerate. Intuitively A and U are
the quantum analogue of Fun(G) and of the universal enveloping algebra U(g). The
differential calculus on A and the quantum Lie algebra structure can be formulated,
as'in Section 2.1, without the introduction of U, however to gain a better geometrical
understanding of the structures we are condisering, the univérsal enveloping algebra
U is helpful. We think that this presentation is more intuitive than the one in
Section 2.1, because it is closer to the classical case, where the exterior differential
on a group manifold can be introduced via a basis of left invariant vectorfields
and the dual basis of 1-forms. In this way we emphasize the role played by left
invariant vectorfields i.e. the ¢-tangent space, a more intuitive and basic concept
than that of left invariant 1-forms (g-cotangent space). The g-tangent bundle of
general vectorfields will be studied in the next section.

2.3.1 Left invariant Vectorfields

Classically the differential calculus on a group is uniquely determined by the Lie
algebra of the tangent vectors to the origin of the group. Locally we write a basis
as {0i}15}- Once we have this basis, using the tangent map (namely T'L,) induced
by the left multiplication of the group on itself: L,¢' = g¢' , Vg,¢' € G we can
construct a basis of left invariant vectorfields {¢;}. The action of these vectorfields
on a generic function a on the group manifold is '

ti(a) = ay(Biaali,) = Oil1g * a (2.3.1)
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in compliance with the following picture:

Wte
T J
L,,TL, L*_, _
(16,8i],,,a) — Lo Tlolimd (5 a1 ay(g7Y)ay)

where L;(a)(h) = a(gh) = ai(g)az(h) [cf. (2.1.10)]. Explicitly, ¢ is left invariant if
TLy(t]s,) = tlg, then we have

Ha)ly = (TLyth,) (@) = tla(gi)lsms, = tlar(g)az(d)llsm, = ar(g)tlaz)ls,

and 2.3.1 follows [cf. (1.3.6)].

In the commutative case, since the space in = of left invariant vectorfields provides a
trivialization of the tangent bundle of the group manifold the space = of vectorfields
is isomorphic to C®°(G) ® invZ =~ vz @ C®(G), i.e., a generic vectorfield V' can
be written as V = b't; where b' are functions on the group manifold. Similarly a
generic 1-form can be written p = bw' [b; € C*(G)] where {w'} is the dual basis
of {t;}. Finally, the exterior differential on a generic function b is

db = t;(b)w’ | (2.3.2)

and is compatible with the left and right action of the group on the space of 1-forms:
L} (adb) = L:(a)L%(db) = Li(a)dL}(b) and Ri(adb) = Ri(a)RL(db) = Ri(a)dR:(b).

Following this classical construction, in this section we show that a differential
calculus on a g-group A, with universal enveloping algebra U (U = Uy(g)), is
determined by a ¢-Lie algebra T': the g-deformation of g. The exterior differential
is then given by (2.3.2) where now ¢; are left invariant vectorfield on A and {w'} is
the dual basis of {¢;}.

It is natural to look for a linear space T', T' C kere C U satisfying the following

three conditions:

T generates U - (2.3.3)
ANTYCTRU 4+e®T, (2.3.4)
[T, 71 CT (2.3.5)
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where the bracket is the adjoint action defined by
Vxox €T, [xx]=x(x)xx, - - (2.3.6)

Conditions (2.3.3) and (2.3.5) encode the quantum group properties of the ¢-tangent
space because they involve the product and the antipode &’ of U. Condition (2.3.4)
states that the elements of T are generalized tangent vectors, and in fact, if {x;} is
a basis of the linear space T', we have

Alxi) =x; @ fli +e® x; : (2.3.7)

that is equivalent to
xi(ab) = x;(a) f*:(b) + &(a) x;(b) (2.3.8)
where fi; € U and &'(fi;) = f;(I) = §. [Hint: apply (id ® ') to (2.3.4)]. In
the commutative limit we expect f;/ — £. Notice that we follow the historical
convention which consider derivative operators acting from the right to the left, as
is seen from their deformed Leibniz rule (2.3.7). Of course one can consider deformed
derivative operators x; acting from the left to the right, they are for example given
by ¥i = =& "' (xi), similarly f;i = &’7'(f;) and then A(X;) = X; ® e + fi¥ ® ;.
Following (2.3.1) we can also consider the g-deformed left invariant vectorfields

t, = x; * : (2.3.9)

defined by x; * @ = a;xi(a2), then (2.3.4) states that the x;* are generalized deriva-
tions

Xi*(ab):(Xj*a)(fji*b)+axj*b, (2.3.10)

where we have also defined f7; * b = b, f7;(b,), and € * a = a;¢(a2) = a.
There is a one-to-one correspondence y; <> t; = x;*. In order to obtain y; from
xi* we simply apply € :

(eoti)(a) = e(id @ x:)A(a) = e(arxi(az)) = e(a1)xi(az) = xi(e ®id)A(a) = xi(a) .
2.3.2 Adjoint action

In this subsection we examine and study the consequences of conditions (2.3.3) and
(2.3.5). We see that they define the adjoint representation Mij that we will later
identify with the one studied in Section 2.1; we rewrite (2.3.3) and (2.3.5) in a more
geometric language using left and right invariant vectorfields and finally, in Note
2.3.1, we establish the equivalence between (2.3.3)-(2.3.5) and Woronowicz theory.

Condition (2.3.5) is the closure of T under the adjoint action, in the classical
case, if x is a tangent vector: A(x) = x®¢e+¢e® x, £'(x) = —x and the adjoint
action of x on x is given by the commutator xx— xx. Expression (2.3.6) is a natural
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and simple way to write, both at the quantum and at the classical level, the adjoint
action. We can derive (2.3.6) from the classical conjugation on the group elements.
First we notice that the conjugation Conj™' : G x G — G, Conngl(g) =g Y9)g
induces the following action on A = Fun(G):

ad(a) = a2 @ k(ay)as . (2.3.11)

Proof: ad(a)(g,3) = a2(g)(a1)(37")as(g) = a(§~'gg) - Expression (2.3.11) is inde-
pendent from the points g of G and therefore holds also for a generic Hopf algebra A.
Now we use the pairing between A and U C A’, discussed in Section 1.3, to deduce
the adjoint action of the universal enveloping algebra U on itself: Vi, € U, Va € A

(adyp,a) = (¢ ®@Y,ada) (2.3.12)
= (P @ (1) @12, a2 ® a1 ® a3) (2.3.13)
= (£'(Y1)o¥2, a) (2.3.14)
so that
adyp = £'(1)ps . (2.3.15)

Notice that ad is a right action of U on U, Vp,%,( € U:
adycp = ad(adyp) ; (2.3.16)
in particular, for x, X, x’,...x" € T, formulae (2.3.15) and (2.3.16) read:

ay¥ =[%x] and ad, . %X=[.[0xX] X" (2.3.17)

(xx'--x

The first expression proves that the bracket in (2.3.6) is indeed the adjoint action;
from the second expression, (2.3.3) and (2.3.5), we have

Ve UNVxeT, adyx € T e, adyxi= M;7()x; (2.3.18)

where we have introduced the basis {x;}i=1..» of T and Mij(zb) are complex num-
bers depending on . The linearity of the adjoint map imply that the functionals
M;? are linear: M;’(atp +¢) = aM;’(¢)+ M;’($) while, due to (2.3.16), they are a
representation of U: M;”(¥¢) = M, *(p)M,’(#). Since the pairing A <> U is nonde-
generate and © is a generic element of U, the second expression in (2.3.18) uniquely
defines the functionals Mij as elements of A. They are the adjoint representation,
in Hopf algebra notations [see (2.1.46)]:

(M) =68 |,  AM)=M'e M/’ (2.3.19)

We can also obtain an explicit expression for the elements Mij € A; since A sepa-
rates the points of U, and therefore of T, we can consider n elements y'. € A such
that (xi,vy’) = x:(v?) = §!. Then

MY = (i @ id)ady’ = x:(13)(y])y3 (2.3.20)
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Proof: apply a generic element ¢ € U to (2.3.20) and recall (2.3.12). O
In particular, formula (2.3.20) holds if we consider the coordinates z' on the quan-
tum group, as defined in (2.1.89) and (2.1.90), we therefore have:

M = (x; @ id)ad 2’ = xi(z3)k(a)a} . (2.3.21)

There is an equivalent expression for (2.3.18) that shows its g-group geometric
content. We have shown that ¢ = x* is a left-invariant vectorfield, similarly

=y d.e. Ya€ A h(a)=x(ar)a, (2.3.22)

is a right invariant vectorfield.
Theorem 2.3.1 Relétion (2.3.18) is equivalent to, Ya € A t;(a)M = hi(a) i.e.
(x;*a)M? =axx; e aix;(a)M? = xi(ar)a; (2.3.23)

Proof Multiplying (2.3.18) i.e. adyx: = &'(¥1)xi¥2 = ¥(M)x; by %o, where
(A" @ 1d)A'() = 1o ® Y1 ® 12, we obtain the equivalent expression

Ve U X = ix; b2 M) (2.3.24)

This relation gives the g-commutation relations between any 1 € U and the X
elements. We apply a generic element a € A to (2.3.24) and rewrite the right hand
side as, Vip € U, YVa € A '

(Grxa(M,7), @) = (dixi @2, a @ M) (2.3.25)
= (p®X;, aM;' @ a) (2.3.26)

Since ¢ € U and a € A are arbitrary elements and since the pairing U < A is
nondegenerate (we actually only need U to separate the points of A) we conclude

(Xi®¥,a1Qa) = ®xj, aiM;'®az) & axx;=(x;*a)M7  (23.27)
that proves the theorem. o0

Formula (2.3.23) relates the left invariant vectorfields #; = x;* to the right
invariant ones h; = *x via the adjoint representation Mij. We can write h; = tjuMij
where (t;0M;?)(a) = tj(a)M,;’ Va € A. This formula is the analogue of (2.1.47).
The space of vectorfields is analized in the next section.

Note 2.3.1 In [21] Woronowicz has shown that bicovariant differential calculi are in
one-to-one correspondence with ad-invariant right ideals Rof A: Ra C RVa € A
a(R) C R® A. These two conditions are slightly weaker than (2.3.3)-(2.3.5).
Relation (2.3.4) can also be written A(T & {e}) C (T ®{e}) @ U , where T & {c}
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is the vector space spanned by x; and ¢; therefore (T @ {e}) is a right co-ideal, it
is the space orthogonal to the Woronowicz [21] right ideal R = {a € A / ¢(a) =
0 and T(a) = 0}. We have seen that relations (2.3.3) and (2.3.5) imply (2.3.18)
this condition is then equivalent to the ad invariance of. R: ad(R) C R ® A.

Proof: Vr € R,Vx € T,V¢ € U,

0=(adyx,r)=(x®%¢,dr)>adrc(RO{[})@A=>adre RRA (2.3.28)

where the last implication holds because (¢ ® id, adr) = 0. Viceversa ad R C R ®
A= adyx €T {e} = adyx € T since (adyx, [) =0 O

Notice that a Woronowicz type bicovariant differential calculus is given by a set
{x:} of linear functionals on A satisfying (2.3.23) and (2.3.8), the full structure of
the dual Hopf algebra U and the nondegeneracy of the A «+ U pairing is not needed
to formulate the calculus. In particular (2.3.19) can be derived from (2.3.23).3

2.3.3 The space of 1-forms and the exterior differential

We now proceed in the construction of the differential calculus introducing the space
[' of 1-forms. The space of left-invariant 1-forms ;, " is defined as the space dual
to that of the tangent vectors T, let {w'} be the base of i, [' dual to {x;}, we use
the notation

(xi, W) =8 . (2.3.29)

By definition a generic 1-form is then uniquely written as [see (2.1.28)] p = a;w' i.e.
the space of 1-forms is the left A-module freely generated by the elements w*. This
corresponds to the classical property that the cotangent bundle of a group manifold
is trivial. The differential is defined by ‘

Va€ A da=(xi*a)w'. (2.3.30)

Note 2.3.2 We can rewrite the exterior differential using right-invariant vector-
fields: : o ‘
da = (a* x)r ™ (M; ) = (a % X' (2.3.31)

where we have defined the 1-forms n* = x™'(M;")w’. 1t is easy to check that the 7’
are right invariant, see (2.1.47). Using (2.1.50) we also have:

da = —n'(a* £'(x:)) . (2.3.32)
P AM = xi(@)A(r(zd)ad) = k(@) xi(ed) el @ k(zd)al
= k(@])axn (@) M, " © K(2D)T] = M,™ ® xn(2])k(2))e(2d)e]
— J
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Any l-form p € ' can be written as p = Y, ai dby for some a, by € A because
we have the following expression for the left invariant 1-forms:

W' = k(y})dy: ; in particular vw" = k(z})dzh (2.3.33)

where y* and :Izi_are the same elements that appear in (2.3.20) and (2.3.21).
- Proof: k(y;)dy; = w(y)vaxi(ys)w’ = x;(y' )’ =w' O

On the space I' of 1-forms we can introduce a ieft and a right coaction of A
[the analogue of the left and right pullback on 1-forms, see (2.1. 10) (2.1.11)] by the
following definitions, [see (2.1.20) and (2.1.38)]:

Ar(aiw') = A(a))(I @ w') ;5 rA(ew') = Aa)(W’ ® M%) (2.3.34)

notice that the right A coaction on the left-invariant 1-forms va corresponds to the
(left) adjoint action of U on iny [ : Vi € U, adyw’ = with(M,*). We say that I is a
left and right covariant left-module because properties (2.1. 17) (2.1.18) and (2.1.19)
are satisfied. [Hint: use (2.3.19)]. We are now able to prove that the differential
calculus is left and right covariant i.e. it is bicovariant on the left module T

Proposition 2.3.1 The exterior differential defined in (2.3.30) is bicovariant on
the left module I': '

Ar(adb) = A(a)(id® d)A(b), Ar:T' = A®T (left covariance) (2.3.35)
rA(adb) = A(a)(d @ id)A(b), rA:T' =T ®A (right covariance)(2.3.36)

Proof: since Ar(ap) = A(a)Ar(p) and rA(ap) = A(a)rA(p) where p is a generic

1-form it is sufficient to prove:

Ar(db) = A(x: * )] ® w' = by ® byxi(b3)w' = (id @ d)A(b) ; (2.3.37)

rA(dD) = Ay * b’ ® M,' = biw! @ baxi(bs)M;* = biw’ @ x;j(ba)bs
= (d®@id)A(b) (2.3G%%

We have seen that from the closure of the ¢-Lie algebra T under the adjoint
action of U on T, equation (2.3.18) [or from (2.3.3) and (2.3.5)] or equivalently from
the relation (2.3.23) between left and right invariant vectorfields, one can construct
an exterior differential d : A — I'; where I is the left A-module of 1-forms freely
generated by the space of left-invariant one forms ;,,I". We have introduced a left
and a right coaction of the quantum group A on I' and proved that the exterior
differential is compatible with these coactions, see (2.3.35)-(2.3.36). This clarify the
importance of the adjoint action in the construction of a differential calculus on a
quantum group.

We now analize the consequences of (2.3.4) that, so far, we have never used in
this section. We show that (2.3.4) is equivalent to the Leibniz rule for the exterior
differential and that it implies the g-antisymmetry of the ¢-Lie algebra.

47



2.3.4 The Leibniz rule and the bicovariant bimodule of
1-forms

Lemma The deformed Leibniz rule (2.3.4) and (2.3.23) imply [see (2.1.51)]:
M (ax ') = (F;»a)M, - (2.3.39).
Proof: from (2.3.23) we have,AVb € A:
k(i) (x; * 23b) M7 = m(2y)(wob * x:)
k() 2obixi (23b2) M7 = m(w)xi(3b1)(25b2)
(ff ;% O)M7 = w(ay)[xn(z2) S (b1) + €(z))xi(br)]w5be

(fl ;¥ b)Mij = ’f(xll)Xn(xlz)fni(bl)mébz
(ffjxb)M;7 = M,!(bx f,)

t s

where in the left hand‘ side of the second passage we have used f* ;(b) = x;(z'b)
that is obtained from (2.3.7) when z' = a. ooo

The Leibniz rule on the left A-module I' can be introduced if we know how to
multiply 1-forms with functions from the right, i.e. if I' is also a right module.
Consider the functionals f* ; given in (2.3.7), we define the following right product:

Definition o ' . . . .
Wwe=(f"j*xc)w’ , (aw')e=a;(f; * )’ (2.3.40)
the definition is well given because
Al(fij):fik@)fkj ) 5,(fij):5;’ ' (2-3-41)

[see (2.1.35)-(2.1.36)]; these two properties immediately follow, respectively, from
the coassociativity of the coproduct on the x; elements, and from x;(z?) = 4.

We nowAprove the compatibility of (2.3.40) with the left and righf coactions Ap
and rA; i.e. we prove that Ar and rA are also, respectively, left and right coactions
on I' seen as a right module:

VpeT,Vae A, | Ar(pa) = Ar(p)A(a) , rA(pa) =rA(p)Aa). (2.3.42)

Since any p € T is of the form p = a,w' and since Arw' = I @w’, the only nontrivial
espression in (2.3.42) is rA(aw'a) = rA(aw')A(a). As proven in Note 2.1.1, this
is equivalent to (2.3.39) and we conclude that I is a bicovariant bimodule, i.e. that
Ar and rA are compatible with the bimodule structure of I'.

From the deformed Leibniz rule for the tangent vectors x;, see (2.3.7) or (2.3.10),
and from (2.3.40), the Leibniz rule for the exterior differential immediately follows.

48



Viceversa, suppose that on I' a right module structure can be introduced such that
d satisfies the Leibniz rule and is well defined in the following sense:

adb = d'db’ = (adb)c= (a'db)c ie. ad(bc)— abdc=d'd(bc)— a'bdc

(adb is a shorthand notation for Y, ardbs; a,b,c are generic elements). Then we
can use the Leibniz rule to express the right module structure on I' as : (adb)c =
ad(bc) — abde. In the particular case adb = w' we have, see (2.3.33),

we = r(2b)dzl c = r(z))d(zie) = w(zh)abe x;(zher)w’ (2.3.43)

= axj(@e)w’ =af (e)w = (f;*c)w’ (2.3.44)

where, in the last but one passage we have defined Ve € A f7 ,(¢c) = x;(z'c) . Now
from d(ab) = d(a) b+ adb and (2.3.44) we obtain: ’

xi*ab= (x;*a)(f’; *b)+ a(x; *b) (2.3.45)

that is equivalent to (2.3.10).

2.3.5 ¢-antisymmetry of the ¢-Lie algebra bracket

The coproduct (2.3.4) implies that the espression [x;, x;] is quadratic and g-antisym-
metric. We first write ‘

[xi, X5] = &' (x5, )xixi, = £'(x)xif' 4 xixi 5 (2.3.46)

now we apply m(id®«') to A(x1) = x»n® M1 +e® xi to obtain «'(x1) = —x.&'(f7))
and therefore

RxOxif' ;= —=xnr (" )XF 5 = —xnad(pn yxi = =xaf";(M; Y0 (2.3.47)

so that

i X1 = xixi — £ 5(M; xaxa - (2.3.48)
In the above framework it is easy to derive the bicovariance conditions (2.1.111)-
(2.1.114); indeed recalling equations (2.1.64): A” ,, = f',(M,’) and (2.1.95):
C,; ¥ = x;(M;*) we immediately derive from (2.3.48) the bicovariance condition
(2.1.111) and from [recall (2.3.18)] adipn yxi = S™ ;(M;"x: the bicovariance condi-
tion (2.1.114). Relation (2.1.113) can be derived applying to (z* ®1d) the coproduct
of (2.1.111) and then using (2.1.114) and (2.1.105). Finally (2.1.112) can be ob-
tained applying the functionals f'  to (2.3.39).
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2.3.6 ¢-Jacoby identities

We end this section briefly commenting on the g-Jacoby identities. We have seen
that the ad map given in (2.3.15) is a right action of U on U [see (2.3.16)]: Vi, ,¢
adycp = ad¢(adye) . We use the identity ¢ = (yade, 1 to find

ad¢(adyp) = adycp = adeaig, P = aai,v)(ade, @) - (2.3.49)

The above relation, written for elements x;, x;, xi of the ¢-Lie algebra T', is the
g-Jacobi identity (with abuse of notation we define, Vx € T', [x, f* ;] = ad X

[Xaa] =ad.x = X):

[Dxi> x51 xal = (Do xans Dxas xaall 5 (2.3.50)
it express the property that the bracket operation is a derivation of the g-Lie algebra
T (i.e. ad¢ is a generalized derivation with respect to the product in U given by the ad
map). Using the explicit coproduct expression A(x;) = x; ® f/; +e® x; in (2.3.50),
we obtain (2.1.99). There is also a second Jacobi identity : adu y)p = adu(c,)ue, P =
adg, (ady(ady(¢;))). On the x elements it reads: [x:, [x;, xi]] = [T[Xi”i(xll)]’x‘i]’xh]'
The two Jacobi identities are not independent because ad¢(ady@) = adja, x2(¢,)y)-

Notice also that the map ad is compatible with the product of U in the sense that:
ad¢e(Yo) = ade, (Y)ade, () (i.e. ad; is a generalized derivation with respect to the

product of U); in particular ady,(x:x;) = [xiXj> Xt}=[xi XsF* ((M;™)xn + Xi[x5» x1)-

2.3.7 x*=Structure

Given a *-Hopf algebra A we have a canonical *-structure on the dual ¢/. This is
compatible with the quantum Lie algebra T if 7* C T, i.e., if the tangent vectors
(x:)* are linear combination of the x;, so that we have a real form of the ¢-Lie
algebra. In this case we can construct a differential calculus that is real:

(db)" = db* and more in general (adb)" = db*a™ . (2.3.51)

We now explicitly perform this construction. There is a canonical *-structure on
the space of 1-forms. We first define a *-involution on ;,,I" via the expression:

VxeT, Vwe T, W,x)=—-(w,x") (2.3.52)
and generalize it to I' as
Vo€ A, Vweml, (aw) =wa. (2.3.53)

: »
We have to check that these definitions are consistent with the bicovariant bimodule
structure on I'. We recall from Section 1.3 that the x operation becomes the hermi-
tian conjugation T when we realize the elements 6f A and U as operators on Hilbert
space (in the ¢ — 1 limit the elements of A commute and correspond to diagonal
operators, so that the x-operation becomes complex conjugation). It is then natural
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to consider a basis of antihermitian q—Lle algebra generators xi: (xi)* = —xs, then
the dual basis of 1-forms is real: w™* = w'. From A(x;) = —A(x}) = —(Ax;)*®* it
follows that the f are real and we have

wa = (f';*a)w’ (2.3.54)

that is compatible with w™ = w'. Proof of (2.3.54): (w'*a)* = a"w' = W/ f* ;ox~" *
(@) = wiaif* (k7 Y(a})) = wa}f' ;(a2) = [(f*; * a)w’*]*, where we have used
(1.3.9). '

Also the elements M, are real so that rA(w') = w’ @ M,’ is well defined.

Proof: M;”*(¥)x; = M;” ("' (¥*))x; = —[M;” ("7 (¥"))x;]" = —ladw1pyxi]” =
—[ixie T ()" = M7 (9)x;-

We are now able to show that the differential, given by da = (x; * a)w’ is real:

(da”y = w'(xi*a™) = [f;* (xi* @)’ (f’ * ay)x:(a3)w’
(ff ;¥ a) (K™ xD)(az) = —[f (5" %) * o’ = (x; % @)
= da

where we have used m[r(x'"! ® id)A'(x)] = €'(x) = 0, a consequence of (A.4).

Conclusions

We have seen, from (2.3.3)-(2.3.5), or more in general from (2.3.4) and (2.3.18),
or from (2.3.4) and (2.3.23), that the construction of the differential calculus asso-
ciated to the g-Lie algebra T spanned by the x; elements is quite straighforward,
the main ingredients are

i) the left invariant vectorfields t; = x;* , with deformed Leibniz rule: ¢;(ab) =
(@) (B) + ati(b) |

ii) the adjoint representation M,’ defined via (2.3.18) [or explicilty via the
coordinates ' (2.3.21)]. The adjoint representation satisfies A(M;’) = M;* @ M}’
and e(M;?) = 6.

iii) * the space of left invariant 1-forms,.defined as the space dual to that of
- the tangent vectors: (x;, w’) = &I, A generic 1-form is then given by p = a;w’.
[The space of 1-forms is the bicovariant bimodule freely generated by the w' with
wa=(f*a)w!, Aw'=1Qw, Arw' =w @ M.

iv) The differential, defined by da = (x; * a)w'; it satisfies the undeformed
Leibniz rule.

Note 2.3..3 Following [46] we here briefly characterize in a cohomological context
the bicovariant differential calculus on quantum groups. For any w € i, [, a € A,
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we define the left and right products

fog

aw = e(a)w ; - w.a = k(a)wa;y .

In particular w'.a = k(a;)w'az = r(a,)(f*; * az)wf f* ;(a)w?, this shows that the
right product is well defined and, using the property (2. 1 35) and (2.1.36) of the f
functionals, that ;[ is a left and right A-module. The projection P : I' = i, I’
defined in Note 2.1.1 is an epimorphism between the two bimodules I' and i, I'.

We now characterize the differential d through a 1-cocycle of the Hochschild
coboundary operator § relative to the A-bimodule j,,I". Given an algebra A and a
bimodule M over A, a Hochschild k-cochain C € C*(A, M) is a k-multilinear map
from A A® ... A (k-times) to M, with C°(A, M) = M. The coboundary operator
§ 1 CHA, M) — C*1(A, M) is defined by

50((11, PN ak+1) = al.C(ag, . qk'*'l)
Z;c:l(—].)lC((ll, NN 4 71/ 2 AP ak+1) + (—1)k+10(a1, e ak).ak+1

and satisfies 62 = 0. [ We have denoted by “.” the multiplication in the bimodule
M)

To a bicovariant differential calculus with differential d, we associate the map

c A— invFA
a > P(da) = k(a1)da, .

It is easy to see that ¢ =0, i.e., c is a 1-cocycle : ¢(ab) = ¢(a)b+ ac(d) . Viceversa,
given a l-cocycle ¢ we immediately obtain a left covariant differential calculus defin-
ing
da = a;c(asy) .
[Proof of the left covariance: Ar(da) = a) ® azc(as) = (id ®@ d)Aa].
The right covariance (2.1.4) of a differential calculus is equivalent to the following
property for the cocycle c:

VoeU . (id® @ég)pA[c(a * )] = (¢ * a) (2.3.55)
[Hint: (2.1.4) is equivalent to (k(a;) ® id)rA(das) = k(a1)das ® az; apply (¢d ® ¢)

to this last expression]. Therefore 1-cocycles satisfying (2.3.55) are in one-to-one
correspondence with bicovariant differential calculi. In the notations of Subsection
2.4.5 (2.3.55) reads €y,c(a * 1) = (i * a). In [46] it is shown that there is a one-
to-one correspondence between bicovariant A-bimodules on I' and D-bimodules on
invl where D is the quantum double of A; moreover the cocycles satisfying (2.3.55)
correspond to cocycles ¢ in the set of the Hochschild cochains C*(D, s [') that have
the simple property ¢(U) = 0.

Notice also that the 0-cochains are the left invariant one forms: C°(A,nI") =
invl, it can be checked that the coboundary of any bi-invariant 1-form, i.e. of
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any right invariant 0-cochain satisfies (2.3.55) and therefore defines a bicovariant
differential calculus. The differential studied in (2.2.44) and (2.2.45) corresponds
to the 1-cocycle §(57). Indeed 6(5E7) (a) = St(a.7 — T.a) = Fre(a)T + $x(a1)Tas

and da = a; 6(527) (a2) = $(ra — a7) as in (2.2.45). '

The differential calculus on classical Lie groups corresponds to a nontrivial 1-
cocycle since in the commutative case dw = 0 for any w € i, ['. All the differential
calculi we will examine correspond to l-cocycles that are coboundaries, the only
exception being those on the twisted homogeneous and inhomogeneous orthogonal
groups of sections 4.6 and 4.7.

The existence of a bi-invariant 1-form trivializes the calculus from the Hochschild
cohomology viewpoint (it is associated to a coboundary) but it is interesting geo-
metrically and for physical speculations because introduces a discretized geometry;
indeed d given by (2.2.45) is a finite difference operator as well as the partial deriva-
tives x; in (2.2.52).

2.4 More ¢-Geometry: vectorfields, inner deriva- |
tive and Lie derivative

In the previous section we have studied the space of left invariant vectorfields i.e.
the g-tangent space, we now construct, -for a generic quantum group, the space
of vectorfields. Its elements are products of elements of the quantum group itself
with left invariant vectorfields. We study the duality between vectorfields and 1-
forms and generalize the construction to tensorfields. As in the classical case, using
the duality between covariant and contravariant tensorfields, we can introduce the
contraction operator. This is defined on the space of covariant tensorfields, and
therefore acts in particular on forms; indeed the algebra of forms, as defined in
(2.1.73), is a subalgebra of the algebra of covariant tensorfields. We then prove
that the contraction operator is a (inner) derivation in the space of forms. On
the other hand the right action of the g-group on the space of 1-forms naturally
define the Lie derivative along left invariant vectorfields. The Cartan identity ¢;,, =
1;,d + diy, is proven and the Cartan calculus of inner derivatives, Lie derivatives and
the exterior derivative generalized to g-group geometry. Not all properties of the
classical Cartan Calculus can however be generalized, while the contraction operator
is defined for general vectorfields, there is no completely satisfactory expression for -
the Lie derivative along general vectorfields V. We propose the definition ¢y =
tvd+diy and analize and discuss its properties. The topics discussed in this sections
have been studied in [26], [27] and more extensively in [38], [34], [39], [40], [37],
[41]. We follow [37] and [27]. Here we give a self-contained exposition, and all the
theorems are proved starting from only one data: a bicovariant differential calculus

on a generic Hopf algebra.
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2.4.1 From Left invariant Vectorfields to general Vector-
fields ‘ '

In this subsection we study the space = of vectorfields over the generic Hopf algebra
A defining a right product between left invariant vectorfields and elements of A.

In the commutative case a generic vectorfield can be written in the form f*t;
where {t;} i =1, ...,n is a basis of left invariant vectorfields and f* are n smooth
- functions on the group manifold. In the commutative case f't; = t;af* i.e. left and
right products (that we have denoted with o) are the same, indeed (t;af)(h) =
t;(h)f' = f't;(h). These considerations lead to the following definition.

Let ¢t; = x;* be a basis in j,y=, the space of left invariant vectorfields, and let
a', 1 =1, ...,n be generic elements of A:

Definition o _ .
=={V/ V:A— A; V =tod}, ’ (2.4.1)

where the definition of the right product o is given below:

Definition :
Ya,be AVt € in,= (toa)b = t(b)a = (x *b)a . (2.4.2)

The product o has a natural generalization to the whole = :

a =xA— =

(V. a) s Voa where Vbeg A (Vua)(b) = V(b)a . (2.4.3)

It is easy to prove that (Z,0) is a right A-module:

Vo(a +b) = Voa 4+ Vob; Va(ab) = (Voa)ab; Vo(a+b)=Vea+ Vab (2.4.4)

(we have also Voda = AVaa with A € C).
For example Vo(ab) = (Vua)ab because

Vee A [(Vaa)eble = [(Vaa)(c)]b = (V(c)a)b - V(c)ab = [Voablc.

Notice that to distinguish the elements Vo(ab) € = and V(ab) € A we have not
omitted the simbol o representing the right product.

= is the analogue of the space of derivations on the ring C°(G) of the smooth
functions on the group G. Indeed we have:

Vie+b)=V(a)+V(b) , V(Xa)=AV(a) Linearity (2.4.5)

V(ab) = (tioc')(ab) = t;(a)(f7; * b)c' + aV (b) Leibniz rule (2.4.6)
in the classical case t;(a)(f7; ¥ b)c' = V(a)b (recall f7; = &le; exb=0b).
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We have seen the duality between ;,,[' and ;,=. We now extend it to I' and =,
where [' is seen as a left A-module (not necessarily a bimodule) and = is our right
A-module.

Theorem 2.4.1 There exists a unique map
(,): TxzZ— A
such that:
1) VV € Z; the application
(,Vy : T— A

is a left A-module morphism, i.e. is linear and (ap, V) = a(p, V). ‘
2) Vp € T'; the application

(p, ) : E— A
is a right A-module morphism, i.e. is linear and (p, Vb) = (p, V)b.

3) Given p e T
(p, Y=0= p=0, (2.4.7)

where (p, ) =0 means (p,V) =0 VV € =
4) Given V € =

(,V)=0= V=0, (2.4.8)
where ( ,V) =0 means (p,V)=0 Vpel.
5) On jn[' X inv= the bracket { , ) acts as the one introduced in the previous
section.

Remark Properties 3) and 4) state that I' and = are dual A-moduli, in the sense
that they are dual with respect to A.

Proof
Properties 1), 2) and 5) uniquely characterize this map . To prove the existence of
such a map we show that the following bracket

Definition
(p, V) = (andbs, V) = asV(b,) , (2.4.9)

where a,,b, are elements of A such that p = a,db,, satisfies 1),2) and 5).

We first verify that the above definition is well given, that is:
Let p = aodby = a},dblﬁ then a.V(bs) = azV(by) .
Indeed, since

aadba = apdby & aoti(bg)w' = a’ﬁti(bg)wi & aqti(bs) = apti(by)
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- [we used the uniqueness of the decomposition (2.1.28)] the definition is consistent

because : . .
aoV(ba) = a5V (bs) & aati(ba)c' = apti(bp)c’

where V = t;oc'.

Property 1) is trivial since ap = a(asdby) = (aaq)dby.
Property 2) holds since '

(p, Vac) = an(Vac)(by) : a,V{ba)e = (p,V)c .

Property 5). Let {w'} and {¢;} be dual bases in ;n.v[‘ and jnv=. Since w* € ', W' =
andb, for some a, and b, in A. We can also write w' = a,db, = ayti(by)w* , 50

that, due to the uniqueness of the decomposition (2.1.28), we have
aoti(by) = 6.1 (I unit ofA);

we then obtain . , : .
(w’,t]-) = aatj(ba) = 52]‘1 .

Property 3). Let p = a;w' € T . .
If (p, V) =0 VV € =, in particular {p,t;) =0 Vj =1,...,n; then a;{w*,t;) = 0 &
a; =0, and therefore p =0 . :

Property 4). Let V = t;aa* € = .
If (p,V) =0 VpeT, in particular (w?,V) =0 Vj=1,...,n; then (w,t;)a’ =0 &
a’ =0 , and therefore V =0 . o _ oo

By construction every V is of the form
V = t;ad.
We can now show the unicity Qf such a decomposition.
Theor'e'm 2.4.2 Any V € = can be uniquely written in the form
| V = t;ad* |

Proof
Let V = t.0a’ = t;0a” then

Vi=1,...,n a' = (W' t))a! = (W', V — w' Ve =a" .
(W, 13)e? = (V) = (1) .

Notice that once we know the decomposition of p and V in terms of w' and ¢;, the
evaluation of ( , ) is trivial:

(p, V> = (a,wi., tjubj): ai(wi,t])bj = aibi .
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Viceversa from the previous theorem V = t;a(w', V) and p = {p, t; 0" .

We conclude this section by remarking the three different ways of looking at =.
(D) = as the set of all deformed derivations over A [see (2.4.1), (2.4.5) and
(2.4.6)).
(IT) = as the right A-module freely generated by the elementst;, 1 =1,...,n
The latter is the set of all the formal products and sums of the type t;a’, where
a' are generic elements of A. Indeed, by virtue of Theorem 2.4.2, the map that
associates to each V = t;o0a’ in = the corresponding element ¢;a' is an isomorphism
between right A-moduli.
(II1) Zas=Z' ={U : T — A, U linear and U(ap) = alU(p) Va € A}, i.e. = as
the dual (with respect to A) of the space of 1-forms I'. The space Z' has a trivial
right A-module structure: (Ua)(p) = U(p)a . = and =’ are isomorphic right A-
moduli because of property (2.4.8) which states that to each ( ,V) : I' — A there
corresponds one and only one V.[{ ,V) = ( ,V') = V =V']. Every U € Z'is of the
form U = ( ,V); more precisely, if a is such that U(w*') = a* then U = ( ,t;0a°) .

These three ways of looking at = will correspond to different aspects of the
Cartan Calculus: the Lie derivatives ¢y will generalize (I), inner derivations ¢y will
correspond to (III), while the transformation properties of v and iy are governed

by, (II).

2.4.2 Bicovariant Bimodule Structure

In Section 2.1 we have studied the space I' of 1-forms, we have seen that I' is a
bimodule over A because there is a right and a left product between elements of I'
and of A. The left and the right product are related by w'a = (f*; *a)w’. Since the
coactions Ar and rA are compatible with the bimodule structure and since they
commute:

(id @ rA)Ar = (Ar ® id)rA

the bimodule I' is a bicovariant bimodule (cf. Note 2.1.1).

In the previous subsection we have studied the right product o and we have seen
that = is a right module over A [see (2.4.4)]. Here we introduce a left product and a
left and right coaction of the Hopf algebra A on =. The left and right coactions A=
and =A are the g-analogue of the push-forward of tensorﬁelds on a group manifold.
Similarly to T also = is a bicovariant bimodule.

The construction of the left product on =, of the right coaction =A and of the
left coaction Az will be effected along the lines of Woronowicz” Theorem 2.5 in [21],
whose statement can be explained in the following steps (cf. Note 2.1.1):
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Theorem 2.4.3 Consider the symbols ¢t; ( = 1,...,n) and let = be the right
A-module freely generated by them: ~

== {tia' | o €A}
Consider functionals O;7 : A — C satisfying [see (2.1.32) and (2.1.33)]
0/ (ab) = 0;%(a)Ox’ (b) (2.4.10)
O (I)=¢; . (2.4.11)
Introduce a left product via the definition [see (2.1.31)]

Definition o o . _
b(t;a') = 4[(OF ox™ ) bla* .~ T (2.4.12)

It is easy to prove that
i) = is a bimodule over A. (A proof of this first statement as well as of the

following ones is contained in [21]).
0

Introduce an action (push-forward) of the Hopf algebra A on =

Definition ' : '
As(tia') = (I @ t;)A(a") . - (2.4.13)

, It follows that
ii) (£, A=) is a left covariant bimodule over A, that is

Az(aVb) = A(a)A=(V)AD) ; (e @id)As(V) ='V; (A@id)AE:(id@)AE)AE.'

0
Introduce n? elements N*; € A satisfying [see (2.1.51),(2.1.44) and (2.1.45)]
Nij(a * Oik) = (O]’i * G)Nk,' ) (2414)
A(N?,) = N/, @ N!; (2.4.15)
e(N7;) =6} , v (2.4.16)
and introduce zA such that [see (2.1.38)]
Definition A ' ' '
EA(alti) = A(al)t]- & N]z' . . (2417)
Then it can be proven that
iii) The elements [see (2.1.47)]
h: = tir(N,) (2.4.18)
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are right invariant: zA(h;) = h; ® I. Moreover any V' € = can be expressed in a
unique way respectively as V = h;a' and as V = b'h;, where a*,b* € A.
(]

iv) (Z,2A) is a right covariant bimodule over A, that is

=A(aVd) = A(a)=sA(V)A(D); (1d®e)zA(V)=V; (1dQA)zA = (zA®1d)=A .

a

V) The left and right covariant bimodule (=, Az,=A) is a bicovariant bimodule,
that is left and right coactions are compatible:

000

In the previous section we have seen [remark (II)] that the space of vectorfields
= is the free right A-module generated by the symbols ¢;, so that the above theorem
applies to our case.

There are many bimodule structures (i.e. choices of O,-j) = can be endowed with.
Using the fact that = is dual to I' we request compatibility with the I' bimodule.
In the commutative case (fw', ;) = (w'f, ;) = (W', ft;) = (W', E; f).

In the quantum case we know that (aw',t;) = (w', t;0a) and we require

(Wa,t;) = (W' at;) ; - (2.4.19)
this condition uniquely determines the bimodule structure of =. Indeed we have

(Wat)) = (Wa,t;) =((f' p+ @)’ t;) = (f  xa) (W’ t) = f1 v adf = 8if j*xa
= (W', to(f! i *a)) (2.4.20)
so that | '
at; = t]‘u(f] ;¥ a ) (2421)

We then define 4 ‘
Oi] = f] ; OK (2.4.22)

it follows that O;7 o k™' = f7, and (2.4.21) can be rewritten [see (2.1.31) and

(2.4.12)]
at; = tja[(O,,-J' o] f{_l) * a] . (2423)

Theorem 2.4.4 The functionals O; satisfy conditions (2.4.10) and (2.4.11).

Proof The first condition O;(I) = & holds trivially.
The second one is also easily checked:

Od(ab) = (f7; 0 k)(ab) = f7 [k (b)r(a)] = f7 k(b)) f* [~ (a)] = f*i[m(a)] 7 L[(x(b)]
= 0:%(a)0x’(b)
aoo
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So far = has a bimodule structure. We now define a left coaction A= so that =
becomes a left covariant bimodule. The left invariant vectorfields were characterized
in (2.3.9) and (2.3.1) through their action ¢;(a) = x; * a on functions; following the
same derivation as in (2.1.20)—(2.1.27) the left invariant property of the ¢; can also
be expressed via the coaction Az as defined in (2.4.13):

Az(ta') = (I®t,‘)A(a’.)f - (2.4.24)

Similarly the right coaction rA is defined to act trivially on the right invariant
vectorfields h; = *x;. This uniquely defines the elements N'; € A; indeed we want
relation (2.4.18) and (2.3.23) to coincide and therefore:

Ne=rT'(M)). (2.4.25)
Notice that (2.4.25) implies
(ti,w’) = 8 = (hi, %), (2.4.26)

where t; and w’ are left-invariant and h; and 7’ are the canonically associated right-
invariant objects; see (2.4.18) and (2.1.47). Notice also that M,' and f* ; are dual.
and likewise N'; and Oj', in the sense that f* (M.') = O; (N'y) = AY; with
A”k]- = 5;5;19 when g = 1.

Theorem 2.4.5 The N'; elements defined above satisfy relations (2.4.16), (2.4.15)
and (2.4.14):

1) e(N;) =6 2) A(N)) =N @ Ny 3) Nig(a*O) = (O * a) N7,

Proof
1) This expression is trivial.

2) Use N'; = k™ 'M;'and Aok ! =00 (k' ®@«k™!) oA, where o4 is the flip map
in A® A. '

3) We know that [see (2.1.51)]
Vae A M (ax fy) = (F i x a) M

or equivalently, . . - -
- M [k(a) = ff ] =1 s(a)] M

Now

[k(a) * f* 4] = (J(”Z)x;@id))A[ﬂ(a)] = (1d® f* )k ® k)A(a) = k(id ® ' 0 K)A(a)
= k(O *xa) .
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Similarly,

[fji*ri(a)] =k(a*07).

So we can write

klax O YM,' = M. k(O * a)

for all « € A. Applying x~! to both members of this last expression we obtain

relation 3).
0oa

Following Theorem 2.4.3 the construction of the bicovariant bimodule = is now
easy and straightforward, and we can conclude that (=, Az,=zA) is a bicovariant
bimodule. :

We end this subsection observing that in the expression (2.3.30) for the exterior
differential, elements of = and I' make a joint appearance. To be still able to
talk about transformation properties of such expressions we need to combine the
-previously introduced coactions into one object, A4, simply by putting Ay = =A
on = and Ag = rA on I' and requiring A4 to be an algebra homomorphism. From
this definition we get the following important corollary:

Corollary. The expression w't; in (232) is invariant in the sense that
AA(t.g wi) = _:_A(ti)pA(wi).z tkwj & Nki]\/[ji = tiwi ® 1.
Similar statements apply to s A.

Notice that, since Theorem 2.4.3 completely characterizes a bicovariant bimod-
ule all the formulas containing the symbols f* ; or M,! or elements of I are still
valid under the substitutions f* i 0y, Mkl — Nk, and T — =.

2.4.3 _Tensorﬁelds

The construction completed for vectorfields is readily generalized to p-times con-
travariant tensorfields. We proceed as in (2.1.57)—(2.1.62) and define = ® = to be
the space of all elements that can be written as finite sums of the kind }; V; @ V/
with V;, V! € =Z. The tensor product (in the algebra A) between V; and V! has the
following properties:

Vaa@V' =V @aV' ,a(VRV)=(aV)® V' and (V@ V')ea =V @ (V'sa)
so that = ® = is naturally a bimodule over A.
Left and right coactions on = ® = are defined by:

Az(V VY =WV i eWheV, Az:ZZ—-ARZ®Z= (2.4.27)

AAVRV)=VieV oWV, A ZRESZ®RZ0A (2.4.28)
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where as usual Vi, V, etc. are defined by -

AV)=VioV, V€S, VaeA. (2.4.30)

More generally, we can introduce the coaction of Azon Z¥ = Z=Z®--- ® = as
’ p-times

AE(V(X)V'@-'-@V”)EVlvll---vlll®V2®V’2®-~-®V”2

Az @ Z®2 L ARZ®; (2.4.31)
EA(V‘®V’®'f'®V‘”) = V1®V’1®~~~®V”1®V2V12~~V"2
| A TP L Z8r A4 . T (2.4.32)

Left invariance on = ® = is naturally defined as Az(V @ V') =1Q V @ V' (similar
~definition for right invariance), so that for example ¢; ® ¢; is left invariant, and is in
fact a left invariant basis for = ® =: each element can be written as ¢; ® t;0a” in a

unique way. .
It is not difficult to show that =® = is a bicovariant bimodule. In the same way
also (Z®7, Az,=A) is a bicovariant bimodule.

Any element v € =% can be written as v = t;, ® ...t;,{,ubi""ip in a unique
way, similarly any element 7 € '®", the n-times tensor product of 1-forms, can be
written as 7 = a,, ;w'™ @ ...w' In a unique way.

It is now possible to generalize the previous bracket { , ) : I'xZ — A to ['®"
and =7 :

(, ): T xzZ8 — 4 |
v(T,’U) > <T, U> = ain...i1<ugi" ® "'L‘f'il ’ t]] ® .“tjp>bj1...jp
= ain...ilwln ® ”.wzp+1b11...zp
' (2.4.33)
where ['6° = A, I'®! = T" and we have defined .
(W@ 1, @) = W@ LW (W @ W ) i @ i) (2.4.34)

= W@ LWt (W) (W)

610w @ ...wfp“
Using definition (2.4.34) it is easy to prove that

(Ta,v) = (1,av) , (2.4.35)
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namely

<wi" ®...wiP+1 ®wip®-wwilavtj1 ®"'tjp> =

- wi" ® "'wip+l(fipkp . 'filkl % a)(wkp R.. -wkl’tjl ®...

(Wr®. W QuwP®...what;, ®...1,) =

ti,)

= W@ . .Wr{WP Q... Wt ®. ..tlp)(fl”]-p * ...fl‘jl *q)

and these last two expressions are equal if and only if (2.4.34) holds.

Therefore we have also shown that definition (2.4.34) is the only one compatible
with property (2.4.35), i.e. property (2.4.35) uniquely determines the coupling
between =% and I'®.

It is easy to prove that the bracket { , ) extends to I'®” and =®” the duality
between I' and =.

More generally we can define =® = A @ = & =%2 @ =83... to be the algebra of
contravariant tensorfields. The coactions A= and =A have a natural generalization
to =® so that we can conclude that (2%, Az, =zA) is a bicovariant graded algebra, the
graded algebra of tensorfields over the ring “of functions on the group” A, with the
left and right “push-forward” A= and =A. Similarly I'® is the bicovariant graded
algebra of covariant tensorfields on A.

2.4.4 Contraction operator

In this subsection we study the contraction operator iy along a generic vectorfield
V € = and we prove that it acts as a (deformed) derivative operator on the space
of 1-forms. The definition of the contraction operator iy with V € = is based on
equation (2.4.33). For a generic vectorfield V = &’t; we define:

Definition of right inner derivative
(9)dv= (9, V) Vi eT®.

this definition applies when 9 is a generic covariant tensorfield and in particular
when 9 is a generic form.

Theorem 2.4.6 The contraction operator 1y satisfies the following properties:
a,a; ;. € A; V =tiab'; A € C, property d) holds only if ¥,9’ are forms;

(79)2(; (¢ )lt,uba‘ = (19);; 4
b) (a)iv=0
¢) (w)iv

(

d) (@i, i Wi Awn)iy= (@i, iwi Ao Awe 1) A (Ws A .. Awp)ty,

F(=1)P T (@ inwn A A w1y A FIx (W Awggr .-
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e) (ad +9)iv=a(9)w +(#)iv
f) (Ja)1y= (ﬂ)z(t_j (fi; % a)b

g) V= Aty

Proof :
Properties a), b), c), f), g) are direct consequences of (2.4.33), e) follows from
(2.4.35). To proof d) we have to use the definition of the wedge product (2.1.73)-
(2.1.75): first we note that (in tensor product notation)

(@A Aw)iy = Wia(wi®...Qw)iy
.= Wln w @ --_-®wn~1(wn);€/‘

= Il...n wi AL A wn—l(wn){\—/v
where we have used (2.1.74) in the last step — in index notation:

: e L . :
(WA AW ) =T WAL AW

Next we can show

te—1 e i _ ke kpoy fis—1 » in
Feix(es Al Aw™) = Wi AL AW U (M, e M, )
e /\"‘—”5ks_l[s/‘\lswflkgls+1 - Al"z"kn_liwks_l A whe AL L whn—1

that in tensor product notation can be written:
A y .
(ws_l)ztj fji*(ws/\ws_,_l A.. wn) = As—l,sAs,s+1 ce An,l’n(ws_l/\ws/\. . .wn_l) (wn)z(t_l

Finally we utilize the decomposition property (2.1.76) and associativity of the wedge
product (in tensor product notation)

(WA ... Awp)ly =
=T, w1 A .. .wn_l(wn)z(; :
= Toon+ (1)L s Agoys - An—;l,n](wl A Wemy) AN(ws ALl wpoy) (wn)l(;
= (w1/\.../\ws_l)/\(ws/\.../\wn)z; .
(=1L (Wi A cws2) AN A Ans g (wemt AL -wn—l)(wn)z(t_. b
S o= (w1/\.../\ws_l)/\(ws/\.../\wn)z(t_!.
F(=1)P T (Wi A A wng) (wem1 )Ty A fT* (W Awegr - Awg )b
= (WA AW ) A (W A Awy) e,
+H(=1)"**  (wy AL A ws_l)z(t_] A fIix (ws Awggy .o Awy)b

With property e) this proves d). aro

Remark A slight generalization of property d) for two generic forms 9 and ¥’ is
also true [use f)]:

(9 AY ) iy=9 A (9) 1y +(=1)% () ey, A(f ; % 9)b" . (2.4.36)

1
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We have defined the exterior differential as an operator acting from the left to
the right, indeed we have the following behaviour under grading, as opposed to the

one in (2.4.36):
dWAY) =dI A + (—1)* DY A dy' (2.4.37)

In order to find the Cartan expression for the Lie derivative : &y = iyvd + diy, we
therefore have to introduce an inner derivation iy that has the same behaviour as
in (2.4.37). This motivates the following

Definition of inner derivative
iv(9) = (—1)%90-D(9) sy V9 eT® . (2.4.38)

this definition applies when 9 is a generic covariant tensorfield and in particular
when 9 generic form. We immediately have:

Theorem 2.4.7 The 1y contraction operator satisfies the following properties:
a,a;, ;. € A; V = tiab'; A € C, property d) holds only if 9,9 are forms

@) iy (9) = igap (9) = i, ()Y

b) iy (a) = 0

) dv(w) = b

&Y iv(IAD) =i, (9) A (F7 ;% 9B+ (=1)29Y A4y (9")
e') iy (ad +9') = aiv(9) + iv (¥

) iv(da) = i, (9)(f ; * a)bf

g') L = iy

000

Notice that properties a') €') and ') reduce in the commutative case to the
familiar formulae:

ifvﬁ:fivﬂ and Zv(fﬂ)"—‘flv'&

It is also straightforward to see that
(1d @ 1:)Ar(9) = Apu(9) Vo eT® . (2.4.39)

This formula g-generalizes the classical commutativity of 7; with the left coaction
Ar, when t is a left invariant vectorfield.
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2.4.5 Lie Derivative and Cartan identity

In (2.3.8), or in (2.1.88), we have seen that the x; are the quantum analogues of
the tangent vectors at the origin of the group :

g—1 ‘
s G 2.4.40
- femo (2440
and that the left-invariant vectorfields ¢; constructed from the y; are :
;= X% = (Zd ® Xi)A (2441)

In the commutative case, the Lie derivative along a generic vectorfield V' is given
by: _
¢y = lim —[%V (1) — 7] Vrer?® (2.4.42)

where ! is the flow of the vectorfield V and ¢! " the pullback. If ¢ is a left invariant
vectorfield then

l,oi = Reet ie. 0i(g) =g Vgeai. (2.4.43)

We have 4,9 = lim,_,o L[Ree*(9) — 9] and therefore the Lie derivative ¢, is given by
the right action Ree:™ of the group on covariant tensorfields. At the quantum level,
recalling (2.1.16) and that rA — R* when ¢ — 1 , it is natural to define:

Definition The quantum Lie derivative along the left-invariant vectorfield ¢t =
(id ® x)A is the operator:

4, = (1d® x)rA ‘ (2.4.44)
that is ' ‘
Vr e r® 6(r) = (6d @ x)rA(r) £ : O —s o,
For example we have : . : ,
li(a) = t(a), aé€ A, (2.4.45)
b (W) = (1d @ x)rA (W) = W xi( M) = C,,; Tk, (2.4.46)

the classical limit being evident..
It is useful to define the % product of a functional with any 7 € I'®" as
x*T = (1d @ x)rA(r), o (2.4.47)

where the rA acts on a generic élement 7 = p' @ p* @ --- p" € I'®" asin (2.1.62).
In these notations we then have :

0, = x * | (2.4.48)
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The quantum Lie derivative has properties analogous to that of the ordinary Lie
derivative: '
i) it is linear in 7:
LT + 7)) = My(7) + Le(7); (2.4.49)
i1) it is linear in ¢:
Z/\t+t’ =M;+ 1y, XeC. (2450)

By virtue of this last property we can just study ¢;,, where {¢;} is a basis of ;,,=.
Theorem 2.4.8 The following relation holds: |

L(TRT) =L, (T)® Flixt +7® L () (2.4.51)
Proof

(1d @ x:)rA(T ® ')
(td @ xi) (11 @ T{ @ T27y) ‘
(11 ® T)xi(m2m3) = (11 ® ) [xs(m2) 1 (73) + €(m2)x:(73)]

Liirer) =

= 7ixi(12) @ 1 f1:(13) + mie(m2) @ T xi(T5)
= 4, (T)Q1dQ fI)x 7'+ 7 ® Ly (7)

[remember that x;(a) and f?;(a) are C numbers]. The same argument leads to:
l,(aw?) = &, (a)(f5i * w?) + aly, (w) (2.4.52)

(W a) = £, (W) (5 % a) + Wity (a). (2.4.53)

The classical limit of (2.4.51) is easy to recover if we remember that ¢ x 7 = 7. For-
mulas (2.4.51), (2.4.45) and (2.4.46) uniquely define the quantum #;, which reduces,
for ¢ — 1, to the classical Lie derivative.

Theorem 2.4.9 The Lie derivative commutes with the exterior derivative:
b (d9) = d(6,9), - Y eIl Ccr®: generic form. (2.4.54)
Proof:
6 (d9) = (1d ® x:)rA(dd) = (1d @ x:)(d @ id)rA(9) =
(d ® xi)rA(F) = dVq xi(92) = 4[191Xi(192)] = d(4:,9),
\_\,—-/ )
€C

where in the second equality we have used property (2.1.84).

Theorem 2.4.10 The Lie derivative commutes with the left and right coactions
Ar and rA, V1 € [e:
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' (idé eIrA(r) = rALr) . (2456

The proof is easy and relies on the fact that left and right coactions commute, cf.
eq. (2.1.19). In the classical limit, eq. (2.4.55) becomes : '

0.(L:0) = LE(69). - (2.4.57)

Note 2.4.1 It is not difficult to prove the associativity of the generalized * product,
for example that (x * x’) * 7 = x * (x’ * 7). From this property it follows that the
g-Lie derivative is a representation of the g-Lie algebra:

[€e, £o)(7) = Lpe.n(7),
) Whére the left'han'_d side is d_eﬁﬁed via the adjoint action
[0, £)(7) = bueryuclinly .
In the {t;} basis: [0y, £,] = €i,ols, — A Le,ol,,
We can now prove the Cartan identity:

Theorem 2.4.11 The contraction operator i, defined in (2.4.38) , the Lie derivative
and the exterior differential satisfy (we omit the composition product o) : '

t

A proof of this theorem is given in Appendix B. - 0o

Led by Theorem 2.4.11, it is natural to introduce the Lie derivative along a
generic vectorfield V' through the following

Definition _ '
by =ivd + diy (2.4.59)

Theorem 2.4.12 The Lie derivative satisfies the following properties:

) fya=V(a)

) lydd = dly

3) Ly (A0 +9') = My (9) + £y (9)

4 lyes(®) = (y9)b — (=1)Piy (D) A db

5) L IAD) = DAL () + Loy (D) A, #0) 4 (—1) iy () A (FF +0) A
where 4§ and ¥’ are generic forms and V = t;0b’. |

Proof
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Properties 1), 2), 3) and 4) follow directly from the definition (2.4.59).
Property 5) is also a consequence of definition (2.4.59); the proof uses relation d’)
and the identity d(f*; x 9) = f* . x d¥ [see (2.1.107)]. 000

Note 2.4.2 It is natural to define a Lie derivative Zﬁ. of a generic covariant
tensorfield 7 € I'® along a right-invariant vectorfield A; in terms of the left coaction
A[‘ : '
Gi(r) = (x@@)Ar(r) =T*x ,
just like it was natural that we used the right coaction, when we defined 4, in
(2.4.44). In this note we compare the two definitions.
From the above definition we find
Ehnl(ﬁ A 29,) = Xi(ﬂlﬂll)ﬂg A ’19,2

= Xj(ﬁl)fjiw,])ﬁz Ay + (1) x:i(91)92 AV (2.4.60)

= 6,?)_(19) A * f1) + 9 ALR(D)
where 9/ % 7, = (f7; ® id)Ar(?’). In particular:

(R (adb) = hi(a)d(b* f7;) + ad(h;(b)) . (2.4.61)
where we have used (2.1.83). On the other hand, since h; = t]‘GMij, we can give an
alternative expression for the Lie derivative along the right invariant vectorfield h;:

hi(adb) = Ly apr5(adb) = aly apgs(db) + Lo (a) A (f5; x db) M
= ad(hi(b)) + te(a)d(f*; = b) My .
The difference between expressions (2.4.61) and (2.4.62) is a good index for the
“defect” between left and right transports on a quantum group:
(bh, — €5 )(adb) = ti(a)[(f*; * db)M? — M;F(db * f7;)]
| = —ti(a)DI*(b);

(2.4.62)

(2.4.63)

where
DI*;(b) = [(f*; * b)d(M7) — d(M;*)(b + f2;)]  (Defect Index). (2.4.64)

In the last passage we have used the Leibniz rule for d combined with the bico-
variance condition (2.1.51). The term in the square brackets is always zero in the
classical (undeformed) case. Note that (¢4, — ¢3) vanishes on a and db separately
but not necessarily on adb. The case of “a” confirms (2.3.23):

Ehi(a) = t]-(a)ﬂ/[/ = h,-(a) = thl(a) (2465)
and shows that we will not encounter any ambiguities or inconsistencies as long as
we deal with general vectorfields and functions alone. Problems can occur however
when we start to introduce forms. For example in the GL,(2) differential calculus of
Sectign 2.2 we have, sum over a understood, r(z4% )(£hi; ‘_e;ﬁ']_)(.ﬁl}aazdb) = —(f.ke ,*
b)dM’,, f = Ater(b)dM",, ! for any b such that g(b) = 0. This expression is clearly
# 0 in general.
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2.4.6 Algebra of Differential Operators

In the previous sections, given a Woronowicz differential calculus on a generic Hopf
algebra A, we have defined the quantum analogue of Lie derivative and of inner
derivative by a natural generalization of their defining classical formulae. The Lie
derivative and contraction operators act on the space I'® of covariant tensorfields,
we have in particular studied their properties on the space I'* C I'® of forms where
the exterior differential is also present.

These operators form a graded quantum Lie algebra

{d,d} = 0 , (2.4.66)
o] = 0 (2.4.67)
{dyivy = & . .. . (2.4.68)

which is supplemented by two more relations

[gti7€tk] = e[t;,tk] = Cik lgtl ' ' (2.4.69)
[itn etk] = Z.[t,‘,tk] = cz’k lit, ‘ (2.4.70)

where the definition of the brackets in the left hand side of (2.4.69) and (2.4.70) is
the generalization of the adjoint action:

[etﬁgtk] = eﬁ'(xm)*c'gti"gxm* = €t£°€tk +. éﬁ’(xe)*"gt."’fek* =Lyl — Ae{kgte°etf
(this last equality is explained in Note 2.4.1)
[it;, ey ] = Cor (i 200t e = te0lyy, — Aelfkgteoitf (2.4.71)

The proof of (2.4.70) and of the last equality in (2.4.71), similarly to the proof of
the Cartan identity, is by induction. It is given in Appendix B.

The cross-commutation relations between forms, exterior derivative, Lie deriva-
tive and inner derivative, that we have derived from the actions of iy and ¢
on generic tensors 7 € I'® and essentially (see the definition of iy) from the
['® ¢ =9 duality —i.e. the bicovariant bimodule structure of I'®* and =®- can
be formally derived also from the cross product algebra I'*xI'*" [40, 41]. Here
['" is seen as a graded Hopf algebra: the product in I'* ® I'" is given by (I ®
) (v @ I) = (—1)de9lrdes)(y, @ 1), the costructures generalize those of A and are:
A(w') = (rA + Ap)(w') = w' @ Mj' + I @ W', &w') = 0, s(w') = —w k(M)
[47]. T"" is the graded Hopf algebra dual to T", T = U@TI*o I @ ... .
For example x;9 = 91{xi1,V2)Xi» = (x; * 9)f’; + Ix: corresponds to £(9 A ¥') =
G (9) A (f7:%9") + 9 ALy (¢). As shown in [37] the graded g-Lie algebra of the

operators iy, d, ¢ can also be interpreted as a braided tensor algebra.
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Chapter 3

Geometry of the quantum
Inhomogeneous Linear Groups

[GLgr(N)

In this chapter, following [60], we analize the geometry of the inhomogeneous quan-
tum linear groups IGL, .(N). Quantum deformations of inhomogeneous Lie groups
have been studied in [65] [58] [57]. An R-matrix approach has been independently
proposed for IGL,(N) in ref.s [58] and [57].

We construct the multiparametric IGL,,(N) g-groups, their universal envelop-
ing algebra and their bicovariant differential calculus using a projection P : G L, (N
+1) = IGL,,(N); this projection procedure was first introduced in [59].

All the quantities relevant to the IGL,,(N) (bicovariant) differential calcu-
lus are given explicitly: exterior derivatives, left-invariant 1-forms, Cartan-Maurer
equations, tangent vectors and their g-Lie algebra and so on. The method is illus-
trated in the case of IGL,,(2): the general formulas are applied and tested on this
example. :

In this framework we construct the differential geometry of the (multiparamet-
ric) quantum plane in a novel and easy way.

Deformations of inhomogeneous Lie groups and Lie algebras usually include a
dilatation generator, moreover the determinant of the fundamental representation
of the g-group is in general not central. It is studying the most general (multi-
parametric) deformation that we understand the interplay between the absence or
presence of the dilatation and the properties of the determinant. This also clar-
ify the relation between the non-commutativity of the quantum plane coordinates
z?® discussed in Section 3.7 (due to the auxiliary deformation parameters ¢;), the
non-comutativity of the generators 7%, of the homogeneous linear subgroup and
the finite difference structure of the differential calculus, that is due to the main
deformation parameter r (called ¢ in the previous chapters), cf. [75].
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In Section 3.1 we recall the basics of the linear quantum groups and in Section
3.2 we discuss their duals in some detail. In fact, Sections 3.1 and 3.2 are a short
review of the multiparametric deformations of GL,,(/N), where ¢ indicates a set of
parameters g;, and of their universal enveloping algebras. The usual uniparametric -
case is recovered for r = ¢; = q. For references on multiparametric deformations,

see (72, 73, 74].

In Section 3.3, we first present the quantum group IGL,,(N) as a Hopf algebra
with given generators, commutation relations and co-structures. We then reobtain
it as the image of a projection P from GL,.(N + 1), and show how the “mother”
Hopf algebra G L, (N +1) determines the Hopf algebra structure on IGL,.(N). In
the language of Hopf algebra ideals IG L, .(N) is seen as the quotient of GL, (N +1)
with respect to a suitable Hopf ideal. . : . _

The fundamental representation of IGL,,.(N) contains the GL,,.(N) elements
T%, and the “coordinates” z® as in the classical case, in addition, there is also an
element u playing the role of a dilatation. By fixing some of the parameters ¢q, we
find that this element u can be made central, and hence consistently set equal to
the identity I. :

A quantum determinant can be defined, and is central only in a subclass of the
multiparametric deformations. In this subclass, however, the element u is not cen-
tral. We end the section analizing the semidirect product structure of IGL,.(N)
given by GL,,(N) and the quantum plane: this construction is based on the ob-
servation that GL, (V) is both a Hopf subalgebra in /GL,,(N) and a quotient of
IGL,.(N) obtained projecting to zero the quantum plane coordinates z°.

The explicit construction of the bicovariant differential calculus for GL,,(N),
in terms of the dual algebra, is given in Section 3.4. In Section 3.5 we project
the bicovariant differential calculus of GL, (N + 1) to IGL,,.(N) and study the
bicovariant bimodules of 1-forms and tangent vectors on /G L, ,.(N). In particular,
the g-Lie algebra is given explicitly. We also study in detail the exterior algebra
and the exterior derivative, and find the Cartan-Maurer equations. In Section 3.6
we then study the universal enveloping algebra U, ,(igl(/N)) its semidirect product
structure [given by U, ,(gl(/N)) and the translation generators] and the duality with
IGL, (N). The Universal enveloping algebra U, ,(:gl(N)) is the natural setting
where to study g-Lie algebras and therefore differential calculi. Using the general
theory of Section 2.3, we easily obtain another differential calculus on IGL, , (N)
that differs from the previous one by the presence of a dilatation generator corre-
sponding to the dilatation v € IGL,.(N).

In Section 3.7 we discuss the multiparametric quantum plane, i.e. the quantum
coset space [GL,,(N)/GL,,(N) spanned by the coordinates 2%, and find a general-
ization of the differential geometry of the ¢g-plane of [48], [50], see also Schirrmacher
in {74].



In the Table at the end of the chapter we specialize our general treatment
to IGL,,(2) and collect all the relevant formulas for its bicovariant differential
calculus.

3.1 GL,,(N) and its real forms

We here introduce the multiparametric g-group GL,,.(N), where now the index
g = qos represents a set of parameters, and r is the parameter we called ¢ in the
previous chapters. GL,,(N) is the algebra (over the complex field) freely generated
by the non-commuting matrix elements 745, (A,B=1,..N), the identity I and the
inverse = of the g-determinant of T defined.in (3.1.6), modulo the “RTT™ relations:

RAB_ TE . TF, = TP . T RE (3.1.1)
where the R-matrix is given by [72, 73]:

RAB, ), = 6363[{— +(r = 1)64F] + (r — r=1) §p6504P (3.1.2)
AB

with 48 = 1 for A > B and zero otherwise, and

T.Z

gAB = ——5 qAA =T (3.1.3)
4BA
It is useful to list the nonzero complex componenfs of the B matrix (no sum on

repeated indices):

R*%\p = —, A#B
44B
RBAAB :T'——T'_l, B>A (3.1.4)

The R matrix in (3.1.2) satisfies the quantum Yang-Baxter equation.

The standard uniparametric R matrix [19] is obtained from (3.1.2) by setting
all deformation parameters gsp,r equal to a single parameter q. For a further
insight about the relationship between the multiparametric and the uniparametric
R-matrix see Section 4.1.

The quantum determinant of 7" and its inverse = are defined by:
= detT = detT == I  (3.1.5)

7"2

detT =Y 11 (———) Ty TN (3.1.6)

o |A<Bo(A)>o(B) do(B)o(4)
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Note 3.1.1 In the uniparametric case r = gap = g we recover the usual formula

detT =Y ()T, TN, (3.1.7)

where {(c) is the minimum number of transpositions in the permutation o.

Note 3.1.2 In more mathematical terms, the algebra GL,.(NN) is the quotient of

o

the non-commuting algebra C(T“ g, I, =) freely generated by the elements T4g, I, =
with respect to the two-sided ideal in C(T#g, I, =) generated by the RTT relations
(3.1.1).

Note 3.1.3 The inverse matrix R}, defined as
(BB, ROy, = 5458 = RAB,(R™)P  (318)

1s given by .
' R, = Ry-1 .- : (3.1.9)

Note 3.1.4 The R matrix defined by R4B., = RB4,, satisfies the spectral
decomposition (Hecke condition):

(R—r1) (R4 1) =0 ' (3.1.10)

Note 3.1.5 The determinant in (3.1.6) is central if and only if the followmg
conditions on the parametels are satisfied (see ref. [72]):

,,,2 7,2 7.2

Q1,A92,4 " " qA-1,4 e = const. (3.1.11)
gA,A+1 9A,A+2 dA,N

for all A= 1 ..N. This results in. N-1 conditions among the g4p and determines
const = rM=1. Using (3 1.3), and defining

: X gea ‘

Qs = 1% | (3.1.12)
. Cc=1 r .

the centrality conditions (3.1.11) become:

Qa=1 | (3.1.13)

We have used also const = V=1 so that only N — 1 of the above conditions are
independent. Indeed the @4 satisfy the relation ‘

@1Q2--Qn =1 - (3.1.14)



In general we have:

(detT)T*5 = %TAB(detT), =745 = %TABE (3.1.15)

When (3.1.13) holds', we can consistently set det745; = I = =, and obtain the
multiparametric deformations SL, ,.(N).

The algebra G L, ,(N) becomes a Hopf algebra with the following coproduct A,
counit € and coinverse «:

A(T ) =TA; @ T8, (3.1.16)
e(T4g) = d5 (3.1.17)
&(T*g) = (T™H)*g (3.1.18)
A(detT) = detT @ detT, A(E)=ZQZ, AU)=I®1 (3.1.19)
e(detT) =1, e(2)=1, el)=1 (3.1.20)
k(detT) ==, k(=) =detT, s(I)=1 (3.1.21)

The quantum inverse of T#5 in (3.1.18) is given by:
(T =204y ¢ (3.1.22)

where ¢! is the quantum minor, i.e. the quantum determinant of the submatrix of
T obtained by removing the B-th row and the A-th column, and HSEN) is a function
of the parameters q:
nyy" H%ZB“(—(IBC) (3.1.23)
HD:A+1 (_qAD)
The superscript (1,N) reminds the range of the indices A,B,C,... In the uniparamet-
ric case, the quantum inverse has the simpler expression:

il

(T~ 5 == (=) Ptg' (3.1.24)
Note 3.1.6 As in Note 1.2.1, we recall that in general k? # 1 and
&3 (T*g) = DATC (DY), = d*dg' T, (3.1.25)

where D is a diagonal matrix, D% = d468, given by d* = r?4~! for GL,,.(N).
This matrix satisfies:

dAdal(R_l)BADCRECBF — 5;{55’ dAdal RABCD(R—I)CEFB — 5?‘55 (3126)

dBdBl(R—l)ABCDRCEFB — 5;4_1'55’ dBdI—Dl RBADC(R—I)ECBF — 5?(;5 (3127)

IWe disregard the solutions VA € a, Q4 = V1 because we want a continuous deformation of
the classical limit.
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RACCBdEI = (Sg = (R_I)ACCBdC (3128)

This last condition fixes the normalization of D. Relations (3.1.26) and (3.1.27)
define a second inverse R™~! of .the R matrix and a second inverse (R™!)~! of the
R~! matrix as:

(R)*%p = dPdp (R *%p (3.1.29)

(R = d*dg' RYp (3.1.30)

Using (3.1.28) we can relate the D matrix to this second inverse:
(D)% = (R")*%p, D% =((R')") "% (3.1.31)

~ This generalizes the analogous discussion for the uniparametric D matrix given in

[19]. T

We turn now to the real forms of GL,,(N), that are defined by *-conjugations of
the GL,,.(N) Hopf algebra; see Section 1.3. These conjugations must be compatible
with the RTT relations: this restricts the range of the parameters ¢,r. Three such
conjugations are known (cf. [72]):

i) T* =T, ie. the elements 75 are “real”. Applying the *-conjugation to
the RTT equations (3.1.1) yields again the RT'T relations if the R matrix satisfies
R = R~'. This happens for |qag| = |r| = 1, i.e. for deformation parameters lying
on the unit circle in C (cf. eq. (3.1.9)). The quantum group is then denoted by
GL,.(N;R).

ii) (T4g)* = T"5 with primed indices defined as A’ = N + 1 — A. Here
compatibility with the RTT relations requires R4B,, = RP'4), .., satisfied when
gap = qp'a, T € R.

i) (T45)" = «(TB,), the generalization of the unitarity condition for the
matrix 7. In this case (left as an exercise in [72]) the restriction on the R matrix is
R4B,, = RPC%,, leading to the conditions §ag = qga, r € R. The corresponding
quantum groups are denoted by U, .(N).

Imposing also detT = [ yields the quantum groups SL,.(N;R) or SU,,.(N).

3.2 The universal enveloping algebra of GL . .(N)

We construct the universal enveloping algebra of GL,.(N) as the algebra of regular
functionals [19] on GL,,(N): it is generated by the functionals L%, ¢ and @ defined
below. ' :

The L* functionals are defined as in Section 2.2 where the uniparametric R-
matrix is now replaced by the multiparametric one.
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A determinant can be defined for the matrix L¥%5, as in Note 2.2.1, this is given
by: 7
detL* = L*' [*?, ... [*N, . ' (3.2.1)

A quantum inverse for L5 can be found, using an expression analogous to (3.1.22)
with gap — q;5. For this we need to introduce the element ® defined by:

®detLTdetL™ = detLtdetL ® =¢ . (3.2.2)

Then the quantum inverse of L4 is given by: |
(L) = @ det L¥ T1G,Y) 2,4 (3.2.3)
where ¢4 is the quantum minor and Hg;,N) is given in (3.1.23). Notice that ® detL¥

is the inverse of detL* because of property (3.2.13) below.

~ The co-structures of the algebra generated by the functionals L%, ¢ and @ are
as 1n Section 2.2 :

AI(LiAB') — L:tAG ® L:tGB

(3.2.4)
e'(L*g) = 85 (3.2.5)
K'(LE45) = L¥*5 0k (3.2.6)
A'(detL*) = detL* ® detL™, (3.2.7)
AN@)=0Q 0, A(E)=c®e¢ (3.2.8)
g'(detl*) =1, (@) =1, '(e) =1 (3.2.9)
k' (detL*) = ® det L7, (3.2.10)
k'(®) =detLtdetL™, k'(c) =¢ (3.2.11)

Note 3.2.1 In (3.2.6) we have defined x’ using &, we now prove that «’(L¥45) =
(L*45)7! as defined in (3.2.3). This shows that «'(L*%y) is expressible by polyno-
mials in L¥*5, ®.

Proof : From (L*)™'L* = ¢ we have 1 = [(LE)"'LE)(T) = (LE)"YTy) LE(Ty) =
(LF) 7 (T2) By so that (LE)™(T2) = R |
From «(T)T = 1 we similarly have ['(L¥)](T2) = RE, ™ and therefore &'(L¥45) =
(LiAB)—l. .

Since &’ is an inner operation in the algebra generated by the functionals L¥45, ¢
and ¢ we conclude that these elements generate the Hopf algebra U, (g/(N)) of the
regular functionals on the quantum group GL,,(N).

In the following we list some useful properties of the L* functionals.
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Properties of L*
i) Similarly to the uniparametric case, cf. Note 2.2.1 — Note 2.2.3, we have
LiAALiBB = LiBBL:tAA ; .L+AAL—BB = L_BBL+AA . (3.2.12)

As a consequence:

 detLdetL™ = detL ™ detL*. © o (3.2.13)
We also have | ' .
LE45(detT) = §5(cE)NrE1 Q7! (3.2.14)
det LE(T45) = 64(cE)Nrt' Q. (3.2.15)
- detL*(T45) = L*p(detT)Q;. (3.2.16)

From (3.2.1) it is easy to see that detL*(I) = 1.

i) Since the RLL relations are the same as the RT'T relations with g4 — (gap)™!,

r— 7Tl we obtain a formula analogous to (3.1.15):

(det L)L+, = 9B 1A _(der[*). (3.2.17)
Qa
moreover Q ' .
(detL¥) L4, = Q—BLiAB(detL%t) oo (3.2.18)
A ,

ii1) From (3.2.17) and (3.2.18) the following element:
' detL*(detL™)™! = (detL ™) 'detL* (3.2.19)
is seen to be central. Notice that it is also group-like since

A'(detL*) = detL* @ detL*. (3.2.20)

In general even if detL*(detL=)! is central and group-like it is not equal to e
because

detL*(detL™)Y(T*5) = ()N (™)™ 264, . (3.2.21)

iv) The elements L+AAL“4A (no sum on A) play a special role for particular values
of the deformation parameters g4, r; if we set

LA LA, =y, (3.2.22)

we leave as an exercise to deduce that (no sum on repeated indices):

2
ea(TB.) = cte 68 q—;g@ ea(l) =1, €4(Z) = [ea(detT)]™ (3.2.23)



ea(adb) = ea(a)ea(d), a,b € GL,.(N) (3.2.24)

&'(LF,) = LF4 63! (3.2.25)

EAEB = EBE4, EALiBB = LiBBsA (3.2.26)
detLtdetL” =¢;---en ; (3.2.27)

K'(detL*) = detL¥ (- en)™ = (e1---en) ' detLF (3.2.28)

Note 3.2.2 When detT is central (4 = 1) we also have that det L* is central
(cf. (3.2.17) and (3.2.18) ). As in Note 2.2.2, for Q4 = 1 and (cF)Vrt! = 1,
the functionals L*and ¢ generate the Hopf algebra U(sl,.(N)), and we have the
simplified relations:

detLt(detL™) ™' =¢ (3.2.29)
[L*45](detT) = 64 no sum on A (3.2.30)
[detLE)(T#5) = 65 (3.2.31)
[detLE](detT) = 1 (3.2.32)

Note 3.2.3 When ¢4 = r we recover the standard uniparametric R matrix, we
have also @4 = 1 and, for ¢ct¢c™ = 1,

VA ca=e ie LM, L7 =L L, =¢. (3.2.33)

In this case the Hopf algebra of functionals U, ,(gl{(/V)) is equivalent to the algebra
generated by the symbols L*, ® and € modulo relations (2.2.12),(2.2.13) and (3.2.33)
[19].

Note 3.2.4 GL,,(N) and U, . (gl(N)) are graded Hopf algebras: T#p has grade +1,
k(T4p) has grade —1, I has grade 0, det T has grade +N etc., and similarly for
L%,

Conjugation

The canonical *-conjugation on U, ,(gl(/N)) induced by the x-conjugation on
GLy,(N) is given by: ' :
¥*(a) = FT(@) (3.2.34)
where ¢ € U,,.(gl(N)), a € GL,,(N), and the overline denotes the usual com-
plex conjugation. It is not difficult to determine the action on the basis elements
L*4;. The three GL,,(N) *-conjugations i), ii), iii) of the previous section induce
respectively the following conjugations on the L¥%p:

i) (L) = &' (LFB,) . (3.2.35)



3.3 The quantum gfoﬂp .[GLq,,«(N)

~ The g-inhomogeneous group IGL,,(N) is freely generated by the non-commuting
matrix elements T4p [A = (0,a);a : 1,..N], the identity I and the inverse ¢ of the
g-determinant of T as defined in (3.1.6), modulo the relations::

T°, =0 (3.3.1)

and the relations:
Rt T 1 =TT R, (3.3.2)
i R Tl = Lo (3.3.3)
R f T :cf = rz’z® (3.3.4)
QOaT cU = QOCUT c ' (335)
Go.zu = uz® (3.3.6)

where z° = T%, and u = TY.
It is not difficult to check that this algebra, endowed with the coproduct A, the
counit € and the coinverse « defined by : .

A(T?g) =T, ®@TC,; e(T%) =64 w(T)=T"" - (3.3.7)
Alf)=£60¢& e(§) =1 k(§) =detT . (3.3.8)
A(l)=1RI; e(ly=1; k(I)=1 (3.3.9)

" where the quantum inverse of T4p is given by (T"1)45 = ¢ HE:)J’BN) tg [see eq.
(3.1.23): tp# is the quantum minor ], is a Hopf algebra. The proof goes as in-
uniparametric case (see the second ref. of [65]).

In the commutative limit it is the algebra of functions on IGL(N) plus the
dilatation 7. :

Relations (3.3.7)-(3.3.9) explicity read:

A(T* ) reeT, MN=I8l . (3.3.10)

Az =T, Q2"+ 2°Qu (3.3.11)

Alu)=u®u, A()=EQ¢E ‘ (3.3.12)

A(detT?,) = detT*, @ detT?, (3.3.13)
e(T*,) =46, e(I)=1, (3.3.14)
e(z*) =0 (3.3.15)
e(u) =¢(§) =1 (3.3.16)
e(detT®,) = 1 (3.3.17)
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W(T") = (17, = u TN, (3.3.18)
&(I) =1, (3.3.19)
k(z®) = —r(T*})z"k(u) (3.3.20)
r(u) = detT?, ¢ (3.3.21)
k(&) = u detT?,, x(detT?,) = €u (3.3.22)

where for completeness we have included the expressions for the ¢g-determinant of
T. Note that x(u)u = I = ux(u).

This procedure is very similar to that discussed for GL,,(N + 1) in Section 3.1:
indeed both these Hopf algebrae are obtained from the algebra freely generated
by T4g,I,= or ¢ through the introduction of moduli relations i.e. as quotients of
suitable two-sided ideals: the one generated by the RT'T relations in the GL, (N +
1) case, and the one generated by the (3.3.1)-(3.3.6) relations in the IGL,,.(N)

case.

We now rederive the quantum group IGL,,(N) as a quotient of GL, (N +1):
all Hopf algebra properties of IGL,,(N) will descend from those of GL,,(N + 1).
The formalism employed will be useful in the next section to deduce the differential

calculus on IGL,.(N) from the one on GL,,(N + 1).

We start from the observation that the R-matrix of GL, (N +1) can be written
as (A=(0,a)):

T 0 0 0
0 r 5” 0 0
AB  _
R™%cp = 0 (r _(]0;”1)55 age  Q (3.3.23)
0 0 0 Rab cd

where R*® _; is the R-matrix of GL,,.(N), and the indices AB are ordered as
00, 0b, a0, ab.

It is apparent that the GL,,(N + 1) R matrix contains the information on
GL,,(N). We will show that it also contains the information about the quantum
group IGL, . (N).

In the index notation A = (0, a) the RT'T relations explicity read :

R*,,T° T/, =T"T" R, (3.3.24)
T T = %T"OT"'C (3.3.25)
c0
T T = L2t 100 + L (r — p=\T2, T, (3.3.26)
qod dod
T°.T% = g“OTO T, (3.3.27)
cd
TOT¢ = 2T 10, + T (r — v~ ))TO%T", (3.3.28)
Ged Ged
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T° Ty = quT’ T (3.3.29)
T°.T% = ?T”OTOC (3.3.30)
c0
T°.1°, = qu.T°,T°. (3.3.31)
T Ty = 275,79 + L (r — r~ )T T (3.3.32)
qod qod ‘
T%T% = qusT°6T % (3.3.33)
T%T°% = qaoT°T % (3.3.34)

where ¢ < band ¢c < d.

~ Consider now in GL,.(N) the space H of all sums of monomials containing at
least an element of the kind 79, (i.e. H is the ideal in GL,;(N-+ 1) generated by
the elements T°, as we will see). Notice that T%%T?; — g'g—Z‘deToo i1s an element of

H because of relation (3.3.32).

We now prove that H is a Hopf ideal, i.e. an ideal in the GL,,(N + 1) algebra
that is also compatible with the co-structures of GL,,(N +1); this allows to struc-
ture GL,,.(N + 1)/H as a Hopf algebra [81]. We denote by An,1, ent1 and Ky 41
the co-structures of GL,,.(N +1).

Theorem 3.3.1 The space H is a Hopf ideal in GL, (N + 1), that is:
i) H is a two-sided ideal in GL, (N +1)
it) H is a co-ideal i.e.
AN (HYCHQGLy (N+1)+GL (N+1) @ H; enyi(H) =0 (3.3.35)
iii)  H is compatible with &y : |
kn+i(H)C H . (3.3.36)

Proof:

1) H is trivially a subalgebra of GL, (N + 1). It is a right and left ideal since.
Vh € HVa € GLy(N 4+ 1) ha € H and ah € H. This follows immediately from
the definition of H as sums of monomials containing at least a factor T°,. H is the

ideal in GL, (N + 1) generated by the elements T°,.

ii) First notice that Anx41(7°,) € HQ GLy,(N +1)+ GL,.(N +1)® H. Now by
definition of H we have

VheH, h=aT%c, a,c€GL,(N+1). (3.3.37)



where a T°,c represents a sum of monomials. Then we find

AN+1(h) = A1V+1(G)AN+1(TOZ))AN+1(C) E H ® GLq,r(N + 1) + GLq,r(N + 1) ® H .

. (3.3.38)
Moreover, since £y vanishes on T°, we have:
enii(h) =0, VheH. (3.3.39)
These relations ensure that (3.3.35) hold.
1)
kne1(T%) = = TOM 4,0 (3.3.40)

where Hf)g'N) is defined in (3.1.23) and it is easy to see that the quantum minor
t° € H since it is the determinant of a matrix that has elements 7°, in the first
row. Then

kni1(R) = sngi(a T°h¢) = knga(e)ins1 (T ) knyi(a) € H (3.3.41)

and Theorem 3.3.1 is proved. oo

We now consider the quotient

GLyr (N +1)

i : (3.3.42)

and the canonical projection
P: GL,,(N+1)—GL,, (N +1)/H (3.3.43)

Any element of GL,,(N +1)/H is of the form P(a). Also, P(H) =0, ie. H =
Ker(P).

Since H is a two-sided ideal, GL, (N + 1)/H is an algebra with the following
sum and products: ’

P(a)+ P(b) = P(a+b); P(a)P(b) = P(ab); pP(a) = P(ua), p€ C (3.3.44)
We will use the following notation:
z* = P(T%); u=P(T%); &= P(2) (3.3.45)
and with abuse Qf symbols:

Te, = P(T%); I=P(I); 0= P(0) (3.3.46)
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notice that P(T%) = P(0) = 0. Using (3.3.44) it is easy to show that T%, z%, u, ¢
and I generate the algebra GL,,.(N +1)/H. From the RTT relations Ry, T\ Ty =
T>TiRys in GLy (N + 1) we find the “P(RTT)” relations in GL,,.(N +1)/H:

P(R\;T\T3) = P(T;T1Ry2) i.e. RiaP(Th)P(T2) = P(T2)P(Ty)Ri2 (3.3.47)
that are explicity given in (3.3.2)-(3.3.6).

Since H is a Hopf ideal then GL, (N +1)/H is also a Hopf algebra with co-

structures:

A(P(a)) = (P ® P)Anyi(a) ; e(P(a)) =enala); w(P(a)) = P(anii(a))
_ _ ' (3.3.48)
Indeed (3.3.35) and (3.3.36) ensure that A, ¢, and « are well defined. For example

(P ® P)Ansi(a) = (P ® P)Ansi(b) if P(a) = P(b) . (3.3.49)

In order to prove the Hopf algebra axioms of Appendix A for A, ¢, x we just have .
to project those for An41, ens1, £n4+1 - For example, the first axiom is proved by
applying P® P ® P to (An41 ® id)Anyi(a) = (3d @ Ans1)Ansi1(a). The other

axioms are proved in a similar way.

Notice that on the generators T, 2%, u, { and I the co-structures (3.3.48) act
as in (3.3.7)-(3.3.9).

In conclusion: the elements 1%, z°%, wu, ¢ and [ generate the Hopf algebra
GL,.(N +1)/H and satisfy the “P(RTT)” commutation rules (3.3.2)-(3.3.6). The
co-structures act on them exactly as the co-structures defined in (3.3.7)-(3.3.9).-
Therefore the quotient GL, (N + 1)/H is the g-inhomogeneous group defined at
the beginning of this section:

GL, (N +1)
S

The canonical projection P : GL,. (N +1) - IGL,.(N) is an epimorphism
between these two Hopf algebrae.

IGL,,(N) = (3.3.50)

Note 3.3.1 The consistency of the P(RTT) relations with the co-structures A, e
and « is easily proved. For example,

A(P(R1;ThTs) — P(TyTiRy3)) = 0 (3.3.51)
is a particular case of eq. (3.3.49). Similarly for € and .

We have thus obtained a R matrix formulation of the inhomogeneous IGL, ()
quantum groups. Indeed the results of this section can be summarized in the fol-
lowing theorem: '
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Theorem 3.3.2 The quantum inhomogeneous groups IGL, ,.(N) are freely gener-
ated by the non-commuting matrix elements T#5 [A=(0,a), with a = 1,...N)] and
the 1dentity I, modulo the relations:

T°, =0 (3.3.52)
and the RT'T relations
R*B_.TE TF_ = TB.TA_REF, (3.3.53)

The co-structures of IGL,,(N) are simply given by:

A(T45)=TA. @ T (3.3.54)
k(TA5) = T2 (3.3.55)
e(T*g) = 64 (3.3.56)

ooo

Note 3.3.2 From the commutations (3.3.5) - (3.3.6) we see that one can set u = |
only when ¢, = 1 for all a.

Note 3.3.3 P(detT#g) = u detT?, is central in IGL,.(N) only when Q4 =1,
A=0,1,..N (apply the projection P to eq. (3.1.15)). Note that here we have Q4 =

Hg:O(qCTA)

Note 3.3.4 It is not difficult to see how the real forms of GL, (N +1) are inherited
by IGL,.(N).. In fact, only the conjugation i) of GL, (N +1), discussed in Section
3.1, is compatible with the coset structure of /GL,,(N). More precisely, H is a
*-Hopf ideal, i.e. (H)* C H, only for T* = T'. Then we can define a *-structure on
IGL,,.(N) as [P(a)]* = P(a).

Theorem 3.3.3 The centrality of u is incompatible with the centrality of det7,.

Proof: Suppose that go, = 1 so that u is central. Then the centrality of detT?,
"is equivalent to the centrality of P(detT“g) and requires @4 = 1 (Note 3.3.3); in

particular Qo = Hﬁvl = 1, which cannot be since for go, = 1 we find Qo = r".
O0ao

The commutations of det 7%, and ¢ with all the generators are given by:

Qa Qb

o b= 5 17 (3.3.57)

(det T¢ )T°, = <2T°%,(det T¢,), (T%, =

8; a(det T¢,), (a*= %x“( (3.3.58)

(det T° j)u = u(det T¢,), (u=u( (3.3.59)

(det T ;)z®
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where here @, = [T7L;(%2) and ( is the inverse of det T° , i.e. { = ul. We see that
the commutations of det T, with 7%, are the correct ones for GL,.(N) (i.e. are
identical to the ones deduced in Section 3.1). .In the standard uniparametric case
@. = 1, and the ¢g-determinant det 7° ; becomes central (and likewise (), provided
that also Qo = 1.

We have derived the properties of the quantum group IGL,,(N) from those of
IGL,,(N + 1), we now study the structure of IGL,,(N) with respect to its Hopf
subalgebra GL,,(N); this is explicitly done in Theorem 3.3.4, while in Theorem
3.3.5 the same construction is seen in a more general and abstract setting.

We first notice that the z° = u and z° elements generate a subalgebra of
IGL,;(N) because their commutation relations do not involve the 7%, elements.
Moreover these elements can be ordered using (3.3.4) and (3.3.6), and the Poincaré -
series of this subalgebra is the same as that of the commutative algebra in N + 1
indeterminates, indeed (3.3.4) and (3.3.6) read

zizB = q/-;B'cB’cA VA<B. (3.3.60)

A linear basis of this subalgebra is therefore given by the ordered monomials: (* =
u(zt)... (zV)'~. Then, using (3.3.3) and (3.3.5), a generic element of IGL,,(N)
can be written as (*a; where a; € GL,.(N) and we conclude that IGL,,(N) is
a right GL,,(N)-module generated by the ordered monomizls ¢*. Since the RTT
relations of IGL,.(N) (3.3.2)-(3.3.6) are homogeneous both in the z* and in z° we
can naturally introduce a (Z,N) grading : the generators z* have grade (0,1), z°
has degree (1,0), (z°)~! has degree (—1,0), the elements of GL,,.(N) have degree
(0,0). Then ‘ '
IGL,,(N) = Y ® rh (3.3.61)
(h.k)E(Z,N)

where ['(°0) = GL, - (N),

[OD = (2%, | b€ GL,(N)} . TG0 = (@6 / be GL,(N)}
F(h’k) = {(xo)h'l«al z% . :Bakbala;)...ak / balazv..ak € GLQ,T(N)} Vh EZ’ keN.

Therefore IGL,,(N) is a direct sum of right GL,(N)-modules; it is also a graded
algebra with the product (b; - C’jb’ trivially inherited from the IGL,,(N) algebra
structure (in the sequel we will omit the “-”).

We now show that each right module I'**) is a bicovariant blmodule on GLq (), .
also IGL,.(N) = Za,k)e(Z,N) [(®*%) is a bicovariant bimodule with left and right
coactions 07, and dg that are multiplicative: forall a, b € IGL,.(N), ér(ab) =
dr(a)dr(b), dr(ab) = dr(a)dr(b). This shows that the structure of a inhomoge-
neous quantum group is similar to that of the exterior algebra of a generic Hopf
algebra [as discussed at the end of point 1v), Section 2.1]; also recall that, as noticed
in the end of Subsection 2.4.6, the exterior algebra of forms is a Hopf algebra.
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Theorem 3.3.4 IGL,,(N), when g, = const Va, is a bicovariant graded algebra,
i.e. it is a graded algebra with left and right coactions

8, : IGL, (N) — GLyr(N)® IGL,,(N)
Sp i IGLer(N) = IGLy,(N) ® GLg(N)

that commute, see (3.3.67), are multiplicative: ép(ab) = ér(a)dr(b), dr(ab) =
Sr(a)ér(b), v a, b € IGL,,(N), and preserve the grading .

Proof Consider the linear map g : IGL, (N} —= IGL,,(N)®GL,(N) defined
by
Sr(z?) =2 ®1; dp(a)=A(a) VYa€GL,,(N). (3.3.62)

and extended multiplicatively on all IGL,,.(N). This grade preserving map is
obviously well defined on GL,,(N) because it coincides with the coproduct on
GL,.(N) [GL,.(N) is the Hopf subalgebra of IGL,,(N) with degree zero]; it is
also well defined on all IGL,.(N) since it is multiplicative and compatible with
(3.3.2)-(3.3.6). We check for example (3.3.3) with g,0 = const = ¢ Va:

Sn(2"T* ) = 21> @ T¢ y = LR T ol @ T°, = 5R<%Rbae,Te dg;f) .

This shows that dg : IG Ly (N) — IGL,.(N)® GL,,.(N) is well defined.
To show that dr is a right coaction notice that

V¢ai, (Br®id)dp(Ca;) = (id @ A)Sr(C'ai) ; (id @ €)6r(Clai) = Cla; . (3.3.63)

For the left coaction we proceed as in the previous case, defining the linear map

5t - IGLy o (N) = GLgr(N) ® IGLe. (N),
S(z) =T ®z"; §(2®)=T®a°; 0r(a) = Afa) Vae GLy,(N) (3.3.64)

which is extended multiplicatively on all IGL,,(N). As was the case for dg, it is
well defined on GL,,(N) and it is also well defined on all IGL,,(N) because it is
multiplicative and compatible with (3.3.2)-(3.3.6).

To prove that &, is a left coaction notice that

(e ®id)Sp(z%) = 2°, (A®id)é(z*) =T, @T*, @2° = (1d®61)6(z*) (3.3.65)

and similarly for z° Now since é(a) = A(a) if a € GL,.(N), and since &, is
multiplicative, we have on all IGL,.(N):

(e ®id)d = id ; (A®id)or, = (id ®81)d1 . (3.3.66)
Finally, the compatibility of 61, and dg:
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follows directly from:

(1d ® 6r)or(z%) = T°%, ® 2 ® I = (6L ® id)dr(z?)
(td ® SR)oL(2°) = I ® 2°® [ = (8 ® id)dRr(z°)

Corollary 3.3.5 IGL,,(N), for g,0 = const Va, is a bicovariant bimodule over
GL,,(N) freely generated, as a right module, by the elements ¢*; also any submod-
ule T("*) is a bicovariant bimodule freely generated by the elements (° with degree
(h, k).

Proof We immediately have that IGL,,.(N) and I['**) are bimodules with the
left module structure trivially inherited from the algebra IGL,.(N). IGL,.(N)
is a bicovariant bimodule because, since the left and right coactions é;, and ér are
multiplicative, they are compatible with the left and right product of GL,,.(N) on
IGL,.(N); moreover they satisfy (3.3.67). Also the submodules I'**) are bicovari-
ant bimodules since the coactions §;, and g are grade preserving.

We now recall that a bicovariant bimodule is always freely generated by a basis
of right invariant elements, [cf. the text after (2.1.47)]. We also know that the (' are
right invariant. Now, since they generate /GL,,.(N), they linearly span the space
of right invariant elements [/GL, (N )liny, and since they are linearly independent,
they form a basis of [IG Lq(N)}inv. We conclude that IGL,,(N) is freely generated
by the ¢*: (la; = 0 = a; = 0 Vi. The same arguments apply also to each submodule
RGN mum

In conclusion, the Hopf algebra IGL,,(N) is very rich because it is both a bico-
variant and a graded algebra on GL,(N). The bicovariant structure of IGL, ,(N)
can be seen as an example of a general theory by Radford [61] on the properties
of Hopf algebras A with a Hopf subalgebra H that is also a quotient of A. On the
structure of inhomogeneous quantum groups see also the last reference in [65]. We
summarize some results of [61] in the following

Theorem 3.3.6 Let A and H be Hopf algebras and suppose there exist Hopf
algebras homomorphisms 7 : A — H and ¢+ : H — A such that mer = idy.
Consider the projection I1 on A defined by:

H(a) = a1i[km(asz)] a€ A (3.3.68)
and let |
B =1I(A) . (3.3.69)
Then:
a) B is a subalgebra of A, A(B) C A® B and
B=I(A)={b/ by@n(b) =bR I}. (3.3.70)
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b) B is also a coalgebra with counit € that is the restriction to B of the counit
¢ of A, and with coproduct A given by

A(l(a)) = H(a1) @ (as) . : (3.3.71)

[Notice that A is in general not compatible with the algebra structure of B,
only (1.1.4) and (1.1.5) hold].

c) B is an H-bicovariant algebra with trivial right action and coaction and with
left action given by the adjoint map adpb = i(hy)bi(k(h2)) Vh € H, Vbe B,
and left coaction given by é,(b) =7(b))®b, € H® B, Vb€ B.

d) As a coalgebra B is compatible with the left action ad and with the left
coaction 01, (we use the notation A(b) = b, ® by): .

Aadpb) = adn, by @ adp, by, £(adnb) = e(h)e(b) ,
(1d @ A)oL(b) = (mpy @ 1d)(éL ® 6L)A(D)
(1d @ €)dL(b) = e(b)ln .

Moreover

A(bY) = by ady,)b) ® by} (3.3.73)
Swhere we have used the notations §7(b) = b ® b2,

e) B ® H has a canonical Hopf algebra structure (cross-product and cross-
coproduct construction) denoted B> H. The product is given by:

(b@h)(B @A) = blady, ') @ heh'! Vhe H, be B (3.3.74)
the counit is given by € ® € and the coproduct is given by

Ab@h) = (b1 ®5Vhy) @ (5P @ hy) . (3.3.75)

d) B> H and A are isomorphic Hopf algebras via the isomorphism 4:

Ib@h) =bi(h) , 97(a) =(a)) @ 7(as) (3.3.76)
0ono

Note 3.3.5 The algebra B has a braided Hopf algebra structure, and the quantum
group A has a natural interpretation via Majid bosonization procedure [62], [63].
Since B is a bicovariant bimodule over H, with trivial right action and right coaction

[i.e. B is a bimodule on the quantum double D(H), cf. Note 2.3.3] the braldmg v

is given via the left action and the left coaction of H on B:

U(b@Y) = adynyb @b (3.3.77)
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then (3.3.73) states that A as defined in (3.3.71) is braided multiplicative:
A(bY) = b ¥ (b ® b)Y, . (3.3.78)
Finally B is a braided Hopf algebra with antipode x(b) = i[n(b1)]&(b2).

In our case A = IGL,,(N), the projection w.: IGL,,(N) — GL,,.(N), that is
well defined only if g,0 = const = go Va, is given by

n(T%,) =T, n(u)=1, w(z*)=0, (3.3.79)

the subalgebra B is generated by the z° = v and z* elements that satisfy (3.3.4) and
(3.3.6) i.e. 2428 = rR-12 2P2C. The braiding is: ¥(2° @ 2°) = qLOR‘IAC?Da:D:EC,
V(zQu)=u®z, V(u® )=z ® u, the coproduct (coaddition) is A(u) = u ® u,
~A(z®) = z*® 1 + I ® z* and the braided antipode and counit are x(u) = u™?,
£(z*) = —z% and e(u) =1, g(z*) = 0.

Note 3.3.6 We also have IGL,,.(N) = MxGL; (N) where M is the subalgebra
of IGL,.(N) generated by the elements z*u~" and GL¥,(N) is the quantum group
generated by GL,,(N) and the dilatation u.

3.4 Differential calculus on GL, (N)

The bicovariant differential calculus on the uniparametric g-groups of the A, B, C, D
series can be formulated in terms of the corresponding R-matrix and the associated
L* functionals. This holds also for the multiparametric case. In fact all formulas
are the same, modulo substituting the ¢ parameter with r when it appears explicitly

(typically as . :

).

We list here some relevant formulae that do not appear in Section 2.2:

witTRs = s(R™) T80 4 (RT) %%, s TR rwg (3.4.1)
wA’?2 det T = sNr_z%(det T)w {2 (3.4.2)
wA’f2E = s_Nr2g':—2(E)wA‘?2 (3.4.3)

where we recall that s = (¢*)~1c™, cf. eq.s (2.2.2) and (2.2.3).

Notice that det T and = commute with all the w (and thus can be set to I) iff
all Q4 are equal and for sVr 2 =1, or s = rva with oV = 1, which agrees with
the condition found in Note 3.1.5.

Using
da = (x4, *a) wy™ (3.4.4)
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we compute the exterior derivative on the basis elements of GL,,(N), and on the
g-determinant:

1

d g = ——ls (R7)gr(R™) 55T 0 — 63T"5] wp (3.4.5)
-N_.2 —1
d== ——-Sr _’"r_l =7 (3.4.6)
N,.-2 __ 1
d detT = 22—~ (detT)r (3.4.7)
r—rTr

The reader can verify via the Leibniz rule, and with the help of eq. (3.4.2), that
d[(det T)=Z] = d[=(det T)} = 0. From (3.4.7) we find that the bi-invariant 1-form

that defines the exterior differential via da = [Ta — at] is given by

r—r—1

. 1
7= T—L—IEddetT . (3.4.8)

sNp—2 _
again, det T' = I = = requires s"r=2 = 1.

The expression of the w in terms of a linear combination of k(T)dT, similar to
the classical case is:

r ,
wAA = PP sr4)[(r2 - 38) K(TAB)dTBA + (s — 1) /{(TCB)dTBCHCA +

+(—r? —sr? 4 s+ 37‘4) n(TCB)dTBCGAC], no sum on A (3.4.9)
wB = —s ' k(TB,)dTC,, A+B (3.4.10)

qBA
When s = 1, the classical limit w 2 =3 —k(T4,)dTCy reproduces the familiar
formula w = —g~!dg for the left-invariant 1-forms on the group manifold. More
generally, for s = r*, a € C, we have:
2 -« a
A A B c B

—_— T%5)dT —_ T 5)dT A

Wy [2(a—1)ZB:K( B) A+2(a—1)§;4,€( B)dT"¢], nosumon A,

- (3.4.11)
which shows that the inversion formula (3.4.9) diverges in the classical limit for
s=r.

Conjugation

Compatibility of the conjugation defined in (3.2.34) with the differential calculus
requires (x;)* to be a linear combination of the x;. From (3.2.35) and (2.2.52), it is
straightforward to find how the *-conjugation acts on the tangent vectors x. Only
the conjugations i) and iii) are compatible with the differential calculus:

1) (x%)" = —r"Ndo RP 50 (xD)
111) (XAB)* = (XBA) (3.4.12)
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Using the inversion formulae (3.4.10) and (3.4.5), or using (2.3.52), one finds

the induced *-conjugation on the left-invariant 1-forms (here s = r*, o € R):
i) (@P) =N (R uded - |
i) (W) = —wgt . (3.4.13)

3.5 Differential calculus on IGL,,(N)

In this section we present a bicovariant differential calculus on IGL,.(N), based
on the following set of functionals f and elements M :

azb / +b —a
f 201 =y ( l 1 1) 2

(120 ! [—{-O ! —a2
fal b2 ( a1) | b2

' foazbblg = ’i’(LH]o)Luaiz =0

oS, = K'(L*%)L7%, | (3.5.1)
MY, = T 5(T%,)
MngO = Tb’o’“(Tazi)z)
M3, =0
M0 =T%r(T%,) (3.5.2)

The f in (3.5.1) are a subset of the f functionals of GL, (N + 1), obtained by
restricting the indices of fij to 1 = ab and 1 = 0b. The third f is identically zero
because of upper triangularity of L*, i.e. L% = 0.

The elements M € IGL,,.(N) in (3.5.2) are obtained with the same restriction
on the adjoint indices, and by projecting with P. The effect of the projection is to
replace the coinverse in GL, (N +1), i.e. Kn41 , with the coinverse & of IGL, (V)
(see the last of (3.3.48)). The third element in (3.5.2) becomes zero because of P.

Theorem 3.5.1 The fuﬁctionals in (3.5.1) vanish when applied to elements of
Ker(P) C GLy (N +1).

Proof: first one checks directly that the functionals (351) vanish when applied
to T%,. This extends to any element of the form T%,a (a € A), i.e. to any element
of Ker(P), because of the property (2.1.32) and the vanishing of the functionals in

(3.5.7).
(N

The theorem states that the f functionals are well defined on the quotient
IGL,,(N) = GLy (N + 1)/Ker(P), in the sense that the “projected” function-
als '

f:IGL,,(N) = C, f(P(a))= f(a), VYaé&GLy.(N+1) (3.5.3)
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are well defined. Indeed if P(a) = P(b), then f(a) = f(b) because f(Ker(P)) =
0. This holds for any functional f vanishing on Aer(P), not only for the fij
functionals.

The product fg of two generic functionals vanishing on KerP also vanishes
on KerP, because KerP is a co-ideal (see Theorem 3.3.1): fg(KerP) = (f ®
9)An41(KerP) = 0. Therefore fg is well defined on IGL,,(N), and

TglP(a)] = fg(a) = (f@9)An+1(a) = (FPRIP)ANn1(a) = (fB®F)A(P(a)) 5( fglP )( a)]
3.5.4

(use the first of (3.3.48)) so that the product of f and g involves the coproduct A

of IGL,,(N).

There is a natural way to introduce a coproduct on the f’s :

A'f[P(a)® P(b)] = f[P(a)P(b)] = f[P(ab)] = f(ab) = Ay, f(a®b) . (3.5.5)
It is also easy to show that ’
A'fty=f ® F*5 ie fi[P(a)P(b)] = Fi[P(a)]f*;[P(D)] (3.5.6)
with i, j, k running over the restricted set of indices ab, 0b. Indeed due to
ot =0, f0B, =0 (3.5.7)

(a consequence of upper and lower triangularity of L* and L~ respectively ), for- -
mulae (2.1.35) and (2.1.32) involve only the f*; listed in (3.5.1), which annihilate
KerP. Then

Fii[P(a)P(b)] = fi;[P(ab)] = f*;(ab) = f'(a) f*;(b) = FelP(a)]F*5[P(b)] (3.5.8)

and (3.5.6) is proved.

With abuse of notations we will simply write f instead of f. Then the f in
(3.5.1) will be seen as functionals on IGL,,(N). Notice that with the same abuse of
notations, the product, coproduct and antipode of the f and f functionals coincide.

Theorem 3.5.2 The right A-module (A = IGL,,.(N)) I' freely generated by

w' = w,*,we" is a bicovariant bimodule over IG L, .(N) with right multiplication:
wa=(f i a)w’, a € IGL,.(N) (3.5.9)

where the f ; are given in (3.5.1), the *-product is computed with the co-product
A of IGL,,(N), and the left and right actions of IGL,,(N) on I' are given by

Ala)] @' (3.5.10)
Ala;)w’ @ M, (3.5.11)

> >
z =
G
E~ EN
0o

Nel

3



where the M;* are given in (3.5.2) and from now on we use the notation Ay = Ar
and Ar = FA

Proof: we prove the theorem by showing that the functionals f and the ele-
ments M listed in (3.5.1) and (3.5.2) satisfy the properties (2.1.32)-(2.1.51) (cf.
the theorem by Woronowicz discussed in the Section 2.1). It is straightforward to
verify directly that the elements M in (3.5.2) do satisfy the properties (2.1.44) and
(2.1.45). We have already shown that the functionals f in (3.5.1) satisfy (2.1.32),
and property (2.1.33) obviously also holds for this subset.

Consider now the last property (2.1.51). We know that it holds for GL, (N +1).
Take the free indices 7 and k as ab and 0b, and apply the projection P on both
members of the equation. It is an easy matter to show that only the f’s in (3.5.1)
and the M’s in (3.5.2) enter the sums: this is due to the vanishing of some P(M)
and to (3.5.7). We still have to prove that the * product in (2.1.51) can be computed
via the coproduct A in IGL,,(N). Consider the projection of property (2.1.51),
written symbolically as:

PIM(f ®@1id)Ansi(a)] = P[(id ® f)Anii(a)M] . (3.5.12)
Now apply the definition (3.5.3) and the first of (3.3.48) to rewrite (3.5.12) as

P(M)(f @ id)A(P(a)) = (id @ f)A(P(a))P(M) . (3.5.13)
This projected equation then becomes property (2.1.51) for the IGL,.(N) func-

tionals f and adjoint elements M, with the correct coproduct A of IGL,,(N)d0OO

Using the general formula (3.5.9) we can deduce the w,T commutations for

IGL, . (N):

w,2T" = s(R™1)* , (R” )‘”C Trtwbl . (3.5.14)
Wz = sqoixrwa‘:? —(r—r l)iTr 0 Wo™? (3.5.15)
d0a, ' Qoa,y ’
Wy = s Toar, w,? (3.5.16)
q0a,
o2 det T, = —2Q“‘ (det T, )w,* (3.5.17)
an
2@
Cwop? = 8177 S, 0 3.5.18
0. ( )
weTT, = s—(R7)%, T" wy? | (3.5.19)
ot
wez" = 2 Twe®? (3.5.20)
qoa,
weBu = ° uwy™? (3.5.21)
q'Oag
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2 det T%, = s r_2g (det T, )w, (3.5.22)

(w™ = sNr~? Qo w, ¢ | (3.5.23)

Qur” ,

Note 3.5.1 u commutes with all w ’s only if go, = 1 (cf. Note 3.3.2) and s = 1.

This means that u = [ is consistent with the differential calculus on IG Lgg,=1,-(N)
only if the additional condition s = 1 is satisfied.

The l-form 7 = Y, w,* is bi-invariant, as one can check by using (3.5.10)-
(3.5.11). Then an exterior derlvatlve on ]GLq +(NV) can be defined as in eq. (2.2.43),
and satisfies the Leibniz rule. The alternative expression da = (x;*a)w* (cf. (3.4.4))
continues to hold, where

X% = —[f s — dpel

r—r
= (1. %,] « (3.5.24)

X =

r—pr-!

are the left-invariant vectors dual to the left-invariant 1-forms w,® and w,’. They
are functionals on /GL,,(N) and as a consequence of (3.5.6) we have

Al(x%) = X2 @ fcdab~+ €® x% (3.5.25)
A(X%) =X f. P+ X% ® [P +e@ X (3.5.26)

The exterior derivative on the generators 7%, is given by formula (3.4.5) with
lower case indices. For the other generators we find:

a T e s s—1 a
dz® = —S;]:):T swo® + r—"t (3.5.27)
s—1
du = T (3.5.28)
-N-1,.2 _ 1
R — (3.5.29)
r—r
Moreover:
. sNr=2 1
d(detT b) = ﬁ (det Tab)’r (3530)
-7
-N,2 1
d=2—"—"—¢r (3.5.31)
r—r

(¢ = u€). Again we find that v = [ implies s = 1, and det 7%, = ( = [ requires
sNr2 =1,
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Every element p of I can be written as.p = axdb; for some ay, by belonging to
IGL,.(N). In fact one has the same formula as in (3.4.9) for w,?, where all indices
now are lower case. For wy" we find:

wy" = =T (T Vdz® + w(2")du] (3.5.32)

ST

Finally, the two properties (2.1.3) and (2.1.4) hold also for IGL,,(N), because
of the bi-invariance of 7 = w,*. Thus all the axioms for a bicovariant first order

differential calculus on IGLy,(N) are satisfied.
The exterior product of left-invariant 1-forms is defined as
WAL =W @uw — A7 Luf @ (3.5.33)
where - . '
AV =1 (M) (3.5.34)

This A tensor can in fact be obtained from the one of GL, (N + 1) by restrict-
ing its indices to the subset ab,0b. This is true because when ¢,{ = ab or 0b we
have ft (KerP) = 0 so that f*, is well defined on IGL,.(N), and we can write
M) = fi[P(M,’)] (see discussion after Theorem 3.5.1). The non-vanishing
components of A read:

az d2|C] bt _ dfzd 1Rf2b1 (R Lyergr (R-1)%e R92dg2f2 (3.5.35)

‘11 dy | ca b2 cag1 e1ay gady
d o __ qoc; g
A3, %1%, = Z2(RT)™,, R, (3.5.36)
4doc,
0
A0, = —(r — ) L2 g pud (3.5.37)
q0a,
dp 10 b qoa 1 b
AGT20 2| c2 b2 = ldhd Rf2 égachn by fo (3538)
. q0a2
0 -
A3 200, = Dy Read (3.5.39)
q0a2

These components still satisfy the characteristic equation (2.2.40), because the A
tensor of GL,,.(N + 1) does satisfy this equation, and if the free adjoint indices
are taken as ab, 0b, only the components in (3.5.35)-(3.5.39) enter in (2.2.40). To
prove this, consider A* ,, with k, [ of the type ab or 0b and observe that it vanishes
unless also 1, j are of the type ab,0b. (This can be checl\ed dlrectly via the formula
(2.2.39)). Then equations (2.2.42) and (2.2.43) hold also for the w’s of IGL, .(N).

Note that A~! tensor of IGL,.(N) can be obtained by specializing the indices
in the A™! tensor of GL,,(N + 1) given in (2.2.37), as we did for A. The reader
can convince himself of this by i) observing that the A™" ., tensor of (2.2. 37) also
vanishes when k,[ = ab or 0b and 7, j are not of the type ab,0b; ii) considering the
equation A™! i{,SA” = 6681 for k,l = ab or 0b.
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The exterior differential on I'"*™ can be defined as in Section 2.2 (eq. (2.2.44)),
and satisfies all the properties (2.1.81)-(2.1.84). As for GL, (N + 1) the last two
hold because of the bi-invariance of 7.

The Cartan-Maurer equations are

dw' = ﬁ(v‘ Aw' +w' AT) = —% ik Wl AW (3.5.40)
with
WL = e = I T O] (3541
CoL 0l = e O (3.5.42)
COn o = = =R+ ST (3543)

The structure constants C (appearing in the g-Lie algebra of IGL,,(N), see later)
are given by

1 .
b ¢ a c
C* 0,1 = —1 (85185 6% 4 A2 2] by ] (3.5.44)
= structure constants of GL,,(N)
¢y qocy e
C [} b2 |0 - __2R ldlz;z(:? (3.545)
q0c1
1
b ad ‘
Clule® = —= - 858622 + dP2d Rf?”zzaR 1) (3.5.46)

We conclude this section by observing that. the functionals f and x in (3.5.1)
and (3.5.24) close on the algebra (2.1.111), (2.1.112)-(2.1.114), where the product
of functionals is defined by the coproduct A in IGL,,(N). This result is expected,
since the functionals in (3.5.1) and (3.5.24) correspond to a bicovariant differential

calculus on IGL,,(N).?

2An explicit proof is also instructive. We first note that in GLg (N + 1) the subset in (3.5.1)
and (3.5.24) closes by itself on the bicovariant algebra (2.1.111}), (2.1.112)-(2.1.114). This 1s due to
the particular index structure of the tensors C and A, and to the vanishing of the f components
n (3.5.7). The nonvanishing components of C and A that enter the operatorial bicovariance
conditions (where the free adjoint indices are taken as ab,0b), are given in (3.5.44)-(3.5.46) and
(3.5.35)-(3.5.39). Finally, we know that the' f functionals vanish on KerP, and so do the x
functionals (as can be deduced from their definition in terms of the f functionals, eq. (2.2.52)).
From the discussion after Theorem 3.5.1 it follows that they are well defined on IG Ly (N), and
that their products involve the IGL, (N} coproduct A.

Thus the relations (2.1.111), (2.1.112)-(2.1.114) hold for the functionals (3.5.1) and (3.5.24)
on IGL,,(N). They are the bicovariance conditions corresponding to a consistent differential
calculus on IG L4, (N).
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Using the values of the A and C tensors in (3.5.35)-(3.5.39) and (3.5.44)-(3.5.46),
we can explicitly write the “g-Lie algebra” of IGL,.(N) as:

a b A %2 dajer by i __ _ 1 by sci d2 a dajcr by dy
X pX by — al dy l c2 b2 azx dy — r— 1 [_5b25d1502 a dy I 2 b2]X dg (3547)

q0C2 Ra2

ci 0
bgeaX e X dy —
q0a2 2€2 2 2

Xcé2X0b2 + (r—r7h)—

qo ~1\azc d qOC ¢
= (R B XX, = = 2R X0 (3.5.48)
qoc, qoc,
b qoa o ,
XOCZX ;>2 - 0 ldfzd lRf2bé2alR 2d b2f2 (;2X dy =
a3
1 .
r—p-1 [_52215(:22 +d"d;, lszbzlzgaRad2b2_f2]Xod2 : (3.5.49)
9oc; —1 pa
X%, X%, — —2r~t R*°

q0a2

By X ap X0, =0 ' (3.5.50)

where Aa?dﬂ%b,‘,? is the braiding matrix of GL4(n), given in (3.5.35), so that the
commutations in (3.5.47) are those of the ¢-subalgebra G'L,(n). Note that ther — 1
limit on the right hand sides of (3.5.47) and (3.5.49) is finite, since the terms in
square parentheses are a (finite) series in 7 — r~! whose 0 — th order part vanishes

[see (2.2.55) and (2.2.57)].

3.6 The universal enveloping algebra of IGL,(N)

In the previous section we have considered the Hopf algebra generated by the f
functionals in (3.5.1). This, togheter with £, is the universal enveloping algebra
U, +(igl(N)) of IGL,,(N) [see later, after (3.6.66)]. We now briefly give an L*
description of U,,(igl(N)). For all the details we refer to Section 4.3 where a
similar construction is performed in the orthogonal case.

In the preceding section we have identified the f functionals on IGL,,(N) with -
the corresponding f functionals on G L, (NN), in the same perspective, we construct

U, -(tgl(N)) as a Hopf subalgebra of U, (g/(N + 1)). Let
IU =L, L7%, L%, ®, ] : (3.6.51)

be the subalgebra of U, ,(gl(N + 1)) generated by L*4p, L™, L %, ®,&. (® is the
inverse of detL*detL™). ,

The remaining U, (gl(N + 1)) generators-L~°%; are the only ones that do not
annihilate T° , (the generators of H) and are not included in (3.6.51): we construct
the universal envelopmg algebra of IG L, (N) as the Hopf subalgebra of U, ,(gl(N +

1)) that annihilates the ideal H.
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Since A(IU) C IU @ IU and «'(IU) C IU (as can be immediately seen at the
generators level) we have that IU is a Hopf subalgebra of U, ,.(g{(N +1)). Moreover
one can also give the following R-marix formulation (cf. Theorem 4.4.2):

Theorem 8.6.1 The Hopf algebra IU is generated by €, ® and the matrix entries:

L= (L"), £ = (LE)OO L )

these functionals satisfy the g-commutation relations:

RioL72L7y = L71L7 3Ry, or equivalently RipL72L71 = L7 1L7,Ry12 (3.6.52)

RuLiLt = LYL Ry, , (3.6.53)

R12L+£_1 = C_IL;-RIQ y (3654)

where Rip = ¢ [£L71(T)] ™! that is R2 = R%, R4E = R4 and otherwise RAE =
0. 00O

. Relations (3.6.52) and (3.6.53) explicitly read as in (3.3.24)-(3.3.34), just sub-
stitute T' with L* and “read from right to left”; this is due to Rlzl}ziLli = LliL’f R
while we have Ry, T1T> = 1,71 R12. Relations (3.6.54) read

R, LY L7 = L™, L*" R, . (3.6.55)

L, L0, = Mop-0 r+b (3.6.56)
g0

L0, = BRI, (3.6.57)

L*0,L7°, = @ZBL‘OOL”d (3.6.58)

L, L, = %L‘“CL“’O (3.6.59)

¥, L0, = LC—°0L+°O (3.6.60)

Note 3.6.1 Apply the second espression in (3.6.52) to T3 to obtain the quantum
Yang-Baxter equation for the matrix R. The need for a new R-matrix R can be
seen as due to the impossibility of considering /U as a quotient of the algebra
U,r(GL(N + 1)). The commutation relation that prevents /U to be a quotient
of U,-(GL(N + 1)) with respect to the ideal generated by the L™ elements is:
L+OdL_00:ZﬁL_a0L+Od+(1 — 77 qao(L 7% L¥ — LT, L7%).

We stress that [U is a subalgebra of U, (N + 1), so that (3.6.52), (3.6.53),
(3.6.55)~(3.6.60) hold in GL,.(N) as well. On the opposite side, the R-matrix of
the /GL,.(N) RTT relations is the same as the R-matrix of the GL,,.(N + 1)
RTT relations, but this last set of RTT relations does not contain as a subset the
previous one.

99



We now briefly study the structure of IU with respect to U, (gl(N)), that is
easily seen to be a Hopf subalgebra of IU. It is also a quotient of IU via the
Hopf algebra projection [well defined only if g,0 = const = ¢ Va see (3.6.56) and
- (3.6.59)]: '

m(L7°) =0, m(L%) =1, =n(L*)=L*,, n(L*)=L",, n()=¢".

Then the results of Theorem 3.3.6 apply to IU as well, and we can write the Hopf
algebra isomorhism IU = B'xU, .(gl(N)) where B’ is the algebra generated by L*°,
and L*°,. Also Theorem 3.3.4 hold for IU since we can introduce the following
(Z,N) grading: the elements L**, have grade (0,0), the elements L*°, have grade
(0,1), the elements L*°, have grade (+1,0). This grading is compatible with the
RLL commutation relations. Notice also that the elements L1%; and L™°, are not
independent (see the text after (4.3.17) for a general discussion in the orthogonal
case, the GL, ,(N) case is similar); here we give an easier argument that holds only
if gao = const = r Va: we fix the coefficient ¢~ defined in (2.2.3) and studied after
(2.2.20), to be ¢ = (¢*)~! (notice that the parameter s = (c*)~'c™ entering the
differential calculus is still arbitrary, the parameter ¢~ is completely irrelevant). It
follows that L™°, has a simple dependence from L*%;: (L™°%)~! = L*°;. [Proof:
VA, B, (L™%)™Y(T*g) = L*(T*p), A'(L*%) = L*° @ L*).

From the RLL relations a generic element of /U can be written as n'a; (or
a;n') where a; € U, .(g{(N)) and n* are ordered monomials in the L*°; and L*°,
elements: 7' = (L1T0)0(L*° )i (L*%y)¥. As in Corollary 3.1.1, we have that
IU, for g,0 = const Va, is a bicovariant bimodule over GL,,(N) freely generated,
as a right module, by the elements n'; moreover

Up(igh(N)) = > ® ¥ (3.6.61)
(LK) E(Z.N)

where ["%0) = U, (gl(N))

DO = (L4000 [ o € Up(gl(N))} , T80 = (I90) 40 / € U, (gl(V)}
F/(h,k) — {(L+00)hL+0alL+0a2 o L+Oak99ala2mak / s00»1(12..4“: € ([q,l(gl(N))} (3662)

Any submodule T"(**) is a bicovariant bimodule freely generated by the elements
n' with degree (h, k) € (Z,N). We leave to the reader to reformulate Note 3.3.5 and
Note 3.3.6 in this context.

Duality [U < IGL,,(N)

We now show that [U is dually paired to IGL,,(N). This is the fundamental
step allowing to interpret IU as the universal enveloping algebra of IGL, .(N).

Theorem 3.6.2 [U annihilates H.

100



Proof : This theorem has implicitly been proved in Theorem 3.5.1 and in the
comments before (3.5.4). An explicit proof is given in Theorem 4.4.4.- oo

In virtue of Theorem 3.6.2 the following bracket is well defined:

Definition. (, ) : IU® IGL,,(N) — C
{(a', P(a)) = d(a) (3.6.63)
Va' € IU , Ya € IGL,,(N)

where P : GL,,(N+1)—> GL,,(N+1)/H = IGL,,(N) is the canonical projec-
tion, which is surjective. The bracket is well defined because two generic counter-
_images of P(a) differ by an addend belonging to H.

Since IU is a Hopf subalgebra of U, ,(gl(N + 1)) and P is compatible with the
structures and costructures of GL, (N + 1) and IGL,.(N), the following theorem
is then easily shown [cf. (3.5.4), (3.5.8) and Theorem 4.4.5]

Theorem 3.6.3 The bracket (3.6.63) defines a pairing between /U and IGL,,(N) :
Va',b' € IU , VP(a), P(b) € IGL,.(N)

(a'¥, P(a)) = (¢ ® ¥, A(P(a)))
(«', P(a)P(b)) = (A'(c), P(a) ® P(3))
(w'(d), P(a)) = (', 5(P(a)))

(I,P(a)) =¢(a); (a',P(I))=¢(d)
O,

We now recall that IU and IGL,,(N), besides being dually paired, are bi-
covariant algebras with the same graded structure (3.3.61) and (3.6.61), and can
both be obtained as a cross-product cross-coproduct construction: IGL,,(N) =
BxGL,.(N), IU = B'xU,,(gl(N)). In particular IGL,,(N) and IU are freely
generated (as modules) by B and B’ i.e. by the two isomorphic sets of the ordered
monomials in the g-plane plus dilatation coordinates L1%,, L*°, and u, z® respec-
tively. We then conclude that IU is the universal enveloping algebra of IGL, (N):

U, (igl(N)) = IU . (3.6.64)

Projected differential calculus

We have found the inhomogeneous quantum group IGL,,(N) by means of a
projection from G L, (N +1); dually, its universal enveloping algebra is a given Hopf
subalgebra of U, .(gl{(N + 1)). Using the same techniques we conclude this section
presenting another differential calculus on IGL,,.(N), that is obtained from the
previous one considering also the dilatation generator x%. To derive this calculus
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one can follow the same steps of the Section 3.5, however the easiest way to derive
it is to apply the results of Section 2.3.

From (2.3.4) and (2.3.5) it is immediate to see that T" = TNU, . (igl(N)) satisfies
ATYCT' ®e+ U, (igl(N)@T' (3.6.65)
[T, TVCTniU =T (3.6.66)

indeed U, .(igl{(N)) is a Hopf subalgebra of U, .(g/(N +1)). Also condition (2.3.3) is
fulfilled since T’ generates U, (igl(/N)) in the same way T generates U, ,(gl(N +1))
[78], this is a consequence of the upper and lower triangularity of the Lt and L~
matrices and of the dependence. of the diagonal elements of Lt from the diagonal
elements of L~. We therefore obtain an IGL,,(N) bicovariant differential calculus
with ¢-Lie algebra generators:

a

Xb o Xob I XOO . (3667)

Since these generators close on the subalgebra T’ C T, we have that the structure

constants that appear in the IGL,,(N) Lie algebra are a subset of the structure

constants that appear in the GL,,(N + 1) Lie algebra [cf. the text after (3.5.34)].
The exterior differential reads

da = (Xab * a)wab + (Xao * a)wa:o + (XOO * (L)woo ; (3.6.68)

where w,’, w,°, and we, following Section 2.3, are the 1-forms dual to the tangent

vectors (3.6.67).

3.7 The Imultiparametric quantum plane as a quan-
tum coset space

In this section we derive the differential calculus on the quantum plane

Fung,, (%%?) - | (3.7.1)

ie. the.subalgebra of [GL,,(N) generated by the coordinates z*. These coordinates
satisfy the commutations (3.3.4):

R x%2f = rala® : (3.7.2)

The main difference with the more conventional approach to the quantum plane
is that now the coordinates do not trivially commute with the GL,,(N) g-group
elements, but g-commute according to relations (3.3.3):

R, T¢ of = 2eqbpa | (3.7.3)

T
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From a more mathematical viewpoint the g-coset space Fun, . (IGL(N)/GL(N))
is the algebra B discussed in Theorem 3.3.6 and Note 3.3.5. B is generated by
u and z®. We then study the subalgebra of B generated only by the elements
z®. Expression (3.3.70) is the translation in Hopf algebra language of the classical
property: Yg € ISO(N) , Yh € SO(N) {gh} = {g} , where {g} is an element of
the coset ISO(N)/SO(N).

Lemma 3.7.1 x% (a) = 0 when a is a polynomial in z* and u with all monomials
containing at least one z°. This is easily proved by observing that no tensor exists
with the correct index structure. For s = 1 we can extend this lemma even to

u - - - u, since for example

Kolw) = 2= Lgt | (3.7.4)

r—p-1°¢

and using the coproduct rule (3.5.25) one finds that x°,(u---u) is always propor-
tional to s — 1. 000

Theorem 3.7.1 x*. *a = 0 when «a is a polynomial in z® and s = 1.

Proof: we have x*, x a = (id @ x%,)(a1 ® a2) = a;x’.(az). (We use the notation
A(a) = a; ® az). Since a, is a polynomial in 2* and u (use the coproduct rule
(3.3.11)), and x°, vanishes on such a polynomial when s = 1 (previous Lemma),
the theorem is proved. ‘ ooo

Because of this theorem we will henceforth set s = 1: then we can write the
exterior derivative of an element of the quantum plane as

cda = (xs*xa)V?® (3.7.5)

(with x5 = X%, V° = wy®), i.e. only in terms of the “g-vielbein” V*. Notice also
that du = 0.
The action and value of xs on the coordinates is easily computed [cf. the defi-

nition in (3.5.24)]:

T r
Xs * .’Ea = —qTTas, Xs(ﬂ}a) = —&—0—5: (376)

so that the exterior derivative of =2 is:

dz® = ——T° V* | (3.7.7)
qos
and gives the relation between the g-vielbein V* and the differentials dz®.

Using (3.5.26), the Leibniz rule for the “g-partial derivatives” x. is given by :
Xe* (ab) = (xa*x a)f* b+ ax b (3.7.8)

103



where f¢_= f,%° .
The z* and V® g-commute as (cf. (3.5.20)): v
CVeab = (goa) 2 VO | (3.7.9)
and via eq. (3.7.7) and (3.7.3) we find the dz?, z* commutations :
dz®z® = r~H(R)® 2l da® (3.7.10)
After acting on this equation with d we obtain:

dz® A dz® = —r I(R7H)® efda:f A dz* (3.7.11)

which reproduce the known commutations between the differentials of the quantum
plane, cf. ref. [48], [50].

The commutations between the partial derivatives are given in eq.(3.5.50).
All the relations of this section are covariant under the /GL, ,(N) action:
¢ — T‘ib Rzt +2°Qu (3.7.12)
and in particular under the GL,,(N) action z* — T, ® rb .

Note 3.7.1 The partial derivatives x., and in general all the tangent vectors x
of this chapter have “flat” indices. To compare them with the partial derivatives

: -
discussed in [48], which have "curved” indices, we need to define the operators 3.:

35 (a) = —qrﬂ(xd *a)k(T°,) (3.7.13)
whose value and action on the coordinates is ‘
8. (z%) =81 (3.7.14)
5o that . '
da =9, (a) dz° : (3.7:15)

which is equation (3.7.5) in “curved” indices [Note: ref. [48] adopts a definition of
(__
Os such that da = da* (9;(a))). ’

Using the Lie derivarive and the contraction operator defined on the full inho-
mogeneous quantum group one can also study the Cartan calculus on the quantum
plane; this should provide an alternative approach to [52].

The results of this section are applied to the multiparametric quantum plane
IGL,(2)/GLg (2) at the end of the Table. The usual relations of the unlparametrlc
case [48] are 1ecovered after setting ¢ = r.
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3.8 Table of IGL,,(2)

The quantum group IGL,,(2) and its differential calculus

Parameters: q(= q12), qo1, Goz, T

R and D-matrices of GL,,(2):

oo O 3
=
O[-OI‘SO
=~

t

—_
O O O
N O oo

2

o

I
TN
O3
<

w &
SN————

Determinant of IGL,,(2) and definition of ¢

2
det TAB =udetT*,, where det 7%, = ad — T—,Bq/
q
Edet T4 =det TA5¢ =1

Basis elements generating 1G L, .(2)

a’ﬁ?’)/?(g? "El’ '/L.27 u) é‘

Commutations of the basis elements

,’.2 7.2
a:B = ;ﬂa7 oy = gya, /85 = q(sﬁv '75 = ;67

¢ r
Br= 570, ab—ba="(r- r 187,

1 __ o1, qo2
az' = =z2la, pa!= 2218,
2 r2
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2 _ Qo1 _» 2 _ Qo2
alr —qr—zfﬁ a, ,B.’E _qﬁ—w :8’

r r
ozt = -q;ﬂxl'y - a(r —r Yaz?, bz' = %’23715 ~=(r —r7")Ba?,
vzt = q—o;;vzfy, §z? = q—oz—z-:zrzé
r r

2la? = g2z

T u = %uT“b, z%u = (qoa) " 'uz®
: 2
GoAq1AG24 . T
(det T45)T45 = mTAB(det T45), qaa =7, qap = P
TA = qoAq1AG2A TAB
qoB1B92B

Conditions for centrality of det T45 = udet T?,, detT*, and u
centrality of udet 7%, <= qoi1qo2 = 7%, o1 = ¢

centrality of det 7%, <= qoiqo2=T71>, g=r
centrality of u <= g1 =¢qo2=1

Inverse of T4y

(T4, = ( det Te, & —(T~1)* 2> det T ,¢ )

0 (T7H,
—1\a __ u 5 _q_IIB
e S0

Commutations of the left-invariant 1-forms w

coe ol — 1 k= 2~ L2 2 =, 12—, 2
Notations: w' = w,;",wT Zw,* W™ = w, W’ =wy?, VI =wy',V? =w,

AWt Fwt AW =0
WAWTFWw AW =0
WA+ AG = (1 -t Aw”
WrAw +w Awt =
AW 2ot Aw? =P (r? - Dwt AW
WAwT+r T AW = (1 - rHo” AW

w Aw® = (r* = Dwt Aw™
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WAl =wt At =w AW =0

AV P2V AW =0

q_1@w+ AVIHVIALY = (1 —r ) AV?

qo1
7“26102 1
w AV ==V Aw™ =0
q qo1
GAVEH VAW = (1 - 7'_2)q@w_\/2
902
WAVELVIAW =0
q_1@w+/\vz+‘/2/\w+:0
qo1
%@lw_/\V2+V2/\w_——-(1—7°2)V1/\w1
7" go2
; 2y 1 2, T’ oz 1
GAVEErAVE= (2 = 1)1 - W' AV +—a—w+/\V]
q 4o

Cartan-Maurer equations:

do' + rwt Aw™ =0

dwt + rwt(—riw! + w?) =

0
0

dw™ + r(——r2w1 + wz)w_
dw? —rwt Aw™ =0
dvi = 18 - Ayl A = 0
T qoz2
D902+ Ayl b 12 AV (r—r™HViaw' =0
q dor

dv? —

The g-Lie algebra:
Notations: x' = x';,x* = x's, x =X, xX* = x> PP =x%, P =x5%
XX+ — x+x1 — (r* = r¥)xaxs = x4
X1X- — X-x1+ (r? = D)x2x- = —rx-
Tx1X2 — Xex1 =0
X4X= — X=X+ + (1 =) xax1 — (1 =) x2x2 = r(x1 — X2)
X+X2 — 7“2X2X+ =TX+

107



X-X2— T 'X2X- = —rty_
r’x1Pr — Pixi 4 (r* = 1) Pox- = —r P

qg—%XJ,Pl - Pix+ — rz(l - 7'2)X2P2 =r3Pp,
Qo2 . .
X—- P1 - igglpl _=0
2 Qo2

X2P1—P1X2=0

x1P2 — Poxy + (7 —1)'(]_%0—1X+P1—0

X+P2 — q_l—P2X+ =0
qo1

2
r
_@'X_P2 — PQX_ + (1 —_ T2)X2P1 = —TPl
q qo1

7‘2X2P2 - Pyxo=—rh

PP, — ri-qo—lPQP1 )

qo2

The exterior derivative of the basis elements

— s5—12 _ + s—1 2
da = 57 raw : S ,Bw ~“=raw

__ -r +s!1 rZ4rt ) 2 - s—r2 2
dg = r3_r ﬁw 39—‘ aw” + Ffw

dy = 5* r’yw sq—5w+ + = r_lfyw
ds = ﬂﬂ_ﬁﬂgw 02 o™

r3_7'
da! = -f£oz — =2 ,3\/2 = L:z: T
dz? = —%7\/ _ W 5V2 2 _1’1327‘
du = s_llur
7‘ r

Nll

df I §T dC— o ,«—1 (:T
d(de_tTA ) = i”—*i:l(det:m )7, d(detT*,) = =222 (det T45)T

r—r

The w' in terms of the exterior denvatwes on a,f,v,8, ', 22, u:

w! = s(_r—Q_r,f—mT)[(TQ — s)(r(a)da + &(B)dy) + r*(s — 1)(k(v)dB + £(6)d?))
wt = —12[k(y)de + k(6)dy]
w” = —iqj[ k(a)dp + k(B)ds]
w? = m[(‘s —r? = sr? + sr*)(k(a)da + w(B)dy) + (r* — s)(k(7)dB + £(8)dd)]

V= —Dlg(a)de! + k(B)dz? + x(z')du]
V? = —22(k(y)dz' + k(6)dz? + k(a?)du]
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The multiparametric quantum plane Fun,, (IGL(2)/GL(2))

212? = gzle!
drlzt = r2z1dz!
dz! 2% = ;‘%m2d:c1
dz? ! = (r~% — 1)2%dz! + ¢~ 'z'dz?

dz?z? = r~2z%da?

dz' A dx? = —r—'72—d:1:2 A dx!
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Chapter 4

Geometry of the quantum
Inhomogeneous Orthogonal and
Symplectic Groups 150, ,(N) and
ISpgr(N) |

In this chapter we study the inhomogeneous orthogonal and symplectic groups,
their universal enveloping algebras and their differential calculi. We tush give a de-
tailed analysis of the geometry of these inhomogeneous groups that are canonically
associated (via a quotient procedure) to the orthogonal and symplectic quantum
groups studied in [19]. '

The method used in the previous chapter to obtain IGL,,(N), is here ap-
plied to obtain SO, .(N) and ISp,,(N) and to give an R-matrix formulation of
these g-groups. This method is based on a projection (consistent with respect
to the Hopf structure) from the corresponding quantum groups of higher rank
An+1 ) Bn+17 Cn+17 Dn+l . -

In general the quantum inhomogeneous groups we analize do contain dilata-
tions. There exists however a subclass of dilatation-free cases for special values of
the deformation parameters. The important example of the g-Poincaré group is
contained in our construction. In particular, we find a dilatation-free g-Poincaré
group depending on one real parameter q.

We next present a detailed study of the universal enveloping algebra of the mul-
tiparametric homogeneous orthogonal and symplectic groups and find a suitable set
of generators that can be ordered. This will clarify the structure of their inhomoge-
neous version. The projection procedure used to derive the 150, .(N) [ISp,.(N))
g-groups is then used to find their universal enveloping algebras as Hopf subalge-
bras of U, ,(so(N +2)) [Uy-(sp(N +2))]. An R-matrix formulation and the duality
I150,,(N) > Uy r(is0(N)) [ISpy-(N) ¢+ U, -(isp(N))] are explicitly given.
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The quantum Lie algebras of 15O, .(N) [IS P, (N)] are subspaces (adjoint sub-
modules) of U, ,(tso(N)) [U,-(isp(N))], and in the second part of the chapter we
study these deformed Lie algebras and their associated differential calculi. This is
again done using the projection or quotient structure of 150, ,(N) and ISp,,.(N).
Contrary to the IGL,.(N) case, only for r = 1 we have a quantum differential
calculus that is a continuous deformation of the commutative one. The necessity
of taking r = 1 is discussed. In Section 4.5 we briefly introduce the multiparamet-
ric bicovariant calculus on the homogeneous orthogonal and symplectyc g-groups.
In Section 4.6 we examine the case r = 1. We clarify some issues related to the
classical limit and see how in this limit some tangent vectors become linearly de-
pendent, thus providing the correct classical dimension of the tangent space. A
similar mechanism occurs for the left-invariant 1-forms. In Section 4.7 the bicovari-
ant calculi on 15O, ,=1(N) [[Sp,,r=1(N)] are studied. We first consider a calculus
that has one more generator than in the classical case, this generator correspond
to the dilatation u of the quantum inhomogeneous group. Then we show how to
restrict this calculus to one that has the same numbler of tangent vectors that ap-
pear In the classical case. All the quantities relevant to this differential calculus
are explicitly constructed. The results are then directly applied to the g-Poincaré

group 150,(3,1).

4.1 B,,C,, D, multiparametric quantum groups

The B,,C,, D, multiparametric quantum groups are freely generated by the non-
commuting matrix elements 7%, (fundamental representation) and the identity 7,
modulo the quadratic RTT and CTT relations discussed below. The noncommu-
tativity is controlled by the R matrix:

R, T 1! =T ,T° R , (4.1.1)
which satisfies the quantum Yang-Baxter equation (2.1.69)

Rub1  Reeer  phrez . phier  paicz  pasbe (4.1.2)

azby azca bycs baca azcs azbs>

a sufficient condition for the consistency of the “RTT"” relations (4.1.1). The R-
matrix components R* _, depend continuously on a (in general complex) set of
parameters qu,7. For qu = r we recover the uniparametric ¢g-groups of ref. [19].
Then g5 — 1,7 — 1 is the classical limit for which R*® _; — §26%: the matrix entries
T®, commute and become the usual entries of the fundamental representation. The
multiparametric R matrices for the A, B,C, D series can be found in [72] (other
ref.s on multiparametric g-groups are given in [73, 74]). For the B, C, D case they
read: : '

Rab = 5553[51; + (’f‘ _ 1)5ab + (7,—1 _ 1)5[11)’](1 . 5an2) + 4@ Y 5n2532

+(r — r~1)[0986868 — € e 0%CrPere 596 4] ) (4.1.3)
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where % =1 for a > b and 6® = 0 for a(b; we define n, = “*L and primed indices
as ¢’ = N +1 —a. The indices run on N values (N-—dlrnens1on of the fundamental
representation 7%,), with N = 2n + 1 for B,[SO(2n + 1)], N = 2n for C,[Sp(2n)],
D,[SO(2n)]. The terms with the index n, are present only for the B, series. The
€, and p, vectors are given by:

+1 for B,, D,,
€¢e =4 +1 for C, and a < n, (4.1.4)
-1 for C,, and a > n.

(%'——17%— ’;70 K/, g‘*‘l) foan
(p1y.-.pN) = (E’% 1,.. 1—1,..., ) for C,, (4.1.5)
(5 -15~-2,..,1,0,0,—1,...,—%+1) for D,

Moreover the.following relations reduce the number of independent ¢q,, parameters

73], [72]:

2

’ T
Qaa =Ty Qba — —; (416)
. qab
, r? r?
Gab = = = {arb (4.17)
qab’ da’d

where (4.1.7) also implies guqr = 7. Therefore the g with a < b < & give all the
q’s.

It is useful to list the nonzero complex components of the R matrix (no sum on
repeated indices):

R* ae =7 a % ny

R, =77 a#ns

annrfzn2 =1 .

R, = —, aFb A | (4.1.8)

Gab

R®, =71 —r71, a>ba #b

R = (7 =)L ) = (= )1 = O, >

Raa,bb' — —(r _ T—l)ﬁaeb,rpa_Pb — _(T _ T_I)Calacbb:, a>b a#b
where ¢ = €464, 1.e. € =1 for B,,, D, and ¢ = —1 for C,,.

Note 4.1.1 The matrix R is lower triangular, that is R*® _, = 0 if [a = ¢ and b < d]
or a < ¢, and has the following properties:

e B =R 5 (Br)a = (Rey) a5 (RBor)ea = (Row)™a (4.19)

where ¢, denote the set of parameters ¢u5, 7, and pey = Qoe.
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The inverse R™! is defined by (le)ab aR? o = 6385 = R°® (R ;. Eq.
(4.1.9) implies that for |g| = |r| =1, R= R~

Note 4.1.2 Let R, be the uniparametric R matrix for the B, C, D q-groups. The
multiparametric R,, matrix is obtained from R, via the transformation [73, 72]

R,, = F 'R F1 4.1.10
q,

where (F~1)%_, is a diagonal matrix in the index couples ab, cd:

F~' = diag( MQU qu ‘/ (4.1.11)

and ab, cd are ordered as in the R matrix. Since \/% = (\/;i—:)“l and Quar = Gy,
the non diagonal elements of R, , coincide with those of R.. The matrix F' satisfies
FioFy = 1ie. Fob  F/e; = §268%, the quantum Yang-Baxter equation FiyFi3Fhs =
Fy3F13F12 and the relations (R, )12F13F23 = Fa3F13(R,)12. Note that for » = 1 the
multiparametric R matrix reduces to R = F-2

Note 4.1.3 Let R the matrix defined by £*® ,, = R*® _,. Then the multiparametric
Rq . is obtained from R, via the similarity transformation

R, = FR.F! (4.1.12)

The characteristic equation and the projector decomposition of Rq,r are therefore
the same as in the uniparametric case:

(R—r)R+r "IN R—eNI)=0 (4.1.13)
R-—R'=(r—rY)I-K) (4.1.14)
R=rPs—r'Py+e VP (4.1.15)

with

Ps = = R+t — (r~ 4 erV) Py

Py = r+r_l[ R+T’[ (T‘—GTE—N)PO]

A (4.1.16)
Qn(r) = (CpC®)t = (I_CT_N_3;3;12+CTN_I_€) K, — 0wy,

I= PS + IDA + PO

To prove (4.1.14) in the multiparametric case note that Fi, K2 F5' = K. Or-
thogonality (and symplecticity) conditions can be imposed on the elements T%,,
consistently with the RTT relations (4.1.1):

CoT, T, = C*I, C,T*,T°, = Cyl (4.1.17)
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where the (antidiagonal) metric is :
Cop = €ar™ " Bapr - (4.1.18)

and its inverse C® satisfies C%(C,, = 8¢ = C.,C%. We see that for.the orthogonal
series, the matrix elements of the metric and the inverse metric coincide, while
for the symplectic series there is a change of sign: C® = eC,. Notice also the
symmetries Cpp = Chigr and Cio(r) = €Cop(r™1).

The consistency of (4.1.17) with the RT'T relations is due to the identities:

Cas B 4o = (R 1iCye S (1)
R 0= CY(RTY™ . (4.1.20)
These identities hold also for R — R~ and can be proved using the explicit ex-
pression (4.1.8) of R.
We also note the useful relations, easily deduced from (4.1.15):

CanR® ,=erNCy, CUR® _, =eNC® (4.1.21)

and, from (4.1.8),

R® ,=—(r—r H)C"Cw , R y=—=(r—r)C"Cuy for a>c,a#tc .
- (4.1.22)
Notice also that x?(T%,) = DT* fD"l,{ where D¢ = C*°C,; and its inverse D“lg =
C*/Cy, are diagonal.

The co-structures of the B,, C,, D, multiparametric quantum groups have the
same form as in the uniparametric case: the coproduct A, the counit ¢ and the -
coinverse Kk are given by

A(T*) =T, 9T, ‘ (4.1.23)
e(T%,) = &¢ (4.1.24)
k(T®,) = C*°T? . Cy (4.1.25)

Note 4.1.4 Using formula (4.1.3) or (4.1.8), we find that the RAB_ . matrix for
the SO, (N +2) and Sp,(N +2) quantum groups can be decomposed in terms of
SO,(N) and Sp,,(N) quantities as follows (splitting the index A as A=(0,a,e),
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with a =1,..N):

00 oe o0 ee od od co ce cd
oo T 0 0 0 0 0 0 0 0
oe 0 rt 0 0 O 0 0 0 0
e 0 f(r) 0 0 0 0 0 —€eCegrr™
AB o ( 0 0 r 0 0 0 0 0
Rp =1 ob 0 0 0 0 & 0 0 0 0
b 0 0 0 0 0 I8 0 A 0
a0 0 0 0 0 A§ 0 Zb& 0 0
ae 0 0 6 0 0 0 0 =4 0
ab 0 —C%\=—" 0 0 0 0 0 0 R
(4.1.26)

where R*® _, is the R matrix for SO, ,.(N) or Sp,.(N), Cy is the corresponding
metric, A\ = r— 17! p= % (er? = C,o) and f(r) = M1 — er™?¢). The sign ¢
has been defined after eq. s (4.1.8).

4.1.1 Real forms: SO, .(N,R), SO, (N —1,1), SOy ,(n,n),
SO, in+1,n—=1), SO, . (n+1,n)

Following [19], a conjugation —i.e. an algebra antiautomorphism, coalgebra auto-
morphism and involution, satisfying «(x(T™*)*) = T— can be defined

e trivially as 7% = T. Compatibility with the RT'T relations (1.2.1) requires
R,, = R;! = Ry-1,-1, ie. |g| = |r| = 1. Then the CTT relations are invariant
under *-conjugation. The corresponding real forms are SO, ,(n,n; R), SO, (n +
1,n; R) (for N even and odd respectively) and Sp,,(2n; R). A conjugation on the
quantum orthogonal (symplectic) plane (defined respectively by P% ,z°z? = 0
and z°z® = r~1R%,z°2%) that is compatible with the natural coaction § of the
g-group on the g-plane: z¢ — T, @ z® is given by (z*)* = z°, indeed we have
z*)=T*® z* = §*(z).

e via the metric as T* = (x(T))* i.e. T* = C'TC*'. The condition on R is
R, = R* »as Which happens for g.,sq., = 7%, € R. Again the CTT relations are
*-invariant. The metric on a “real” basis has compact signature (4, +,...+) so that
the real form is SO,.(N; R). The conjugation on the quantum orthogonal plane
compatible with the coaction 2% — T% @2’ is: (22)* = Cjez’, indeed §(z*) = §*(z).

We now introduce, following [71], two other conjugations that give the real forms
S0,+(N—=1,1), SOy -(n+1,n—1), SO, .(n+1,n). Thereal form SO, ,(n+1,n—1)
has been found in [76], the real form SO, ,(2n — 1,1), as far as we know, appears
here for the first time. )

We first notice that if we have an involution § that is a Hopf algebra automor-
phism (algebra and coalgebra morphism compatible with the antipode: (a") =
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[£(a)]") and that commutes with a conjugation *, then the composition of these
two involutions: * = fo* = of is again a conjugation. We now find an involution
f that comutes with * and » as defined above.

Define the map f on the generators as:
T'=DTD! ie. (T%)!=D"TD/,"" (4.1.27)

and extend it by linearity and multiplicativity to all SO, ,.(N). The entries of the
N-dimensional D matrix are

1 \ 1

)

1/
for N even for N odd
(4.1.28)
In the N = 2n case the D matrix exchanges the index n with the index n 4+ 1, in
the N = 2n+1 case D change the sign of the entries of the 7' matrix as many times
as the index ny = (N + 1)/2 appears. Since D? = 1 we immediately see that f§ is
an involution.

We now prove that ff is compatible with the algebra structure, i.e. it is compat-
ible with the RTT and CTT relations; in the N = 2n case this is true if ¢, = r
when at least one of the indices a, b is equal to n or n + 1.

Use relation (4.1.8) and, if N = 2n, the above restriction on the g,, parameters

to prove that

DiD;RD, Dy, = R . (4.1.29)
The compatibility with the RTT relations is then esily seen to hold. [Hint: multiply
(Ri2ThT2)" = (12T Ry2)* by Dy D, from the left and from the right and use D? = 1
to prove the equivalence with Ry,T\ Ty = ToT) Ry2]. Similarly the compatibility of §
with the orthogonality relations (4.1.17), that we rewite in matrix notation as:

TCT'=CI , T'CT=CI, (4.1.30)

is due to D* = 1, D' = D and the commutativity of the C matrix with the D
matrix:

DCD =C . ' (4.1.31)
For example we have: (TCTH)" = T'C(T')! = DTDCDT'D = D(TCT*)D and
using D? = 1 and again (4.1. 31) we conclude that (TCT*)* = C'I is equivalent to
TCT*=C1.
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Next we prove that {f is compatible with the coalgebra structure. Compatibility
with the coproduct is trivial, compatibility with the antipode is easily verified:

&(T") = k(DTD) = Dx(T)D = DCT'CD = CDT'DC = [x(T)]' .  (4.1.32)

We now show that the two conjugations defined at the beginning of this subsection
commutes with . For the second conjugation, defined by T* = [«(T)]* = C*T'C",
we have, since D = D: ’

(TYH* = (DID) = DT*D = D|s(T)|'D
= DC'TC'D = C'DTDC! = (C'TCH = ([«(T)])*  (4.1.33)
(T

The two maps = and § not only commute when applied to the 7%, matrix entries,
they also commute when applied to any element of the g-group because they are
respectively multiplicative and antimultiplicative. The proof that fox = %f for the
first conjugation, defined by T™ = T, is straighforward.

We restate the above results as a theorem: :

Theorem 4.1.1 The map { is an automorphism and an involution of the quantum
group SO, ,(N); in the N = 2n case this holds with the restriction g,, = r when
at least one of the indices a,b is equal to n or n + 1. The compositions * = fox*
and * = fox of the conjugations * and % with the automorphism } is again a
conjugation. The restrictions on the parameters r, g, are obtained adding to the
constraint imposed by * (x respectively) the constaints imposed by f. ooo

Associated to * and ** we have the conjugations that act on the quantum orthog-
onal plane and are compatible with the coaction x* — 7%, ® z°. These conjugations
respectively are: (z*)* = (z°)! and (2%)* = Cp,Db.z".

We now study the real forms related to the * and * conjugations.

¢ The conjugation *' for the N-dimensional orthogonal -quantum groups with

N odd gives the real form SO, (n,n + 1).

o The conjugation *' for the N-dimensional orthogonal quantum goups with
N even has been studied (in the uniparametric case) in [76], it gives the real form
S0,,(n+1,n—1; R) and in particular the quantum Lorentz group SO, (3,1) with
|r] = 1. For an explicit proof see formula (5.2.105).

If we require *' to be a conjugaton but do not require f to be an automor-
phism and * to be a conjugation, we can partially relax the constraints on the r, g
parameters. Compatibility of *' with the RTT relations is indeed easily seen to
require

—-1

(R)nony1 = R7Y,  ie. DyD,R;,D\D, = Ry, (4.1.34)

which implies
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1) |gas] = |r] = 1 for @ and b both different from n or n 4 1;

ii) qz5/7 € R when at least one of the indices a,b is equal to n or n 4 1.
In the sequel we will denote simply by * this conjugation. As discussed in ref.s
[14, 67] and later in this chapter we will need this conjugation to obtain the inho-
mogeneous Lorentz group 150,,(3,1; R).

e The conjugation *' for N = 2n + 1 gives the real form SO(2n,1) and has
been introduced in [19].

e The conjugation * for N = 2n as far as we know is not known in the
literature, it gives the real form SO, .(2n — 1,1). In particular we obtain another
quantum Lorentz group SO,(3,1), notice that here r € R.

4.2 The quantum inhomogeneous groups /S0, ,(N)
and [Sp,,(N) ' |

Following the projection procedure described in Section 3.3 we here introduce the
quantum inhomogeneous groups 150, ,(N) and ISp,.(N) and give an R-matrix
formulation. The 1SO,,(N) quantum group has been independently studied -
without an R-matrix formulation— in the first reference of [65]. The structure of
ISp,.(N) cannot be derived from Sp,,(N) and the symplectic ¢g-plane relations
as is the case for 150, ,.(N), however it can be easily defined via the projection
procedure. [Sp,.(N) and its R-matrix formualtion where first introduced in [67].

We define 150, ,(N) and ISp,,(N) as the quotients:

SO, (N +2) _ Spyr(N+2)
H ) [SPer(N) - H

where H is the Hopf ideal in SO, , (N +2) or Sp, (N +2) of all sums of monomials -
containing at least an element of the kind 7 ,T*,,T*,. The Hopf structure of the
groups in the numerators of (4.2.1) is naturally inherited by the quotient groups.
We introduce the following convenient notations: 7 stands for T¢,, T*, or T,
Sy.-(N +2) stands for either SO, (N +2) or Sp, (N +2), and we indicate by Ay 42,
ent2 and kyy2 the corresponding co-structures.
We denote by P the canonical projection

150, ,(N) = (4.2.1)

P Syr(N+2) — S, (N +2)/H (4.2.2)

It is a Hopf algebra epimorphism because H = Ker(P) is a Hopf ideal. [The
proof is as in Theorem 3.3.1, just use 7 instead of T°,. In order to show that
kn+2(H) C H, notice that ky42(7) o< T and therefore, YA € H, kn42(h) =
knt2(bT¢) = kny2(c)in+2(T )en42(b) € H]. Then any element of S, (N +2)/H
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is of the form P(e) and the Hopf algebra structure is given by:
P(a)+ P(b) = P(a+b); P(a)P(b)=P(ab); pP(a)= P(pa), ueC (4.2.3)

A(P(a) = (P ® P)Ansa(a) ; e(P(a)) = ensa(a) ; w(P(a) = Plena(a)) .
(4.2.4)

We can also give an R-matrix formulation of the inhomogeneous 150, ,(N)
and ISp,.(N) q-groups. Indeed recall that S, (N + 2) is the Hopf algebra freely
generated by the non-commuting matrix elements 7“5 modulo the ideal generated
by the RTT and CTT relations [R matrix and metric C of S, (N + 2)]. This can

be expressed as:

< TAB >
Sq’r(N + 2) = m (4-2.5)
Therefore we have (recall that H = [T*,,T*,,T*,] = [T]) :
S,-(N+2) <T4 > /[RTT,CTT)] <T%g >
r N o 2 = i = 2.
15 tN) = =71 a mrT, o1, (O

so that we have shown the following:

Theorem 4.2.1 The quantum inhomogeneous groups 150, ,.(N) and ISp, (V)
are freely generated by the non-commuting matrix elements 745 [A=(0, a, ®), with
a = 1,...N)] and the identity I, modulo the relations:

e, =T, =17, =0, (4.2.7)
the RT'T relations .
RABEFTECTFD = TBFTAEREFCDa (4.2.8)
and the orthogonality (symplecticity) relations
CBCTABTDC = CAD, CACTABTCD - CBD (42.9)

The co-structures of 150,,(N) and ISp,,(N) are simply given by:
A(T%p) =T ® T, w(T*g) = C*°TP.Cpp, e(T?g)=64.  (4.2.10)

After decomposing the indices A=(0,a,e), and defining:
v=T°, v=T",, z=T°,, 2°=T°,, v.=1°, (4.2.11)

the relations (4.2.8) and (4.2.9) become [67]:

R* ., T° .17, =T ,T° RV, (4.2.12)
T*,C*T? = C*I (4.2.13)
TabCacTcd = del (4214)
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T 2 = é—Rab 2T (4.2.15)
P 4zt =0 (4.2.16)
T v = Z—:’—UT”d (4.2.17)
by = govz’ o (4.2.18)
uv = vu = I ‘ ‘ ' (4.2.19)
u@b = gez’u (4.2.20)
uT? , = ZZ T ju (4.2.21)
yp = —r°T*,Cocz®u (4.2.22)
(r=* + er” %) z = —2°Choz®u (4.2.23)

where q,, are N complex parameters related by gse = r%/qure, with ' = N +1 — a.
The matrix P4 in eq. (4.2.16) is the g-antisymmetrizer for the B,C, D g-groups

given by (cf. (4.1.16)):

r—or-1

1

—_— ab
1 -C*Cq). (4.2.24)

Rab _ 5a5b
( ed ro. d+6T.N—1—e_|_1

ij ed =
The last two relations (4.2.22) - (4.2.23) are constraints, showing that the T4
matrix elements in eq. (4.2.8) are really a redundant set. This redundance is neces-
sary if we want to express the g-commuations of the 150, .(N) and [Sp,,(N) basic
group elements as RTT = TTR (i.e. if we want an R-matrix formulation). Remark
that, in the R-matrix formulation for IGL,,(N), all the T4 are independent. Here
we can take as independent generators the elements

T°,,2% v,u = v~ ' and the identity I " (a =1,...N) (4.2.25)

The co-structures on the I50,,.(N) (or ISp,.(N)) generators can be read from
(4.2.10) after decomposing the indicés A =o,q, o

AT*) =T ®T%, ARR")=T"0@z°+z"®v, (4.2.26)
Av)=vQuv, Alu)=uu, , (4.2.27)
K,(Tab) — CachCCdb — faCbT_p°+pb Tbla' ’ , (4228)
k(z®) = —k(T* )zu, k(v)=u, klu)=v, (4.2.29)
e(T%) =305, e(z°)=0, e(u)=c¢v)=¢e(l)=1. (4.2.30)

In the commutative limit ¢ — 1,7 — 1 we recover the algebra of functions on
ISO(N) (plus the dilatation v that can be set to the identity). In the ISp(N) case,
the ¢ — 1,7 — 1 limit of relation (4.2.23) implies 2PChez® = 0 ie. P2 z%2! =0,
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that with (4.2.16) gives the commutativity of the coordinates z* (both P4 and
Py are antisymmetrizers in the symplectic case). We then recover the algebra of
functions on I.Sp(N) plus the element z, that can be set to zero, and the dilatation
v, that can be set to the identity (see also Note 4.2.4).

Note 4.2.1 In order to study the ISO,.(N) and 1Sp,,(N) differential calculus
and universal enveloping algebras we will use the definition (4.2.1) rather then

Theorem 4.2.1 : 1S,,(N) = [F%TT%%?T'?T With abuse of notations we therefore

identify [cf. (4.2.11)]: w = P(T°,), v= P(T*,), z = P(T°,), z* = P(T*,), ¥
P(T°,), T*% = P(T%); I = P(I) where P : S, (N +2) — IS5,,(N)
Ser(N +2)/H.

Note 4.2.2 From the commutations (4.2.20) - (4.2.21) we see that one can set
u = [ only when g, = 1 for all a. From ¢ae = r?/gqre, cf. eq. (4.1.7), this implies
also r = 1.

Note 4.2..3 Eq.s (4.2.16) are the multiparametric orthogonal quantum plane
commutations. They follow from the (%,%,) RT'T components and (4.2.23).

Note 4.2.4 In the symplectic case eq.s (4.2.16) alone are not sufficient to order in
an arbitrary given way a monomial in the & elements; we can obtain an ordering
only if we consider also the element zv (or z) besides the = elements. In other
terms, the expression 2*C,z® appearing in (4.2.23) cannot be ordered as a,pz%z’
with ag € C and oge = 0 1if @ > b.

To recover the symplectic g-plane commutations relations described in [19] one

has to impose also the condition
Poasdil‘cl'd =0 i.e. :L‘aCab:I:b =0 , 2= 0 (4231)

that arises naturally from the characteristic equation and the projector decompo-
sition of the R-matrix: in the symplectic case Py is an antisymmetrizer. As a
consequence the zz commutations (4.2.16) become

RY ztr? —rabz® =0 . (4.2.32)

Notice however that (4.2.31) is not compatible with a deformation of the whole sym-
plectic group.. Condition (4.2.31) amounts to consider the Hopf quotient /.Sp, .(N)/K
where K is the Hopf ideal generated by z. From A(z) =y, ®@2*+u® 2+ 2Qv
€ ISp, (N)® K + K @ [Sp,.(N) we deduce that y, ® z* € [5p,.(N) @ K +
K ® ISp,.(N) and applying (m ® id)(id ® A) to y, ® z° we obtain that z°Cyy @ z*
€ ISpy(N)® K+ K®ISp,,(N). Projecting on ISp,,(N)/K yields 2°Cyy@a¢ =0
since K is the kernel of the projection. Now classically 2°Ciy @ 2% # 0. This proves
that the classical limit of 1Sp,,(N)/K is not the algebra of functions over I.Sp(N).

Note 4.2.5 We here briefly study the structure of IS, .(N) with respect to S, .(V),
that is easily seen to be a Hopf subalgebra of IS5, ,.(N). It is also a quotient of
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IS, .(N) via the Hopf algebra prOJectlon [well defined only if g, = const Va i.e.
Gas = T Va see (4.2.21)]:

mz*)=0 , w(u)=I1, =T%)=T, =I)=1I.

Then the results of Theorem 3.3.6 apply to IS, (N) as'well, and we can write the

Hopf algebra isomorhism
IS,.(N)= BxS,.(N) (4.2.33)

where B is the subalgebra of IS, ,(N) generated by u and z* (in the orthogonal
case B is the quantum orthogonal plane with dilatation u). Also Theorem 3.3.4
hold for 1S,,(N). [This theorem, neglecting the graded structure, is a consequence
of Theorem 3.3.6, an explicit proof for the IS, ,(N) case follows the same steps
as for IGL,,(N)]. The (Z,N) grading is introduced in the following way: the
elements T, have grade (0,0), the elements z* have grade (0,1), the elements u
and v = u~! have grade (1,0) and (—1,0). This grading is compatible with the
RTT commutation relations. _ '

For 150,,(N), the generators u and z* of B can be ordered using (4.2.16)
and (4.2.20), and the Poincaré series of the subalgebra B is the same as that of the
commutative algebra in the N +1 symbols u, z* [19]. A linear basis of B is therefore
given by the ordered monomials: (¢ = ui(z!)%...(zV)'¥ with i, € Z, 1;,....x €
N U{0}. In the ISp,.(N) case, if we also consider the elements 2, a linear basis of
B C ISp,,.(N) is given by the ordered monomials ¢ = u'(z!)"... (zV)V (zv)'n+:
with 1, € Z, 11, ...0n,in4+1 € N U {0} (2v commutes with the coordinates z%).

Using (3.3.76), or (4.2.15) and (4.2.21), a generic element of I.S,,(N) can be
written as ('a; (and also a;(') where a; € S,.(N). As in Corollary 3.1.1, we
have that 1S, .(N), for g,e = r Va, is a bicovariant bimodule over S, ,(N) freely
generated, as a right module, by the elements (*; moreover

IS, (N) = 3% 1k . (4.2.34)
 (Rk)E(Z.N)

where [0 = 5 (N)

rOY = (2%, /. b €5,,(N)} , TE9 = (y¥h | be S, (N)}
rfh’c —{uh Wg  g%by o o | bajag.ap € Ser(N)} ' (4.2.35)

Any submodule [(h*) is a bicovariant bimodule freely generated by the ordered
monomials (* with degree (h, k) € (Z,N). We leave to the reader to reformulate Note
3.3.5 and Note 3.3.6 in this context. .

Note 4.2.6 Among all the real forms of S, (N + 2) mentioned in the previous
section, only * and *' are inherited by IS,.(N), indeed only these two conjugations
are compatible with the ideal H: H* C H and H* C H [or, more easily, are
compatible with (4.2.15)]. The conditions on the parameters are:

122



¢ |gus] = |gael = |r] = 1for SO, (n,n;R), SO, (n,n+1;R) and ISp, . (n; R).

e For ISO,,.(n + 1,n—LR): |r| =1; |que] =1 for a # n,n+ 1; |qu| = 1 for
a and b both different from n or n + 1; g,»/r € R when at least one of the indices
a,bisequal tonorn+1; g/r€ Rfora=nora=n+1.

In particular, the quantum Poincaré group 150, .(3,1;R) is obtained by setting
lgis] = 7] =1, q2e/T € R, q12/T € R. ,

According to Note 4.2.2, a dilatation-free ¢g-Poincaré group is found after the
further restrictions ¢ie = go¢ = r = 1. The only free parameter remaining is then
g2 € R. '

4.3 Universal enveloping algebras U, ,.(so(N + 2))
and U, (sp(N + 2))

We construct the universal enveloping algebra U, ,(s(N + 2)) of S, (N +2) as the .
algebra of regular functionals [19] on S, (N + 2) (recall that S stands for SO and -
Sp).

U,r(s(N + 2)) is the algebra over C generated by the counit ¢ and by the
functionals L* defined by their value on the matrix elements Ty :

Lﬂ:AB(TCD) - (Ri)ACBD’ (431)
with
(R*)*“gp = R“pp ; (R7)*“gp = (R)*%p . (4.3.3)

To extend the definition (431) to the whole algebra S, (N + 2) we set
L g(ab) = [¥(a) L R(b) Va,be S, (N +2). (4.3.4)

From (4.3.1), using the upper and lower triangularity of Rt and R™, we see that
L* is upper triangular and L~ is lower triangular.

The commutations between L*4g and L*“}, are induced by (4.1.2) :
Ri2L¥ Ly = L7 LT R, , (4.3.6)
where as usual the product LE LT is the convolution product L LT = (L @ L¥)A.

The L**5 elements satisfy orthogonality conditions analogous to (4.1.17):-
CABLEC [*D _ PO,

CABL:tBC L:bAD = CDCzE
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as can be verified by applying them to the g-group generators and using (4.1.19),
(4.1.20). They provide the inverse for the matrix L*:

[(L*)™"5 = CPALEC,Che (4.3.9)

The co-structures of the algebra generated by the functionals L* and ¢ are
defined by the duality (4.3.4): »

| A(L¥ ) (a ®b) = L¥45(ab) = L¥4,(a) LEC4(b) (4.3.10)

e'(L*g) = L¥*5()) (4.3.11)
K (L*g)(a) = L*g(x(a)) (4.3.12)
so that v
A'(L*g) = L, @ L%, (4.3.13)
e'(L*p) = 85 (4.3.14)
- K/(L*g) = [(L*) ") = CPAL*C,Che (4.3.15)

From (4.3.15) we have that " is an inner operation in the algebra generated by
the functionals L¥4; and ¢, it is then easy to see that these elements generate a
Hopf algebra, the Hopf algebra U, ,(s(NN +2)) of regular functionals on the quantum
group Syr(N + 2). "

Note 4.3.1 From the CLL relations &'(L¥5)L*8, = L¥x'(L*R,) = §4c we
have, using upper-lower triangularity of L*: : ‘

L¥4, /(L4 ) = /(L L5, = ¢ he DH, L5, = ¥, L4, — ¢ (4.3.16)

As a consequence detL* = [ L' [*%, .  [*N L**, = ¢. In the B, case we also
have L*¥"2 =e.

Note 4.3.2 The RLL relations imply that the subalgebra U° generated by the
elements LiAA and € is commutative (use upper triangularity of R). Moreover, from
(4.3.13) the invertible elements L*#*, are also group like, and we conclude that U°
is the group Hopf algebra of the abelian group generated by L*¥*, and ¢ . In the
classical limit U° is a maximal commutative subgroup of S(N + 2).

Note 4.3.3 When g4p = r, the multiparametric R-matrix goes into the unipara-
metric R-matrix and we recover the standard uniparametric orthogonal (symplectic)
quantum groups. Then the L* functionals satisfy the further relation:

YA, LY, LA, =c, (4.3.17)

indeed L**,L™*,(a) = €(a) as can be easily seen when a = 7 and generalized to
any a € Sy, (N +2) using (4.3.4). In this case [19] we can avoid to realize the Hopf
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algebra U,(s(N + 2)) as functionals on S,(N + 2) and we can define it abstractly
as the Hopf algebra generated by the symbols L* and the unit € modulo relations
(4.3.5),(4.3.6),(4.3.7),(4.3.8), and (4.3.17).

As discussed in [19] in the uniparametric case, the Hopf algebra U,.(s(N + 2))
of regular functionals is a Hopf subalgebra of the orthogonal (symplectic) Drinfeld-
Jimbo universal enveloping algebra Uy, where r = e*. In the general multiparamet-
ric case, relation (4.3.17) does not hold any more. Here we discuss the generalization
of (4.3.17) and the relation between U, .(s(N +2)) and the multiparametric orthog-
onal (symplectic) Drinfeld-Jimbo universal enveloping algebra U,(Lf). This latter is
the quasitriangular Hopf algebra U,(Lf) = (Up, A¥), S, RZ)) paired to the multi-
parametric g-group S, (N + 2). It is obtained from U, = (U, A, S, R) via a twist
[73]. U,(f) has the same algebra structure of U, (and the same antipode S), while
~ the coproduct A) and the universal element R*) belonging to (a completion of)
Un ® U, are determined by the twisting element F that belongs to (a completion
of) a maximal commutative subalgebra of U, ® U,. We have

Voe U, AP ¢)=FA@@F; RP) =FRF; RNTR®T)=R,, .
» : (4.3.18) -
The element F satisfies: (AP @id)F = FiaFos, ((d@QAUNF = FiaFia, FraFa =
[, f12f13f23 = f23.7:13f12, (E ®Zd).7: = (Zd@é‘)}_ =&, (S@Zd)}— = (Zd® S).'F =
F1(1d® S)F = (S Qid)F = -(1d ® id)F = ¢; we explicitly have

F(T*'5®TC) = F4, (4.3.19)

where F'4, is the diagonal matrix

F= diag(,/%, ,/%{-"’-, 2’%’!) (4.3.20)

It is easy to see that the definition of the L* functionals given in the beginning of this
section is equivalent to the following one: LY*5(a) = R¥F)(a®T*5) and L™45(a) =
RPN T4, ® a). From (AY) ® id)R = RizRas, (id @ APNR = RisRi, we
have AP (L¥4) = L4, ® L*°y and therefore AY) = A’ on U, .(s(N +2)). From
(1d®S)(R) = (S@id)(R) = R it is also easy to see that S = &’ on U, ,(s(N+2))
and we conclude that the algebra of regular functionals U, ,(s(N +2)) is a realization
[in terms of functionals on S, (N + 2)] of a Hopf subalgebra of U,gf) with r = e”.
The generalization of (4.3.17) lies in U,Ef) and not in U, ,(s(N +2)), and it is given
by :
VA LY, L7, = fi(T*)f* where F* = f;® f*. (4.3.21)
This relation holds with L* considered as abstract symbols. It can easily be checked
~ when L* are realized as functionals: indeed L™, L*,(a) = FT#, ®a) as can be
seen when a = T g [use FX(T4, ® b) = F(T*, ® b)) F(T*, ® b;)] and generalized
to any a € Sy (N + 2) using F(T4, ® ab) = F(T*, ® a)F (T4, ®b).
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In order to characterize the relation between the Hopf algebra of regular func-
tionals U, (s(N + 2)) and U( , following [19], we extend the group Hopf algebra
U° described in Note 4.3.2 to U° by means of the elements ! ¢**, = In L*4,.
Otherwise stated this means that in U° we call write L4, = exp(ﬂi 4) where
£ty e U [Explicitly (X4 4(T%,) = In(R*S ¢) 95, A1) = 0, €27 4(ab) =
24 4(a)e(b) + e(a)l=* 4(b) and w'(£X44) = _ kA 4 |- It then follows that F be-
longs to (a completion of) U/° @ U°. The corresponding extension U, ,(s(N + 2))
of U, ,(s(N + 2)), defined as the Hopf algebra generated by the symbols L* and
¢% modulo relations (4.3.5)-(4.3.8) and (4.3.21), is isomorphic ~ when r = e* - to
U,(lf) U, (s(N+2) = U,(Lf). This relation holds because it is the twisted version
of the known uniparametric analogue (L(s(N +2)) = Uy, [19, 77).

The elements L* [or -—15(L**5 — dfic)] may be seen as the quantum analogue
of the tangent vectors; then the RLL relations are the quantum analogue of the
Lie algebra relations, and we can use the orthogonal (symplectic) C'LL conditions
to reduce the number of the L* generators to (N + 2)(N + 1)/2, (orthogonal case)

r (N 4+ 2)(N + 3)/2 (symplectic case) i.e. the dimension of the classical group
manifold.

This we proceed to do for U, .(so( N +2)), for U, (sp(N +2)) one can proceed in
a similar way?; we next study the RL* L* commutation relations restricted to these
(N 4 2)(N +1)/2 generators and find a set of ordered monomials in the reduced
L* that linearly span all U, ,(so(N + 2)).

We first observe that the commutative subalgebra U° is generated by (N +2)/2
elements (N even, N = 2n) or (N +1)/2 elements (N odd, N = 2n + 1), for
example £7°%, €Y ... £",. For the off-diagonal L* elements, we can choose as free
indices (C, D) = (c,0) in relation (4.3.8), and using L™° L™, = ¢, we find:

L™, = —(Cos)'Coup L L7 L7, . (4.3.22)

If we choose (C, D) = (0,0) we obtain
L7, = —(172Ce + Coo)1Cu L8 L7 L°, . (4.3.23)

Similar results hold for L*°,and L*°,. Iterating this procedure, from Coy L% . L™%, =
Cace we find that L™ (with = 2,...N — 1) and L™ are functionally dependent

on L™, and L™",. Similarly for L“i and L*' 5. The final result is that the ele-
ments L%, w_1th J<a<J and LT, with J' <a < J - whose number in both =+

! In the classical limit ¢X* 4 are the tangent vectors to a maximal commutative subgroup of
S(N 4 2). They generate a Cartan subalgebra of the Lie algebra s(N + 2).

?In the Uy, (sp(N + 2)) case relations (4.3.26) [and more in general (4.3.25)] do not allow to
order the L=% (and more in general the L™%;) elements because we are missing the relation with
the Py projector, cf. Note 4.2.4. However we can still order the L~¢, (or Lio‘J) elements if we
consider also L=*; (or LiJ;). This leads to the (N + 2)(N + 3)/2 generators of the symplectic
case. Notice that Lemma 4.3.1 and 4.3.2 still hold; Theorem 4.3.1 holds as well provided that a
can also be equal to J': J' < a < J.
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cases is *N(N +2) for N even and 3(N + 1)? for N odd - and the elements £7°,
¢7Y... £, generate all U, .(so(N +2)). The total number of generators is therefore
(N +2)(N +1)/2.

Notice that in this derivation we have not used the RLL relations (i.e. the
quantum analogue of the Lie algebra relations) to further reduce the number of
generators. We therefore expect that, as in the classical case, monomials in the
(N + 2)(N + 1)/2 generators can be ordered (in any arbitrary way). We begin by
proving this for polynomials in L*4,, L**; with J’ < a < J, and for polynomials in
L™, L™, with J<a< J .

Lemma 4.3.1 Consider the RL* L* commutation relations
RABEFLiFDL:tEC = LiAELiBFREFCD . (4324)

For C # D they close respectively on the subset of the L*®; with J'<a < J and
on the subset of the L™%; with J <a < J'. For C = D they are equivalent to the
q~!-plane commutation relations:

[Pa() =J )25 L5 ) L%, =0, (4.3.25)

where P4(J'—J+1) is the antisymmetrizer in dimension J — J'+1 [compare with
(4.1.16)]. In particular ' '
Py (L7 L7¢, =0 © (4.3.26)

!'and g —

or equivalently [(PA)q_Ir_l]“fd L~¢,L7¢, = 0 which coincide, for r — r~
g~ ', with the N-dimensional quantum orthogonal plane relations (4.2.16).
Proof :  The proof is a straightforward calculation based on (4.1.22) and on upper

or lower triangularity of the R matrix and of the L* functionals. oo

Lemma 4.3.2 U,,.(so(N)) is a Hopf subalgebra of U, .(so(N + 2)).

Proof: Choosing SO, .(N) indices as free indices in (4.3.24) and using upper or
lower triangularity of the L¥ matrices, and (4.1.8) or (4.1.26), we find that only
SO,-(N) indices appear in (4.3.24); similarly for relations (4.3.6)-(4.3.8), and for
the costructures (4.3.13)-(4.3.15). ooo

Now we observe that in virtue of the RLTL* relations the Lt elements can be
ordered; similarly we can order the L~ using the RL™L~ relations. This statement
can be proved by induction using that U, ,(so(N)) is a subalgebra of U, ,(so( N +2)),
and splitting the SO, (N +2) index in the usual way [some of the resulting formulas
are given in (4.4.9)-(4.4.12)].

It is then straightforward to prove that the elements L%, with J' < « < J can be
ordered; indeed we can always order the L*%, L+ﬁK with J' < a < J, K' < B < K and
J # K since their commutation relations are a closed subset of (4.3.24) [see Lemma
4.3.1]. Then there is no difficulty in ordering substrings composed by L*®, and
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L**, elements because (4.3.25) are ¢~ !-plane commutation relations, that allow for
any ordering of the quantum plane coordinates [19]. More in general the L*#, and
L**, with J’ < a < J can be ordered because of L**,L¥8.=(q,,/q.,)L 5, L1*,.

Similarly we can order the L™*, and L™, with J < a < J'. It is now easy to prove .

the following

Theorem 4.3.1 A set of elements spanning U, .(so(N +2)) is given by the ordered
monomials '

Mon(L ;0" <a < J) (£7%)P(£71)Pr ... (£77)P» Mon(L™ s J <a < J') (4.3.27)

where po,p1,..pn € NU {0}, n = N/2 (N even), n = (N —1)/2 (N odd) and
Mon(L* ;) <a<J), [Mon(L™%,;J <a < J')] is a monomial in the off-diagonal
elements L**; with J' < a < J [L™%; with J < a < J'] where an ordering has been
chosen. man)

Note 4.3.4 Conjecture: the above monomials are linearly independent and there-

fore form a basis of U, ,(so(N + 2)).
Conjugation

The canonical *-conjugation on Uy, (s(N + 2)) induced by the *-conjugation on
Syr(N + 2) is given by: : v

Y™ (a) = (s~ (a®)) (4.3.28)
where ¢ € U, (s(N +2)), a € S,,(N + 2), and the overline denotes the usual
complex conjugation. It is not difficult to determine the action on the basis elements
L*45. The two S, (N +2) *-conjugations that are compatible with /SO, , N induce
respectively the following conjugations on the L*4; (we denote * simply by *):

(L*p)" = x*(L*4p) (4.3.29)
(L:i:AB)* - DACKIZ(L:tCD)DDB : (4330)
Notice that x2(L*%5) = D‘lgLiEFDg where D¢ = C*C,s and its inverse is

D_IIJ: = Csfcsb-

4.4 Universal enveloping algebras U, ,(iso(N)) and
Uyr(isp(N)) |

Consider a generic functional f € U, (s(N +2)). It is well defined on the quotient
1S5,(N) = Sg-(N +2)/H if and only if f(H) = 0. It is easy to see that the set
H* of all these functionals is a subalgebra of U, ,(s(N +2)) : if f(H) = 0 and
g(H) = 0 then fg(H) = 0 because A(H) C H® S, (N +2)+ S, (N +2)® H.
Moreover (81] H* is a Hopf subalgebra of U, .(s(N +2)) since H is a Hopf ideal, cf.
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sections 3.5-6. In agreement with these observations we will find the Hopf algebra
Uy r(is0(N)) [dually paired to 1.5, (/N )] as a subalgebra of U, .(s(NN +2)) vanishing
on the ideal H.
Let
IU = [L™*p, L*%, L™, L**,,e] C U, (s(N +2)) (4.4.1)

be the subalgebra of U, .(s(N + 2)) generated by L=4p, L*%, L*°,, L**,,¢.

Note 4.4.1 These are all and only the functionals annihilating the generators of H:
T, , T*, and T*, . The remaining U, (s(N + 2)) generators L*°, , L**, , L*°,

do not annihilate the generators of H and are not included in (4.4.1).

We now proceed to study this algebra 1U. We will show that it is a Hopf algebra
and that IU C H*; we will give an R-matrix formulation, and prove that IU is
the semidirect product of U, (s(/N)) and the algebra B’ generated by the elements
L=°, and L=*,. This is the analogue of IS, .(N) being the semidirect product of
Ser(IV) and the algebra B generated by the elements u and z%, cf. Note 4.2.5.

We then show that IU is dually paired with 1.5,,(N). These results lead to the
conclusion that IU is the universal enveloping algebra of 1.5, (V). '

Theorem 4.4.1 [U is a Hopf subalgebra of U, (s(N + 2)).
Proof :  IU is by definition a subalgebra. The sub-coalgebra property A’(IU) C
IU @ IU follows immediately from the upper triangularity of L*4g:

AN(LF%) = LY @L*y s A(L7T°,) = LY, @L+° : A'(L+*,) = L** . @L**, (4.4.2)

and the compatibility of A’ with the product. We conclude that /U is a Hopf-
subalgebra because k'(IU) C IU as is easily seen using (4.3.15) and antimultiplica-
tivity of «'. Ooo

We may wonder whether the RLL and CLL relations of U, ,(s(N + 2)) close
in IU. In this case IU will be given by all and only the polynomials in the
functionals L=*p, L*%, L*°,, L**,,c. This check is done by writing explicitly all
g-commutations between the generators of IU: they do not involve the functionals
Lty , L*%, , L*°, . Moreover one can also write them in a compact form using
a new R-matrix Ris = L13(¢;), where £t is defined below. Similarly the orthog-
onality (symplecticity) conditions (4.3.7)-(4.3.8) do not relate elements of IU with
elements not belonging to IU. We therefore conclude

Theorem 4.4.2 The Hopf algebra IU is generated by the unit ¢ and the matrix
entries: '

Lty 0 0
L™ = (L‘AB) : c+=( 0 Lt 0 ) ; (4.4.3)
0 0 L*e,

these functionals satisfy the ¢g-commutation relations:

R12£+2£+1 = £+1£+2R12 or equivalently R12£+2£+1 = £+1£+2R12 (444)
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RislyL7 = L7 L; Ry, (4.4.5)
R12£+2L1_ = L1—£+2R12 ,. (446)
where o

Riza = Lta(t) thatis R% =R%; R4E = R4E and otherwise RE5 =0

and the orthogonality (symplecticity) conditions :

CAB£+CB,C+DA = CDCE: ; CAB£+B0£+AD = CDcé-Z ] (4.4.7)
CABL=C,L™P, =CP%; CupL™B,L7%, = Cpce , (4.4.8)

The costructures are the ones given in (4.3.13)-(4.3.15) with L* replaced by £*.
a0

Note 4.4.2 We can consider the extension IU C U, .(s(N + 2)) obtained by
including the elements ¢*4 4 (fiAA = In L**,, see the previous section). Then
[U is generated by the symbols L™, L+*5, £24, modulo the relations (4.4.4)-
(4.4.8) and (4.3.21) [(4.3.17) in the uniparametric case]. Equivalently, from (4.3.22)-
(4.3.23), we have that IU is generated by U, .(s(N)), the dilatation £=% and the N
elements L% (satisfying, in the orthogonal case, the quantum plane relations). All
the relations are then given by those between the generators of Uq,,.(s(N)) —listed
in (4.3.5)-(4.3.8), (4.3.21) with lower case indices— and by the following ones

L L =gl L L0, (4.4.9)

Py L L =0 (4.4.10)

Lo LEb = Lopb [ (4.4.11)
Qdo

L, = q%(Rf)‘mefL*edL—fo (4.4.12)

where R* is defined in (4.3.3). The number of generators is N(N —1)/2+ N + 1
in the orthogonal case and N(N + 1)/2 + N + 2 in the symplectic case because we
consider also the element L™* so that the L™%_ elements can be ordered (cf. last
footnote).

Note 4.4.3 When ¢, = 7 Va, then L™°, = L**,, L=*, = L*°_ and, in complete
analogy to (4.2.25), IU is generated by U, .(s(N)), L=, L™°,and L™*, = (L™°,)~".
With abuse of notations we will consider IU generated by these elements also for
arbitrary values of the parameters g,,; this is what actually happens in v.

Note 4.4.4 From the second equation in (4.4.4) applied to ¢ we obtain the quantum
Yang-Baxter equation for the matrix R.
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The results of Note 4.2.5 holds also for U, (:s(/N)) with the obvious changes in
notation. The projection 7 [well defined only if ¢,e = r Va see (4.4.11)] is given by:

r(L™*)=0, w(L°)=1, =(L*)=L* , =nE)=¢.
The semidirect product structure is:
U, (3s(N)) = B'xU, . (s(N)) (4.4.13)

where B’ is the subalgebra of U, ,.(¢s(N)) generated by L=°_ and L™%,. Moreover
B’ = IU;pny, the space of all right invariant elements of the U, ,(s(/N))-bicovariant
algebra U, .(¢s(N)). The ordered monomials that form a basis of B’ and that freely
generate IU as a right module, in the orthogonal case are:

nt = (L7° ) (L) (LN withi, € Z, 4y,...in € NU{0} .

o

In the symplectic case, if we also consider the element z, a linear basis of B’ is given
by the ordered monomials '

n' = (L7°)° (L7, )"... (L-No_)"N(L-°OL-°O)i~+_1 with i, € Z, 4y1,...in,in41 € NU{0}

[L~*,L~°, commutes with the elements L™* . Use (4.4.9), (4.4.10) and then (4.4.11)

and (4.4.12), to exlicitly write a generic element of /U as n'a; where a; € U, .(s(N))].

The (Z,N) grading is: grade(T?,) = (0,0), grade(L™*,) = (0,1), grade(L~°,) =

(1,0), so that:

o Up(is(N)) = Y@ 't (4.4.14)
(h.k)E(Z,N)

where [0 = U/, (s(N))

DO = (L7000 [ ¢ € Upp(s(N))} 5 D89 = (L) 0 / € Uy (s(N))}
I—w(h,k) — {(L—oQ)hL—a;L—oa2 o L—oakcpalag...ak / @ala?mak c Uq,r(S(N))}

Any submodule I""*) is a U, .(s(N))-bicovariant bimodule freely generated by the

elements n* with degree (h,k) € (Z,N). Also the analogue of Note 3.3.5 and Note
3.3.6 still holds for ITU.

Duality U, ,(iso(N)) <> IS, .(N)

We now show that /U is dually paired to Sg,(N + 2). This is the fundamental
step allowing to interpret JU as the algebra of regular functionals on IS5, ,.(N).

Theorem 4.4.4 IU annihilates H.

Proof : Let £ and 7 be generic generators of [U and H respectively. As
discussed in Note 4.4.1, L(T) = 0. A generic element of the ideal is given by a7b
where sum of polynomials is understood; we have (using Sweedler’s notation for
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the coproduct): L(aTb) = L1y(a)L2)(T)L(s)(b) = 0 because L5)(7) = 0. Indeed
L2y is still a generator of IU since IU is a sub-coalgebra of U, .(s(N + 2)). Thus
L(H) = 0. Recalling that a product of functionals annihilating H still annihilates
the co-ideal H, we also have IU(H) = 0. o

In virtue of Theorem 4.4.4 the following bracket is well defined:

Definition (,): IU®IS, (N)—C
(a',P(a)) =a'(a) Va' € IU, Vae S, (N +2) (4.4.15)

where P : S, (N +2) - S, (N+2)/H = IS,,(N) is the canonical projection,
which is surjective. The bracket is well defined because two generic counterimages
of P(a) differ by an addend belonging to H. _

Note that when we use the bracket ( , ), a’ is seen as an element of /U , while
in the expression a’(a), @’ is seen as an element of U, ,.(s(N + 2)) (vanishing on H).

Theorem 4.4.5 The bracket (4.4.15) defines a pairing between IU and 1S,,(N) :
Vo', ¥ € IU , VP(a), P(b) € IS,.(N)

(a'V, P(a)) = (a' @ V', A(P(a))) (4.4.16)
(a, P(a)P(b)) = (A'(a), P(a) ® P(b)) (4.4.17)
(k'(a), Pa)) = (a';x(P(a))) (4.4.18)
(I, P(a)) =e(P(a)) ; (d,P(I))=€'(d))  (4.4.19)

Proof : The proof is easy since IU is a Hopf subalgebra of U, (s(N + 2)) and
P is compatible with the structures and costructures of S, (N + 2) and 15, .(N).
Indeed we have

(', P(a)P(b)) = (a, P(ab)) = d'(ab) = A'(a')(a ® b) = (A'(d'), P(a) ® P(b))

(¥, Pla)) = a'¥(a) = (¢DF)Axya(a) = (@Y, (POP)Axsa(a)) = (@Y, A(P(a)
(k'(a), P(a) = &'(a')(a) = a'(kn42(a)) = (@, Plrn4a(a))) = (@', 6(P(a)))

0ooo

We now recall that U and IS,,(N), besides being dually paired, are bicovari-
ant algebras with the same graded structure (4.2.34) and (4.4.14), and can both be
obtained as a cross-product cross-coproduct construction: IS,,(N) = BxS, (N),
IU = B'»U, (s(N)). In particular 15,,(N) and IU are freely generated (as mod-
ules) by B and B’ i.e. by the two isomorphic sets of the monomials in the g-plane
plus dilatation coordinates L=°,, L™%, and u, z* respectively. We then conclude
that IU is the universal enveloping algebra of IS, (N):

U, (is(N)) = IU (4.4.20)
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Note 4.4.5 Given a *-structure on IS, .(N), the duality IS,,(N) < U, (1s(N))
induces a #-structure on U, .(is(N)). If in particular the *-conjugation on 15, .(N)
is found by projecting a *-conjugation on S,,(N + 2), then the induced * on
U, r(iso(N)) is simply the restriction to U, (is(/V)) of the * on U,,.(s(N + 2)).
This is the case for the *-structures that lead to the real forms IS,,(N, R) and
[50,,(n+1,n —1) and in particular to the quantum Poincaré group.

4.5 Bicovariant calculus on SO, ,.(N+2) and Sp, (N +2)

The bicovariant differential calculus on the multiparametric g-groups of the B, C, D
series can be formulated following Section 2.2. We list here some formulae and
comments that do not appear in that section.

The commutations between the generators 7% and the 1-forms w A’?Q

itly given by

are explic-

WA12TR = (R_I)TBéAI (R_I)A2%2STRTWB?2 (4.5.1)

Using (2.2.45) we compute the exterior derivative on the basis elements of S, (N +
2):
1
dT4 = [(R™)Per(R™) PspT 4 —68Tplwp’ = T 0 X Tpswr’ (4.5.2)

r—pt

where we have

1

r—r‘l

(B Br(R™) Pg,a, = 081003] = 2K 0, — (R7) M,
‘ (4.5.3)
with z = eV I\'Aig}_% = CABiCy,p, . [From (4.1.14) and (4.1.21), the second
equality in (4.5 3) is easily proven.] Notice also that from (4.5.2) and (2.1.85),
XA‘E;&~ is the fundamental representation of the ¢-Lie algebra generators XBé,z:

AB_ _
X s, =

A B A
X 1A2B2 =X B2(T 1142)

Every element p of I', which by definition is written in a unique way as p =

aA1A2w4A can also be written as

p=>_ apdb (4.5.4)
k

for some ag, b, belonging to A. This can be proven directly by inverting the relation
(4.5.2). The result is an expression of the w in terms of a linear combination of
k(T)dT, as in the classical case:
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where Y satisfies X A?B?Y};l 5202 — 561115A2 y Yy, A2B2X313202 = 52:5@: and is
given explicitly by ‘

A
Yy 507 = al(z = A)Ca,5,C™P* + Ca,pR”"¢5,CP* — R:—:T)DAXI(D_l)Bél]
(4.5.6)
with a = ﬁ—/\— and DE, = CEFCcp. Ther =1 limiit of (4.5.2) is discussed in

the next section.

The braiding matrix A that defines the exterior product of forms is given by
(2.2.35). It satisfies the characteristic equation:

(A+7r2I) (A+7721) (A + 67“+1_NI)(A + er'E‘HNI)x

(A= er=H1+N ) (A — er1=N ) (A= I) = 0 (4.5.7)

due to the characteristic equation (4.1.13). For simplicity we will at times use the

adjoint indices 3, j, k, ... with * = B ;= 4. Define

(Pr, Pp)22 2L = dld B (Poos | (RTY™  (P)®%,,  (4.5.8)

ay dy 1 ¢z b2 €291 ajey dig2

where P; = Ps, P4, Py are given in (4.1.16) and d? = D%, 4y d7l = (D7), The

(Pr, Py) are themselves projectors, i.e.:

(Pr, Pr)(Pr, P) = 61641 (Pr, Pr) (4.5.9)
Moreover
(I,)=1 - (4.5.10)
From w' Aw? = w' Q@ W’ — A]k,w ® w' we find |
W AW = —ZY LWf AW N (4.5.11)
with ' .
Z = (Ps,Ps) + (Pa,Pa) + (Po, Po) = I (4.5.12)
see ref. [30]. The inverse of A always exists, and is given by:
(WP = PP %) =
= R 6 (R ) G p (R 8 6, R, (47 dp,

| (4.5.13)
Note that for r = 1, A> = [ and (A + I)(A — I) = 0 replaces the seventh-order
spectral equation (4.5.7). In this special case, one finds the simple formula:

W AW = =AY R AW le. Z=A. 4.5.14
ki

The q -Cartan-Maurer equations are given by:

' 1 , 1
2 B Coh Cy By _ Ay By | Cy Ay By E
duwg; e — (W' Awe” +we,” Awg') = =507, B,le,” wi,* Awg™ (4.5.15)
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with: 0
B C3|A; B C> ¢B

%BéJ = (—_T—_r)[ZB 0%, %8, + 85185265 ] (4.5.16)

To derive this formula we have used the flip operator Z on wg® A wc(fz.

Finally, we recall that the x operators close on the g-Lie algebra :
XiXi — AM G XkX1 = Cij ka (4.5.17)

where the ¢-structure constants are given by

Cir ' = xe(M; ) explicitly : - C 7|6 = (= 050010% + A 'c" 4, )

(4.5.18)
The C structure constants appearing in the Cartan-Maurer equations are related
to the C constants of the ¢-Lie algebra by:

i1 i rs i '

In the particular case A?> = [ (i.e. for r = 1) it is not difficult to see that in fact
C = C, and that the g-structure constants are A-antisymmetric:

C,.'=—A" 4C,.' | (4.5.20)

Note 4.5.1 The formulae characterizing the bicovariant calculus have been writ-
ten in the basis {x%5}, {w} because of the particularly simple expression of the
f4B¢p and x5 functionals in terms of L¥45, see (2.2.32) and (2.2.52). Obviously
the calculus is independent from the basis chosen. If we consider the linear trans-
formation . _ o
w =W = X W
(where we use adjoint indices * = 4,42,; = Bip,)), from the exterior differential
da = (xi * a)w' = (X} * a)w" (4.5.21)

we find ‘
Xi = Xi=x; (X7,
and from the coproduct rule (2.1.35) of the x; we find f*; — f; = X', f,, (X~} ;;
while from (2.1.38) we have M;? — M/ = (X)), M X7,
A useful change of basis is obtained via the following transformation:
wA -9 = XA1 4.‘)19{32

. > 4.5.22
X A, W4 =X BoYBlB2 ? ( )
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where X and its (second) inverse Y are defined in (4.5.3) and (4.5.6). Using (4.5.5)
it is immediate to see that

94, =

, = k(TAL)dTC,, . (4.5.23)
We also have: - |
Formula (4.5.24) follows from 1/;A/1‘2([) = 0 and:

94, = &(T5)dTC,, = s(T*) (e * T4, )%, (4.5.25) -'
= KAL) T o (T, 0%, = i (1%,)0%, -

The analogue of the coordinates f’%‘z in the old basis is given by
‘TB YB10202TC2 y X A2($BI?2) 5;:5522 . (4.5.26)

The set of coordinates g B2 and TC1 span the space X described in (2.1.89) and
dual to the ¢-Lie algebra of S, (N + 2)

Conjugation

From the *-structures (4.3.29), (4.3.30) and the definition (2.2.52) it is straight-
forward to find how the *-conjugation acts on the tangent vectors x. Both conju-
gations (4.3.29) and (4.3.30) are compatibile with the differential calculus. Indeed
they respectively yield [use (2.2.52), (4.3.15), (4.3.5), (4.1.19), (4.1.20) and (4.1.21)
with N = N 4 2 since we have capital indices]:

(x%) = -N-1,0 DFBDA REC CDD for SO4,(n+2,m;R) ; 2n+2=N +2
, (4.5.27)
(x“%5)* = —ert"WHONC REAL DB, for SO, (n+1,n4 1;R) or Sper(n+1, n+1;R)

~with DE = C'EFC'CF As for the L matrices (and similarly to the T' matrices) we
have k*(x"3) = D! EX E-Dg.

In a basis {x”g} relation (2.3.52) reads

(X ) VBP X Q lf and Only lf UJCD = —wE V FC (4528)

where V is a matrix with complex entries and V is its complex conjugate . Using
this espression [or the inversion formulae (4.5.5)] one finds the induced conjugation

on the left invariant 1-forms (use D4 = D~14p):
Byx _  N+1yF ~C p-1B_ p-1EG D .
(wa ) =r" T D DD "ERT g awe for SOg,(n+2,mR) ; 2n+2=N+2
(4.5.29)
—en-1B p-1EC
(UJAB)* = Nt D VLR IDAwCD for SOyr(n+ 1,72+ 1;R) or Spg-(n+1,n+1;R).
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4.6 Differential calculus on SO, ,_;(N +2) and
Spq,,:l(N + 2)

As discussed in Section 4.2, we have obtained the quantum inhomogeneous groups
IS, ,(N) via the projection

2
P: S,,(N+2) > S‘”(ZJ“ ) _ IS,,.(N) (4.6.1)

with H=Hopf ideal in S,,(N + 2) defined after (4.2.1). As a consequence, the
universal enveloping algebra U(zs,,(N)) is a Hopf subalgebra of U(s, (N +2)) and
contains all the functionals that annihilate H = Ker(P).

Let us consider now the x functionals in the differential calculus on S, (N +2).
Decomposing the indices we find:

= A E Ly A (462)
X = === F (163)
X% = | bR A (464)
X% = ot _1T_1. fee (4.6.5)
Xy = . _lr_l 1% - (4.6.6) ‘
X% =l - e A AN IR X )
X', = T A (16.8)
X' = _1r_1 [0 (4.6.9)
X' = - _17,_1 [fo**e — €] | (4.6.10)

terms annihilating H

where we have indicated the terms that do and do not annihilate the Hopf ideal
H, i.e. that belong or do not belong to U, .(is(N)). We see that only the func-
tionals x*, x*, and x*, do annihilate H, and therefore belong to U(is,.(N)). The
resulting bicovariant differential calculus, see Chapter 5, contains dilatations and
translations, but does not contain the tangent vectors of S, ,(N), i.e. the functionals
x%- Indeed these contain f,*®,, in general not vanishing on H. We can, however,
try to find restrictions on the parameters g, r such that f,**,(H) = 0. As we will
see, this happens for r = 1. For this reason we consider in the following the par-
ticular multiparametric deformations called “minimal deformations” or twistings,
corresponding to r = 1. :
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We first examine what happens to the bicovariant calculus on S; (N +2) in the
r =1 limit3. The R matrix is given by, cf. (4.1.8):

R*%,p = qzp +0()) (4.6.11)
R*%P5, = A A>BA#B (4.6.12)
RAY, =X (1—erPa=ra)  A> A (4.6.13)
R*yp = —Xeaes + O(X?)  A>BA#B (4.6.14)

where O(A\") indicates an infinitesimal of order > A"; the g4p parameters satisfy:

9AB = Q4 = Qi = QB4 3 qaa=qan =1 (4.6.15)

up to order O()). Note that the components R44),, are of order O(X?) for the
orthogonal case (¢ = 1) and of order O()) for the symplectic case (¢ = —1). The
RTT relations simply become:

TB, TP, = BLaqBy 7By (4.6.16)
A, A,

" For r = 1 the metric is Cap = €404p and therefcre we have Cyp = ¢Cpa. Using
the definition (4.3.1), it is easy to see that

L*4,(T%p) = 85qac + O(N) *  (4.6.17)
LEA(TB,) = £ A#B,A"#B; A< Bfor L*, A> B for L~ © (4.6.18)
LA (TA) = X [1 — erTPapa)] A< A for L+, A > A’ for L~ (4.6.19)
LEAL(TAG) = Fheaep + O(\?) A#B,A'# B; A< Bfor L*, A> B for L74.6.20)

all other L*(T') vanishing. Relations (4.6.18) and (4.6.20) imply that for any gener-
ator TC, we have L*5(TC)) = —e4ep L¥E,,(TCp) + O(\?) with A#B, A#B .
In general, since :

A(LFA) = L*,@ L4, 5 A(L*p) = ¥4, @ L5+ L**50L*P5+0(\?), A#B

we find that
L¥4, = 0(1) (4.6.21)
L¥5 =0(\), A#£B A#B (4.6.22)
L, = O\ for SO,, O()) for Sp, | (4.6.23)

3By lim,_,1 a, where the generic element a € Sq,r (N +2) is a polynomial in the matrix elements
T4p with complex coefficients f(r) depending on r, we understand the element of Sqr=1(N + 2)
with coefficients given by lim,_,; f(r). The expression lim,_,; ¢ = ¢, where ¢ € U(sq-(N + 2))
and ¢ € U(Sq,r=1(N +2)) means that lim._,, ¢(a) = p(lim,_, a) for any a € Sy - (N +2) such that
lim,_,1 a exists. Finally, the left invariant 1-forms w' are symbols, and therefore lim,_; a;w’ =
(limy a;)w’.
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where, by definition, ¢ = O(A") (¢ being a functional) means that for any element
a € S, (N + 2) with well-defined classical limit, we have ¢(a) = O(A™).
Moreover the following relations hold:

L¥, = [F4, +O()\) (4.6.24)
(LiA ) = e4eg L*E, + O(X) and therefore, k? = id + O()) . (4.6.25)

Similarly one can prove the relations involving the f functionals (no sum on repeated
indices):

‘ AAAA =e+0()) (4.6.26)
fA 'n = O(1) and f,B% = f5¥BL + O()) (4.6.27)

A, =00\ Cc#4 (4.6.28)

45 =0()?) [A<B,C#Blor[A> B,C# A (4.6.29)

[hint: check (4.6.27)—(4.6.29) first on the generators, then use the coproduct in
(2.1.35)]. From the last relation we deduce

1 .
X’ = Y 5 5+0(\), A<B (4.6.30)
1
X% =3 +0(),  A>B (4.6.31)

and from (4.6.26) and (4.6.28) one has

1
XAA = X[ AAAA — €] (4.6.32)

Next one can verify that

XAB(TBIA) = —qga + O(})
X*5(T*g/) = eaen + O(X) A+B A+ B (4.6.33)
x4 (T¢p) = 0 otherwise

VT, x*%(T)=—=x*(T)+ 0. (4.6.34)
Eq.s (4.6.33) yield the relation between x functionals:

VT, xPu(T%)= queBX‘B(TC )+O0()), A#B,A#B.  (46.35)
BA
It is not difficult to prove that the coproduct rule in (2.1.35) is compatible
with (4.6.35) and (4.6.34) making them valid on arbitrary polynomials in the T45
elements:

X5 = quj:xAB +O0), A£B A£B ©  xY = +00\) . (4.6.36)
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Finally: ' .

x4 = 0()) for SO, , O(1) for Sp, , A# A" (4.6.37)
Summarizing, in th_e r — 1 limit, only the following x fu;lctiona,ls survive:
X' = },ig}% Pyt (4.6.38)
x4 = 11_{)1}:1\- %, A>BA#B (4.6.39)
x4 = 11_I)r11§ fBBAs, A<BA#B - (4.6.40)
X = ll_l;rlli ;fCC*‘A, =0 for S0,, #0 for Sp, (4.6.41)

Notice that (4.6.36) and (4.6.37) are all contained in the formula:

B, = B A L O (4.6.42)

X a = —
A dBA

thus in the r — 1 limit there are (N +2)(N + 1)/2 tangent vectors for SO,(N + 2)
and (N + 2)(N + 3)/2 tangent vectors for Sp,(N + 2), exactly as in the classical case.

The r = 1 limit of (4.5.2) reads:

’

dTAB == Z TAC-QCB(WBC - 6B€chcwCI,3 ) ' (4.6.43)
c

and therefore, for r = 1, w appears only in the combination
Q'AB = wAB - eAquABwa}I , _ (4.6.44)

Only (N +2)(N + 1)/2 [(N + 2)(N + 3)/2 for Sp,(N + 2)] of the (N + 2)2 one forms 2 2
are linearly independent because [compare with (4.6.42)]:

Qf = _AB B o (4.6.45)

9AB
In the sequel, instead of considering the left module of 1-forms freely generated by
w2, we consider the submodule I freely generated by Q2 £ with 4’ < B for SO, and
A’ < B for Sp,. In fact only this submodule will be relevant for the » = 1 differential
calculus. As in the classical case * | in order to simplify notations in sums we often

4 To make closer contact with the classical case one may define:
— c — !
QP =QLC=€aQ8 ; Xup = Cacx% =caxs .
and retrieve the more familiar ¢-antisymmetry:

Q4 = —eqpaQ®* | X.p = —€0aBX5a -
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use x“g and QP without the restriction A’ < B see for ex. (4.6.50) below. The
bimodule structure on T, see Theorem 4.5.1, is given by the r — 1 limit of the f* ;
functionals. These are diagonal in the 7, j indices [i.e. they vanish for i # 7, see
(4.6.26)-(4.6.29)] and still satisfy the property (2.1.32). We have:

Qfa = (vP - eaenqapwy’ )a . ’
= (f4%° * a)wl — eaepqan(f5' Poi * a)wp (4.6.46)
= (fABAB * a)QAB

where in the last equality we have used (4.6.27) and no sum is understood. We
see that the bimodule structure is very simple since it does not mix different ’s.
Moreover, relation (4.6.43) is invertible and yields:

QAB = —qABl{(TBC)dTCA‘ 3 (4647)

in the limit gap = 1, the Q2 are to be identified with the classical 1-forms, and
indeed for gap = 1 eq. (4.6.47) reproduces the correct classical limit = —g~1dg
for the left-invariant 1-forms on the group manifold.

The bimodule commutation rule (4.6.46) yields a formula similar to (4.5.1),
replacing the values of the R matrix for » = 1 we find the commutations:

QTR = PSR g A (4.6.48)
qub )

For r = 1 the coproduct on the x functionals reads
A'x%) = x% ® f%% +e@x% no sum on repeated indices.  (4.6.49)

We then consider the 7 = 1 limit of (2.3.30): da = (x; * a)w' and therefore obtain
the following definition of the exterior differential:

(x%*a)QL = 5 (x% * )08, Vae A, (4.6.50)
A'<B
where in the second expression we have used the basis of linear independent tangent
vectors {x“g} 4'<p and dual 1-forms {Q 2} 1< (notice that in the SO, case we have
A’ < B because x*, = 0, = 0). The Leibniz rule is satisfied for d defined in (4.6.50)
because of (4.6.49) and (4.6.46). Moreover any p = a*5Q 2 € I' can be written as
p = Y ardby, [use (4.6.47)].
We now introduce a left and a right action on the bimodule I' of 1-forms:

Aa)I@0F, (4.6.51)
Ala)(QF @ MSB) . (4.6.52)

AL(CLQAB)
AR(GQAB)

il

where MG, £ = T ,x(T?8p). [Using (4.6.44) one can check that this is the r=1
limit of AL(awA’?2) = A(a) ([®w/{?2) and AR(awAA )= A( )(wBlQ®M B?A1 2)]. Re-
lation (4.6.52) is well defined i.e. Ap(Qg!) = Ar(— AE0 B) because epepqre MG, B
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= esepqapM%Z5). Since in the r = 1 case the bicovariant bimodule conditions
(2.1.32), (2.1.44) and (2.1.51) are still satisfied, it is easy to deduce that Ap and
Ap glve a bicovariant bimodule structure to I'.

The differential (4.6.50) gives a bicovariant differential calculus if it is compatlble
with Az and Ag, i.e. if: :

Ap(adb) = Aa)(id ® d)A(D) , (4.6.53)
Ag(adb) = A(a)(d ® id) A(b) . (4.6.54)

The proof of the compatibility of d with Ay, is straightforward, just use (4.6.50) and
the coassociativity of the coproduct A. In order to prove (4.6.54) we recall, from
Proposition 2.3.1, that in the case r # 1 property (4.6.54) holds if and only if

b’ ® byxi(b3) M; "= b’ ® x;(bs)bs | (4.6.55)
and this last relation is equivalent to |
byxi(b2) M; f= Xj(bl.)b2 , le.  xixb=(bx*x;)k(M; j) - (4.6.56)

as one can verify by applying m(x®:id)AL®:id (m denotes multiplication) to (4.6.55),
and using the linear independence of the w'. Now formula (4.6.56) holds also in
the limit » = 1. Indeed if we consider b to be a polynomial in the T45 with well
behaved coefficents in the r — 1 limit, then lim, ;1 [b1x:(b2) M ] = lim, 1 [x;(61)b2]
i.e. bylim, Xi(bg)]Mji = [lim,—; x;(b1)]b2 so that relation (4.6.56) remains valid
for r = 1, cf .(4.6.38)-(4.6.41). At this point one can prove (4.6.54) in the r = 1
case simply by substituting  to w in (2.3.37), (2.3.38) and (4.6.55). Since (4.6.56)

holds for r = 1, then also (4. 6 55) holds in this limit and the theorem is proved.
[

We conclude that (4.6.50) defines a bicovariant differential calculus on Sy(N +2).

Note 4.6.1 We have found the S, ,=(N) differential calculus studying the r =1
limit of the x functionals and of the bicovariant bimodule of 1-forms [see (4.6.51),
(4.6.52), (4.6.53), (4.6.54)]. This has given a comprehensive analysis of the r — 1
limit. The classical limit » — 1, ¢ — 1 and the classical differential calculus are
now easily recovered. From a slightly different perspective, since the calculus can
be defined from the g-Lie algebra alone, we could just have studied only the limit
of the ¢g-Lie algebra. It is immediate to see that (2.3.3), (2.3.4), (2.3.5) or (2.3.18)
still hold. This is another proof of the bicovariance of the S, ,=;(N) calculus.

We have chosen to study the r — 1 limit of the quantum Lie algebra in the x
basis because this gives the classical Lie algebra. Another possiblity is to perform
the limit in the 9 basis. In this case the ¥ are linearly independent also when r = 1,
see (4.5.24) and the classical differential calculus is contained in this calculus. .
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Note 4.6.2 In (4.6.56) the sum on the indices j = (C,D) can be restricted to
C' < D, thus using the basis {x“p}c'<p, provided one replaces M by

M. C B = M DA — CACBqABIM DB’ for Cl# D, A’ # B
M, EB=0 , M., Al_o - for 50, (4.6.57)
MCCIAB—MCIA, M_C A _MCDAA forSpq

This is easily seen from (4.6.42). We have thus obtained the fundamental re-
lation (2.3.23): (xB, * b)M_* 5P = (bx x*} ), with A] < A,, B} < B, for the
IS, ,=1(N) differential calculus. Notice that M_ C A= MG F — ecepgpo M2, B,
this equality is due to the RT'T relations (4.6.16). We can also write Ap(af) B) =
Yorep Ma)( QP ® ML, ) cf.(4.6.52), thus using the basis {QP}cr<p. Ac-
cording to the general theory the elements M_ DAB with C' < D, A’ < B are the
adjoint representation for the differential calculus on S, =1 (N + 2). Since the cal-
culus is bicovariant [cf.(4.6.53), (4.6.54)] we know a priori that the M_%, ,Z with
C' < D, A’ < B satisfy the properties (2.1.44) and (2.1.51).°

It is useful to express the bicovariant algebra (4.5.17), (2.1.112)-(2.1.114) in

the » — 1 limit. Due to the R matrix being diagonal for r = 1, the A tensor

A2 D2 Cl B1 — A2Bl
A 2p & B, = f4, (M ¢aD] D2) takes the simple form:

AL 51, % = 90B20005,9B,0,@Ban, ;O otherwise  (4.6.58)

Therefore (2.1.112)-(2.1.114) read (no sum on repeated indices):

fiifjj=fjjfii (4.6.59)
Cix i jfkk + f Xk = AM ijkfi ;i +Cji ' (4.6.60)
Xef' o= AN G f X (4.6.61)

SA direct proof in the SO, case is also instructive. We call P- the “g-antisymmetric” projector
defined by:

P_A D

i 1 +
s’ = 50808 — aBadE 63)) = 5(0605 — qcpd8 63)) -

[NCRFE

Then one easily shows that P.4;.0 = —qBAP_Bf;,DC , PAL = —gepP A ¢ and

WP i=0, Pixj=xi, Pi'fF; _f’kP—Jk Pt ffa Py,
M. = 9P My = oM Py . Mg = P Mo = M. Py = 2P oM. o = 2M_,-ﬂP_ﬁf' ,

where greek letters «, represent adjoint indices (A1, As), (B1, B2) with the restriction
Al < Ay, B{ < By. It is then straightforward to show that A(M_;7) = M_;* @ M_,’ and
e(M_o?) = 6. Applying P- to (2.1.51) and using f'; = 0 unless i = j cf. (4.6.26)-(4.6.29)
one also proves M_oJ (a* f%,) = (fj g X a)M_,P. These formulae hold in particular if all indices
are greek, thus proving (2.1.44) and (2.1.51) for SO4 ;=1 (N + 2).
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Explicitly the ¢-Lie algebra (4.5.17) reads:
XC(}szlé2 — 4B,¢,9C, B19B2C19C, B, XBé2Xcé2 =
— 48,0,96:5,98,B,98) X%, + 4¢,8,98,8.Cp0, X0y +
+46,8,98,,:C Bt X8, — 45,0, 08 Xy - (4.6.62)
The Cartan-Maurer equations are obtained by differentiating (4.6.47):
dQ P = quapapcacaCep QF AN QP | (4.6.63)

The commutations between €2 ’s are easy to find using (4.5.14):

QA/Ih A QDD12 = _quDQun‘hquDl‘quAzﬂDl?2 A QAI‘}? (4664)

Finally, we turn to the *-conjugations given by equations (4.5.27) and (4.5.29).
Their r — 1 limit yields, for (4.3.30)

(QAB)* = CIBADCAQCDDBD ) (XAB)* = ~~CICDDACXCDDDB = _qBADAEXEFDFB .
v (4.6.65)
while for the conjugation (4.3.29)

(Q°) =eqgaly 5 (x%)" = —cqunxp - (4.6.66)

This shows that we have a bicovariant *-differential calculus.

4.7 Differential calculus on | SO0,,=1(N) and
[Spq,r=1<N>

We have found the inhomogeneous quantum group 1S,.(N) by means of a pro-
jection from S, (N + 2); dually, its universal enveloping algebra is a given Hopf
subalgebra of U, (s(N + 2)). Using the same techniques and the results of Section
2.3 we here derive the differential calculus on 1.5,,=:(N). ‘

From (2.3.4), (2.3.5) and (2.3.18) it is immediate to see that 77 = TNU, ;=1 (is(N))

satisfies

AT CT' ®c+ Uppma(is(N) @ T (4.7.1)
T C T AUy (is(N)) = T (4.7.2)
Vi € U, . (is(N)) , adyT' C T (4.7.3)

indeed U, ,(1s(NV)) is a Hopf subalgebra of U, .(s(N + 2)). Also condition (2.3.3) is
fulfilled since T" generates U, ,(is(V)) in the same way T generates U, (s(N + 2))
[78], this is a consequence of the upper and lower triangularity of the L* and L~
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matrices and of the dependence of the diagonal elements of L* from the diagonal
elements of L™; this is true for » # 1 and therefore also for r = 1. From this last
statement, (4.7.1) and (4.7.2)-or just from (4.7.1) and (4.7.3)- we obtain that 7"

generates an IS, .=1(/V) bicovariant differential calculus.

We reconsider now, in the » — 1 limit, the functionals given in eq.s (4.6.2)-
(4.6.10). We list below the functionals among these that belong to 7":

1
a _ - ca _ ga
X'b r—r—l[f“‘ b — Ope]
a 1 ca
X% = /%
r—r
. 1 oo
Xb—T—T—lf. b
o 1 00
Xo"‘r_r_l[fo [ 6]
. 1 Y
Xe™ _l[fo 0'—6]
r—r
1 L) i
X.o = _lfo o (4(4)
r—r

Note that in the » — 1 limit x*; vanishes for SO, ,=1(N + 2), and does not vanish
in the case Spy,=1(N + 2).

For r = 1 the x’s in (4.7.4) are not linearly independent, cf. relation (4.6.42) of
previous section, and we have:

! a ! 1 . o .
Xba’ = —qabX b Xbo = _“Z];_X B X o™ "X (475)

A basis of tangent vectors for 77, in the orthogonal case, is therefore given by

1

XabzligrllX[fccab_él?s}’ witha+b>N+1 ie d <¥b (4.7.6)
o_1~ 1 (13 . 0__1' l[foo : (477
Xb——r]—{)rllx. b X.o_rl_l;rllx . 0_5]’ )

The g¢-Lie algebra commutations are a subset of (4.6.62) obtained specializing the
capital indices of (4.6.62) to the indices %, *, and *,. We have the SO, ,=(N)
g-Lie algebra that reads as in eq. (4.6.62) with lower case indices; the remaining
commutations are:

c qC 4 c qcye v c
X 162Xb2 - = Qbacy Geabs X2 X ég = — [CbchXc’l - 51,2‘ch¢1ch] ) (478)
c2e co®
Qbye .
XC2Xb2 - qc2b2Xb2XC2 - O b (479)
coe
XX = XWX =0, XaX's = X' X = —Xe (4.7.10)
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~ where we have deﬁned Xe = X°, - The exterior differential reads, Va € 150,,,=1(N)

da = Z(X , *a) Q +( b*a)ﬂ + (x° *a)f2.* (4.7.11)
where Q,%, Q,%, and ,°* are the 1-forms dual to the tangent vectors (4.7.6) and

(4.7.7). As discussed in [69], these 1-forms can be seen as the projection of the
S, r=1(N +2) 1-forms : P(Q48) = —qapP[x(TB,)|dP(TC ).

The adjoint representation, defined by (2.3.18): ady = M (¢)x;, is given by
the elements P(M_%, ,B) € 150,,-,(N) with ¢’ < D, A’ < B obtained by projecting
with P those of SOy ,=1(N + 2).

Proof : In SO, ,(N + 2) we have adyx%, = = M. A2()x% with ¢'< D, A' < B,
since M_%, ,® is the adjoint representation of the SOq,r(N + 2) calculus (see Note
4.6.2). Now M.% B (¥) = (M. ,B) = (v, P(M_, ,B)) where the last bracket
is the duality bracket between IS0, (N} and U, (iso(N)) [cf. (4.4.15)]. We then
obtain:

adyxp = (b, P(M-5,°))xp withc'<D, 4 <B,

this is the defining formula for the adjoint representation associated to the quantum
Lie algebra 7”. The nonvanishing elements are:

P(M-%,,,") = T", 5(T%,) = oo, T, (T
CP(MY,, %) = 2 R(T%,) — @ik (T%,)
P(M_%,,%) = ve(T",)
P(M_*,, **) = vk(z"?)
P(M_* ) =1 (4.7.12)

We will later use the relation between left invariant and right invariant vectorfields;
in our case (2.3.23) reads:

(x4, *b) P(M_B ,*) = bx xB with 4; < 45, B{ < B, . (4.7.13)

The I.Spgr=1(V) differential calculus has the same structure as the /.50, ,=1(N)
one, provided one considers ¢’ <b in (4.7.6) and (4.7.11), and includes the extra
generator x*, in (4.7.7) and his dual form ,* in the definition of the exterior
differential. The adjoint representation is obtained by projecting with P the adjoint
representation of the Sp, (N + 2) differential calculus.

We now show that it is possible to exclude the generator x°®, (and x°,) and
obtain a dilatation-free bicovariant differential calculus on 15O, ,=1(N).
We study the 150, ,=;(N) subspace g linearly spanned by the functionals x% , xs:

g =span{x%, xs} - (4.7.14)
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The space g is our candidate g-Lie algebra. A basis of gis {xo} = {x%(a’ <b),x%}
In the sequel greek letters will denote adjoint indices a = (ai,a;) with 4} <
ay, and a = (e,a3). The coproduct on the elements x, reads A'xo = Xoa @ f@a+€E®
Xo; this shows that g satisfies condition (2.3.4). We also have A’ f*, = f*,®f%. To
prove that g defines a bicovariant differential calculus we can proceed as in Section
3.5. We here give an alternative proof based on the results of Section 2.3. Recalling
Theorem 2.3.1, g defines a bicovariant differential calculus if there exists a set of
elements M;? € 150, ,-1(N) that satysfy (2.3.4) and(2.3.23): (x; *b)M;’ = b * x;.
It is immediate to verify that the subset of (4.7.12) given by

P(M%},.,") = T k(T"},) = Gy, T, w(T"%, )

baay a)
P(M-%,, %) = 2" &(T%,) = o5, 5(T",)
P(M_*, **) = ve(T%,) (4.7.15)
satisfies
(xp* a)MoP = a* xq (4.7.16)

indeed P(M_b}m *) = P(M_*%,,*) = 0 and therefore (4.7.13) closes also on the
subset of y and M_ with greek indices. We have therefore shown:

Theorem 4.7.1 g is a quantum Lie algebra and defines a bicovariant differential

calculus on IS0, ,=1(NV) that has the same dimension as in the commutative case.
]

We now analize this differential calculus. The exterior derivative is
da = (xo * a)Q” (4.7.17)

The left 150, ,=1(N)-module I' freely generated by the 1-forms Q% dual to the
tangent vectors X, is a bicovariant bimodule over .50, ,=;(N) with the right mul-
tiplication (no sum on repeated indices):

N = (f*,*a)*, a€lSO,,-1(N) (4.7.18)

and with the left and right actions of 150, ,=1(/N) on I" given by:
Ar(aa?) = A(as) @ 02 (4.7.19)
Ar(a.0%) = Alan)’ @ P(M_ ;") . (4.7.20)

Using the general formula (4.7.18) we can deduce the 2, T commutations:

027", = ZT ,0,% (4.7.21)
ays
520" = L2t yrqy e (4.7.22)
ay q a
aye
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Q,%u = Z‘“’ 0, (4.7.23)
aze

Q,2T" , = QseQays T 82,22 (4.7.24)

0,22 = go,ez" Q% : (4.7.25)

0,%u = u 0, (4.7.26)
qa20

Note 4.7.1 u commutes with all Q ’s only if g,e = 1 (cf. Note 4.2.2). This means
that u = I is consistent with the differential calculus on IS0, r=1,4..=1(N).

The exterior derivative on the generators T4y is given by:
dT*y = — Z T .gebS2y° ,
de® = -3 T° g V° ' (4.7.27)
du = dv :C 0

where we have defined V¢ = Q,%. Again, for qse = 1, w = v = [ is a consistent
choice. '

Inverting (4.7.27) yields:

0 = —qur(T?,) dT°, | (4.7.28)
1

Vb= —;J——n(TbC) dz* (4.7.29)
be

The exterior product of the left-invariant 1-forms is defined as
AP =000 —A e (4.7.30)
where 7
AP = (s, P(ML)) = f75(M..f) (4.7.31)

[cf. (4.4.15)]; so that this A tensor is obtained from the one of SO, ,.=1(N + 2) by
restricting its indices to the subset ab,eb. We therefore just specialize the indices
in equation (4.6.64) to deduce the g-commutations for the 1-forms {2 and V:

QaclL2 A Qd? = _qald2qd101qazdlqd2a2ﬂdf2 N Qatllz (4732)
02 A Ve = _Z"—z'qald2qd2a2vd2 A Q2 (4.7.33)
aye
Ve AVE = —Z“”%QZ Ve A e (4.7.34)
dz.
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The Cartan-Maurer equations
1 21
dQ* = —5Cy, QPAQ (4.7.35)

can be explicitly written for the Q and V by differentiating eq.s (4.7.28) and (4.7.29)
[or again secializing the indices in (4.6.63)]:

dQ," = qabgbegea Q. A Q,° (4.7.36)
dvt =20, QA Ve (4.7.37)
Gbe
where the 1-forms Q.® with @’ > b are given by Q> = —q,,Q,%’; i.e. we consider (as

it is usually done in the classical limit), the 1-forms Q. to be “g-antisymmetric”
Q.0 = —qu®, cf. eq. (4.6.45).

The *-conjugation on the y functionals and on the 1-forms 2 can be deduced
from (4.6.65):

(X%)" = =D X D%, (x5)" = —(qae) ' XaD% = —TexaD% (4.7.38)

(2.0 = gD, 00DY,, (VP = g, VIDY, (4.7.39)

Note 4.7.2 As discussed at the end of Section 4.2, a ¢-Poincaré group without
dilatations (i.e. w = I) has only one free real parameter ¢;2, which is the real
parameter related to the g-Lorentz subalgebra. Then the formulas of this section can
be specialized to describe a bicovariant calculus on the dilatation-free 150, ,=1(3,1)
provided ¢,, = 1 and ¢;2 € R. It is however possible to have a bicovariant calculus
without the dilatation generator x*, even on IS0, ,-1(3,1) with u # I. The ¢-
Poincaré algebra presented in [14] corresponds to the case g = g1, ¢20 = q12 = 1, for
which the Lorentz subalgebra is undeformed and the g-Poincaré group contains u #
I. The possibility of having a dilatation-free ¢g-Lie algebra describing a bicovariant
calculus on a ¢g-group containing dilatations u was already observed in the case of
IGL g-groups (see Section 3.5).

Note 4.7.3 We here study a differential calculus on /.Sp,,—1(/V) that has the same
number of tangent vectors as in the classical case. Following the same arguments
given after (4.7.14) we have an ISp,,=1(N) differential calculus with quantum Lie
algebra generators x% with a’ < b, xp and x°*,. To further restrict the quantum Lie
algebra to the one spanned by the basis {x% (a' < b), x5}, observe that from (4.6.19),

1
X', = limX &'(L** )L™, (4.7.40)

r—1

is different from zero only on monomials that contain the element z. However in the
g,r — 1 limit, as noticed after (4.2.30), z can be set to zero since there is no more
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any constraint between z and the generators 7%, z%, u,v = u~!. Then x*, is zero as
well and we have an [N(N +1)/2 + N]-dimensional bicovariant differential calculus
on the twisted inhomogeneous symplectic group generated by T¢,,z% u,v = u™.
The adjoint representation is given by the elements P(M__") € ISp, .(N) obtained
by projecting with P those of Spy,=1(/V + 2). The explicit formulae carachterizing
this differential calculus are as in (4.7.17)-(4.7.35), where now greek letters denote
adjoint indices @ = (a1, az) with af < az, and a = (e, a,).
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Chapter 5

Geometry of the quantum
orthogonal plane

We present here a bicovariant calculus on the full multiparametric /50, ,(N) with-
out the restriction r = 1. This calculus, however, is trivial on the SO, (N) quan-
tum subgroup: it can really be seen as a non-trivial calculus only on the coset
Fun, . [ISO(N)/SO(N)], i.e. on the quantum orthogonal plane. We therefore call
this calculus on the quantum plane I150,,(N)-bicovariant. We find that in the
r # 1 case this 150, ,(N)-bicovariant calculus necessarily contains dilatations.

If we break 15O, ,(N) bicovariance and require right covariance under 150, (N)
and left covariance only under SO, .(N), i.e. compatibility of the exterior differen-
tial on the quantum plane with the right 15O, ,(N)-coaction and the left SO, ,(N)-
- coaction, the calculus can be expressed in terms of coordinates z, differentials dz and
partial derivatives 0, without the need of dilatations. In this case g-commutations
between z, dz and J close by themselves, and in fact generalize to the multipara-
metric case the known results of ref.s [51, 53, 54]. Here these results emerge from
the broader setting of the bicovariant calculus on 150,,(N).

The two *-conjugations of the previous sections, consistent with the g¢-group
structure, lead to a /SO0y,.(n + 1,n — 1), and a SO, (n,n) or 1S0,,(n,n + 1)
bicovariant calculus on the quantum orthogonal plane respectively with (n+1,n—1),
(n,n) or (n,n+ 1) signature. We will be concerned with the conjugation that gives
the IS0, ,(n — 1,n + 1) calculus. [To retrieve the other conjugations, both for
N=even and N=odd, just take D% = 64 in the formulae where D*4; appears.

Using this conjugation one can define real coordinates X and hermitian par-
tial derivative operators P i.e. momenta. This is achieved by a canonical proce-
dure, using the compatibility of the x-structure with the bicovariant calculus on
IS0, (N), i.e. the property that * is a linear operation on the ¢-Lie algebra. The
g-commutations of the momenta P with the coordinates X define a deformed ver-
sion of the Heisenberg X, P commutation relations (with no extra operator as in
ref.s [9]). In the same spirit as in ref.s [9] it would be interesting to investigate the
Hilbert space representations of this deformed phase-space algebra.
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In Section 5.1 we present the 150, ,(N) bicovariant differential calculus with
r # 1, then, in Section 5.2 we restrict this calculus to the quantum orthogonal plane.
We find that in order to obtain a space of 1-forms that has the same dimension as
in classical case we have to break 150, (NN )-bicovariance. This naturally leads to
a right IS0, .(N)-covariant and SO, .(N)-bicovariant calculus. The commutation
relations caracterizing this calculus are explicitly given in the tables at the end of
the chapter.

5.1 Bicovariant calculus on IS0, .(N) with r # 1

In this section we study, with projection techniques, a differential calculus on
IS0,,(N) with r # 1, a similar calculus exists also for ISp,,(N); for physical
reasons we here treat in detail the orthogonal case.

As discussed at the beginning of Section 4.6, in the r # 1 case, the quantum tan-
gent space T’ = T U U, ,(1s(N)) contains dilatations and translations, but does not
contain the tangent vectors of S, .(N), i.e. the functionals x%. However T” defines
a bicovariant differential calculus on IS0, ,(N) or ISp,,(N) because conditions
(2.3.4) and (2.3.18) are satisfied. The proof is as in (4.7.1) and (4.7.3).

The g-Lie algebra in the orthogonal case is explicitly given by

X*oX" (q.b) X%x% =0 (5.1.1)

X cX *« X oX'c = —T—IX.C - (51 2)
o o —4_60 _ o —(L+r? .

XOXQ—T4XOX0:—(—_7;—3——_)XO (13)

qoapjb X' sX’e =0 (5.1.4)

Relation (5.1.4) is equivalent to gse P4° _;x%X°*, = 0 and Qae[(Fa) -, r_l] ch *x% =0.

A combination of (5.1.1)-(5.1.4) yields:
. Av® v A —7‘# 1 db
X0+ AX X% = 2N gk %C¥x (5.1.5)

Notice the similar structure of eq.s (4.2.23), (4.3.23) and (5.1.5).

Following the same arguments as in (4.7.12), the adjoint representation is given
by the elements o

P( .B.D) =P(1" .5N+2(TD-B)) = UP(RN+2(TDB)) | (5.1.6)
that explicitly read
P(M*,, °) =v* P(M*, %) =0 P(M*,*)=0
P(M%, °) = vr™%2°Coy P(M*,, 4) = vn(T%,) P(M%, *) =0
P(M,, %) = _—il—lﬂ—”)xecefxf P(M*,, %) = vk(z?)  P(M*,*)=1

rN(r2 4r72

(5.1.7)



The differential related to this calculus is given by
Va € 150,,(N) da = (x* * a)we’ + (X°, * )we® + (X°, * @)ws’ (5.1.8)

where w,®, w,* and w,° are the 1-forms dual to the tangent vectors x*, x*, and x°,.
The left and right actions Ay : I' = IS0, (N)®T and Agp : ' = I'® 150, ,.(N)
are defined by:

Apwh)=Tow , Apw’)=w?®P(M%p,") (5.1.9)

We now explicitly give the relation characterizing this differential calculus. These
formulae will be needed in the next chapter.
To simplify notations, we write the composite indices as follows:

.a_>a, .o_>o’ .o___)o; .a—>aa o.__).’ .o")o (5110)

Similarly we’ll write g, instead of g,e. The explicit expression for the tangent vectors
then reads:

]' *
Xb = - 'f'_lf b
1 L
XO r— T__lfo .
1 *
Xo = ——[f €] (5.1.11)
and their coproduct is given by
Alxe) = Xe @ fH+ X @ f%+e® xp (5.1.12)
Alxe) =Xe @[S+ Xa (5.1.13)
AXo) = Xo @ f%+ Xe @ f% + X ® S +e® Xo (5.1.14)

Using the general formula (4.7.18) we can deduce the w, T' commutations for IS0, .(N):

W'Te, = qr—f(R“)”f- T 0t (5.1.15)

what = q—;xcwb + Ar g, CtiTe w° (5.1.16)
r
2

Wu = —u WP (5.1.17)
b

Wl = %—v W (5.1.18)

w'Te, =T° w* (5.1.19)

e _C 1 c, e qb [}
whet = W’ ~ A:T 4o’ (5.1.20)



2uwo

wu=r ( )
w*v = r~ 2w ( )
T = T o (5123
W'zt = z°w°® E (5.1.24)
wu = uw’ ( )
wv = vw’ ( )

The 1-form 7 = w® = w,* is bi-invariant, and one can check that Va € A, da =

Lira ~ at]. The exterior derivative on the generators of IS0, .(N) reads:

A
dI*y =0 - (5.1.27)
dz® = —qr 1T¢ Wb — r~1z%w® ' (5.1.28)
du = ruw® ' _ (5.1.29)
dv = —r~lvw® (5.1.30)
dz = —qyr ' ypw’ — (1 = rMuw® — r7 2w (5.1.31)

where we have included the exterior derivative on z for convenience. Note that
the calculus is trivial on the SO, (N) subgroup of 150, .(N), as is evident from
(5.1.27). Thus effectively we are discussing a bicovariant calculus on the orthogonal
‘g-plane generated by the coordinates z* and the “dilatations” u,v. ‘

Every element p of I' can be written és P = > apdby for some ar, by belonging
to 150, ,.(N). Indeed inverting the relations (5.1.28)-(5.1.31) yields:

w® = —L&(T“C)[dxc — zudv] = i[cir-c(:tc“‘)]t; =r"lvdr(z®) (5.1.32)

a a

w* = —rudv = rtudu : (5.1.33)
- - a
W= AT ‘N:(dlvj,:v; Cur'de (5.1.34)
The exterior product of left-invariant 1-forms is as uspal defined by
W AW =W Qw — A7 Wt QW , (5.1.35)
where L . :
A = (M) (5.1.36)

As in (4.7.31) this A tensor is obtained from the one of SO, (N + 2) by restricting
its indices to the subset b, ee, e0. The non-vanishing components of A read:

N
rm2 71

Aad ch = Z_«:T—IRad be A% b =™ T e /\Cbc VA.d co — 74—255
A%, = iAge R A N
A%, = 1A Ao =g AL =

A% = —qur T TIACE AT = A (1Y) A =1
Aoo o = T‘_4 . Aoo 0o = 1 ’
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From (5.1.35) it is not difficult to deduce the commutations between the w’s:

Lz wt Awr =0 (5.1.37)

WAW = —rfwt Aw® (5.1.38)

W AW’ = —1r74(g,)?w® A w® (5.1.39)

W AW =W AW’ =0 (5.1.40)

WAW = —rT W AW + —/—\iCb w® AW (5.1.41)
qu(1 —r=N) 7%

Notice that the dimension of the space of 2-forms generated by w® A w® is larger
than in the commutative case since Ps project into an N(N + 1)/2 — 1 (and not
into an N(N + 1)/2) dimensional space. This is not surprising since the exterior
algebra of homogeneous orthogonal quantum groups is known to be larger than its
classical counterpart.

The Cartan-Maurer equations

dw' = (TAW +w AT) (5.1.42)

r—r-l

can be explicitly found after use of the commutations (5.1.37)- (5.1.41):

dw® =Wt AW ' (5.1.43)
dw® =0 (5.1.44)
o 2y e o T‘3 Cba a b
dw® = —r(1 + r* )W AW’ + 7—F —w  Aw (5.1.45)
72 —172 (o

Finally, the nonvanishing structure constants C, given by C, P = Xk(Mji), read:

o _ B I | c _ -1 — 1
C,°=—q¢'r27Chyy C = —r714¢ C,, ‘=r"1%

ae

C,°=~-r31+r?) C,°=r1(1-r)

oe

These structure constants can be obtained from those of SO, (N +2) by specializing
indices, for the same reason as for the A components.

The *-conjugation on the x functionals can be deduced from (4.5.27) [use (q;)~' D/,
— :
=3, D')

. - 1 N N
(xp)" = —r NbeZD?Xd =-r NQbbeD?Xd =-r Nqu,{Ddfxd (5.1.46)

(Xo)" = —Xo (5.1.47)
(Xo)" = —pT N2y (5.1.48)
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N

whereas the conjugation on the w 1-forms can be deduced from (2.3.52) and (5.1.46)-
(5.1.48) or directly from their expression in terms of dz, du, dv differentials (5.1.32)-
(5.1.34) remembering that (da)* = d(a*): v

(W*)* =g, 'rN(D), D, =g, VDDt . (5.1.49)
(@) =w* (5.1.50)
(w°)* = r?VH20° . (5.1.51)

5.2 Calculus on the multiparametric orthogonal
quantum plane |

In this section we concentrate on the orthogonal qu>a,ntum plane

~ ISO(N) ’
M = Fun,, (W) , (5.2.52)

i.e. the ISO,,(N) subalgebra generated by the coordinates z* and the dilata-
tions u,v. This is the algebra we called B in the study of the cross-product cross-
coproduct construction ISO,,(N) = BxS50,,(N) of Section 4.2.

We study the action of the exterior differential d on M and the corresponding
space ['ps of 1-forms. I'as is the sub-bimodule of I' formed by all the elements adb or
(da’)b’ where a, b, a’, b’ are polynomials in 2%, u and v [of course adb = d(ab) —(da)b].

We will see that a generic element p of I'ys cannot be generated, as a left module,
only by the differentials dz,dv, i.e. it cannot be written as p = a;dz* + adv. We
need also to introduce the differential dz (or equivalently dL = d(z°C,,z®)). Thus
the basis of differentials is given by dz?, dv, dz and corresponds to the intrinsic basis
of independent 1-forms w*,w® and w°. Note that du can be expressed in terms of
dv since du = —u(dv)u = —r?u’dv = —r~%(dv)u? [ see (5.3.124) below]. -

In Subsection 5.2.1 we consistently impose an extra conditon in order to relate dz
to dz and dv. This is done in two different ways: checking explicilty the consistency
of the extra condition as in [48] [53] and also deriving it using 150, (N) symmetry
principles.

Commutations

The commutations between the coordinates z*,u and v have been given in Sec-
tion 4.2. The commutations between coordinates and differentials are found by
expressing the differentials in terms of the 1-forms w as in (5.1.28)-(5.1.31), and
using then the z,u,v commutations with the w’s given in (5.1.15)-(5.1.26). The
resulting g-commutations between z and dz are found to be: ’

(172Ps — Py)(z ® dz) = (Ps + P4)(dz ® ) (5.2.53)
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where we have used the tensor notation A%_,z°dz? = A(z ® dz) etc. The remaining
commutations are given in formulae (5.3.121)—(5.3.132) in Table 1.

Let us consider the above formula, giving the z, dz commutations. If we multiply
it by Py we find 0 = 0. Thus from this equation we have no information on
Py(z ® dz). Applying instead the projectors Ps and Py yields

Ps(z®dz) = r*Ps(dz ® z) ; Pa(z ®@dz) = —Ps(dz ® ) (5.2.54)

which does not allow to express z°dz’ only in terms of linear combinations of (dz)z
since no linear combination of Ps and P, is invertible. The space of 1-forms has
therefore one more dimension than his classical analogue because we are missing a
condition involving the one dimensional projector Pgl; = (C'™C 1,,) 1 C®C o4, see
(4.1.16).

However, if we consider the 1-form dL = d(z°C.;zf) - an exterior derivative of
polynomials in the basic elements — we can write the commutations between the z
and dz elements as follows:

dz®@z = —(Ps+Pa+ Fo)x®de+ (Ps+ Pa)d(z Q) + Pod(z ® z)
= Psdz @z + Psdz @z — Pox @ de + Pod(z ® z) |
= (r"?Ps — Py — Py)z ® dz + Pod(z ® z) (5.2.55)

where we have used the Leibniz rule, the commutations (5.2.54) and Ps+ P4+ P, =
I. Equivalently we have

r5-2(1 — r2)

1 —rN

dt @z = (r"?Ps— Py~ Pz ®dz — C (vdz + zdv) (5.2.56) |

involving the dv and dz differentials.

The presence of dz can also be explained within the general theory by recalling
that T’ is a free right module [see paragraph following (2.1.47)]. A basis of right
invariant 1-forms is given by (2.1.47): n4 = k™1 (Mg*)w®, we explicitly have:

n* = —rtdau=—r"1dT* &(T*,) (5.2.57)
* = —r'dvu=—r"MdT* &(T*),) (5.2.58)
¥y

o _ re N-2_erv £1,,2

n® = (1 Y ) [d:c Copr! —rN722°C  da|u (5.2.59)
FN-1 —pN-1
= r [dZ U + dyb K,( ) + du KJ( )] T.N—_—]_dTOB K,(TB.) (5260)
To derive the expressions for 7° use: yb —r~ gumeCefT p; dyp k(2%) = r~% du zzut
N
r~%de zu?; dz = d(Frmpuza) = Thew (du Tz + dz zu + zdru); k(z) = &(T°,) =
r~Nz; uzz = r’zzu; udr v = dz 7u, where zz = [ = 2°Cja’.
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The 1-forms (5.2.58)-(5.2.59) in I" do not contain any T*, element and therefore
-belong to 'ar as well; they are linearly independent and freely generate I'ps as a
right module because they freely generate the full I' as a right module. The extra
1-form n° (or dz) is therefore a natural consequence of the right module structure

of I'.

In summary: either dL or dz or n° are necessary in order to close the com-
mutation algebra between coordinates and differentials. Thus the commutations
involving z and dz appear in Table 1.

We have seen that dvu; dz®u and 775 freely generate 'y as a right module;
recalling that I' is also a free left module, we have the :

Proposition 5.1 The M-bimodule Ty, as a left module (or as a right module),
is freely generated by the differentials dz, dL (or dz) and dv. Proof: to show that
a;dz’ + adLl + agdv = 0 = a; = 0,a = 0,a, = 0 express dz’,dL,dv in terms of
w*, w°w*®, see (5.1.28)-(5.1.31), and recall that T is a free left module.

Note 5.2.1 From (5.3.121), (5.3.122) and the commutations of L with z and u
we have z°dL = dL z°, udL = dLu and vdL = dLv. These relations and (5.3.120)

show that inside I'ps there is the smaller bimodule generated by the differentials
dz® and dL.

We now examine the space of 2-forms. By simply applying the exterior derivative
d to the relations (5.3.120)-(5.3.132) we deduce the commutations between the
~ differentials given in Table 1. As with the w®’s in eq. (5.1.37), the relations in
(5.3.133) are not sufficient to order the differentials dz®.

1S0,,(N) - coactions

All the relations we have been deriving have many syfnmetry properties because
they are covariant, under the actions on M and T, of the full 7SO, ,.(N) g-group.
In fact we have the following three /SO, .(N) actions:

1) the coproduct of I50,,.(N) can be seen as a left-coaction A : M —
I1SO,,.(N)® M:

Az =T, @z"+2°®v, Au)=u®u, A)=v@v (5.2.61)
2) the left coaction Ap:I' = 150,,.(N)®T, when restricted to 'ps gives
AL'FM : FM - ISOQ,T(N) ® FM . (5262)

and defines a left coaction of IS0, ,.(N) on I'ps compatible with the bimodule
structure of I'yy and the exterior differential: ALlrM (adb) = A(a)(id @ d)A(D).
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3) the right coaction Ap : I' = I'® IS0, .(N), does not become a right coaction
of 150,,(N) on I'pr; however we have
Al :TM—>T&®M CI'®ISO,(N) (5.2.63)

Tm
this map is obviously well defined and satisfies AerM (adb) = A(a)(d @ id)A(b)
Va,be M since M C ISO,.(N).

We call this calculus 15O, (N )-bicovariant because AL,rM and AerM are com-
patible with the bimodule structure of I'ys and with the exterior differential.

5.2.1 I SO, »(N)-covariant and SO, ,(N)-bicovariant calculus

Commutations

Since the P2 _z°z? = 0 commutation relations allow for an ordering of the
coordinates (moreover the Poincaré series of the polynomials on the quantum or-
thogonal plane is the same as the classical one), it is tempting to impose extra
conditions on the differential algebra of the g-Minkowski plane, so that the space
of 1-forms has the same dimension as in the classical case. We require that the
commutation relations between z and dz close on the algebra generated by z and
dz:

dztz® = % a°da! (5.2.64)
where « is an unknown matrix whose entries are complex numbers. Any matrix
can be expanded as o = aPs + bP4 + cPy with a,b,c = const. From (5.2.54) we
have a = r~2Ps — P4 + cPy; therefore condition (5.2.64) is equivalent to

Po(dz @ z) = cPo(z @ dz) (5.2.65)

and supplements eq.s (5.2.54). Taking its exterior derivative leads to a supplemen-
tary condition on the dz,dz products (for ¢ # —1):

Po(dz Adz) =0 . (5.2.66)

From (5.3.133) and (5.2.66) it follows that dz A dx = (Ps + Pa + Fo)(dz A dz) =
Ps(dz A dz), or [see the definition of P4 in (4.1.16)] :

dz Ade = —rR dz A dz . (5.2.67)

which allows the ordering of dz,dz products.
Using (5.2.55), (5.2.65) and (4.1.15), we find

dz@z = (r"2Ps— Py)(z ®dz) + Po(dz ® z) (5.2.68)
= (r72Ps — Py)(z @ dz) + cPo(z ® dz) (5.2.69)

(r~2Ps — Py + V"2 Py)(z ® dz) + (¢ — TV ") Po(z @ dz)(5.2.70)

= r 'R Yz @dz)+ (c— V") Py(z @ dx) . (5.2.71)
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The consistency of the commutation relations (5.2.67) and (5.2.71) with the asso-

ciativity condition on the triple dz’ dz’ z* fixes ¢ = rV=2 j.e.:
Po(dz @ z) = VN2 Py(z @ dz) ; (5.2.72)
the z,dz commutations (5.2.71) then become: |
t@dr=rR(dzQ@z) (5.2.73)

and reproduce (in the uniparametric case) the known z,dr commutations of the
quantum orthogonal plane [54].

Coactions
This calculus is no more bicovariant under the IS0, ,.(N) action,
2 — T ®z +72°Qv, uv—u®u, v—vQu (5.2.74)

but we are left with bicovariance under the SO, (V) action

* — T ® b (5.2.75)

In other words, &y, : I'yy — SO, ® I'); defined by é1(adb) = §(c)(id @ d)d(b) with
§(z%) = T*, ® 2° is a left coaction of SO, ,(N) on the bimodule I}, where '}, is
[ar with the extra condition (5.2.65) [cf.. (5.2.62)]. Similarly, the map dgr(adb) =
5(a)(d @ id)s(b) is well defined [cf. (5.2.63)].

Left covariance under (5.2.74) is broken only by (5.2.65). Indeed, while rela-
tions (5.2.54) are left and right 150, (N)-covariant, the extra condition (5.2.65)
is not left 150, (N )-covariant : Ap[Fo(dz ® z) — cPo(z ® dz)] # 0,Ve. It is right
150, .(N)-covariant, Ar[Po(dz®@z)—cPy(z®dz)] = 0, only for ¢ = V=2, as can be
seen using T° ;dz® = d(T® 42°) = éRaé’fd:ve T/, and (4.1.21). Therefore the choice
¢ = V=2 preserves the right coaction Ag i.e. the right IS0, (N ):covariance.

Note 5.2.2 We can reformulate the quotient procedure I'y; — ', in a more abstact
setting by considering that I'ys is a subbimodule of the bicovariant bimodule I'. In
(5.2.59) we have expressed the z¢C.rdxf « dz°C.;zf commutation via the right
invariant 1-form 7°. A condition on [' (and therefore on I'pr) that preserves right
I50,,(N) covariance, i.e. compatible with Ag, is: 1° linearly dependent from the
remaining right invariant 1-forms: dvu. and dz*wu. It is easily seen that since n°
is quadratic in the basis elements 2 the only possible linear condition is 7° = 0,
and this gives exactly (5.2.72). The M-bimodule TY, is therefore generated by
the differentials dz® and dv. Since left 150, ,(N) covariance, contrary to right
IS0, ,.(N) covariance, is broken, the relations between the left invariants 1-forms
is nonlinear. Explicitly we have

W=~y et (5.2.76)
r



[express dz in terms of dz',dv in (5.1.34) and use the expansion of dz® and dv on
w® and w* as given in (5.1.28),(5.1.30)].

Partial derivatives

The tangent vectors x in (5.1.11) and the corresponding vector fields x* have
“flat” indices. To compare x* with partial derivative operators with “curved” in-

&
dices, we need to define the operators 9 such that

da =.(a) dz* + 9u(a)dv = Ho(a)dz® (5.2.77)
[C = (c;e), d2° = (dz°,dv)]. The action of 0(_0 on the coordinates z¢ = (2° v) is
given by
(_
dc (z) = 641, (5.2.78)

From the Leibniz rule d(ab) = (da)b+ a(db), using (5.2.77) and the fact that dz® =
(dz°,dv) is a basis for 1-forms, we find

gc(axb) = ad® + 5d(a)7‘_1(1%“1)dbecwe —(1- 7"2)5.52’1) (5.2.79)

5,(axb) = qb'lg.(a)mb (5.2.80)
5C(av) = rf2qc§c(a)1) (5.2.81)
Be(av) = r7*8u(a)v + a (5.2.82)

Note the dilatation operator (5. appearing on the right-hand side of (5.2.79).

From d%(a) = 0 = d(gc(a)d:cc) = 53(5c(a))d$3/\da:c and the g-commutations
of the differentials (5.3.133)-(5.3.139) one finds the commutations between the
“curved” partial derivatives:

b
(Pa)* 40206 =0 (5.2.83)

- - gy < <
Jv0e — r_28 e05 =10 (5.2.84)

We can also define the partial derivatives d¢ so that [48], [53],
da = dz€ 0¢(a) ; (5.2.85)
again the action of 9, on the coordinates is

dc(z?) = 64T . (5.2.86)

We now give an explicit relation between the Jc and the g¢-Lie algebra generators
Xo (a similar expression holds also for the 9 derivatives). From (2.3.32) we have:

da = —n%(a*&'(x.)) (5.2.87)
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where C = (c, ®) because we have set n° = 0. Relations (5.2.85) and (5.2.87) give,
Va € IS0, ,(N) : .

Oc(a) = r‘lu(q * K,;(Xc)) . Aa.(a) = rlu(a * £'(Xs)) | | (5.2.88)

The commutations between the partial derivatives can be derived as done above for
-
9, or via (5.2.88) and the g¢-Lie algebra (5.1.1)-(5.1.4). They are given in Table 2.

Similarly we can introduce the right invariant vectorfields
ho = by = [ (xe) @ id]A - (5.2.89)
and use their Leibniz rule [it foll-ows ffom A(K'(x)) = &' (xe)®e+£(fPr)®K (xp) ]:
he(ab) = he(a)b+ &' (FP5)(a1) azhp(b) (5.2.90)

to derive the 9, z, u commutations. For example we have haz® = rvdt+(r/q) R% & hy
+7rAh, that togheter with d¢ = r~'uhc gives

O,2° = 5;-[] + (r? — 1)vd,] + rR"® _z°0, . |
Similarly for the the other relations, see Table 2.
Conjugation

The commutations in Table 2 are consistent under the conjugation (already

defined for z¢ and dz?)
(z%)* = D%ab, (dz?)* = D%dzb, (0,)" = —rVd; ' D", 0, (5.2.91)

v =, (dv)" =dv, (0.)" =u— 0 (5.2.92)

where we have used the notation D* = d*, D7'¢ = d;' (D§ = C**Cy. is diagonal).
This consistency can be checked directly by taking the *-conjugates of the relations
in Table 2, and by using the identity (4.1.34) and: '

C=CT; [@Qn(r)]" = Qn(r);  (5.2.93)
dcdi—:chgha(R_l)eacd = 5;537 Rabcddadb = Rabcddcdd 9
chcgh — T.N—lé‘z; Rab dd_ld(-;l — Rab dd—ldgl (5,.494)
1
Go=—fora#nn+l, g, = ! (5.2.95)
Qo dn+1

We now derive the conjugation on the partial derivatives from the differential cal-
culus on SO, (N). This is achieved by studying the conjugation on the right
invariant vectorfields h.
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For a general Hopf algebra, with tangent vectors x;, we deduce the conjugation
on k from the commutation relations between & and a generic element of the Hopf
algebra:

hib = () + (5'(F* ), bi) bahe = (R(xs) bi) ba + (K'(S}), ba) bahs  (5.2.96)

We multiply this expression by («’2(f’,), bo) [where we have used the notation
(id @ A)A(b) = by ® by ® by] to obtain

(K*(f7) s ba) hsba + (K7 (xi) , b1)by = bh (5.2.97)
Now, using (¢, b) = (['(x)]*, b*) and then applying * we obtain (here a = b*)
Ry = ([&°(x;)]", @) az + ((&°(f° )", 1) ashs . (5.2.98)
This last relation implies
by = [hui)]” = hpes - (5.2.99)

2

notice that *ox’? is a well defined conjugation since (¥ok’*)? = id .

We now apply formula (5.2.99), valid for a generic Hopf algebra, to the *-
conjugation and the right invariant vectorfields of this section; we have:

[il""(Xa)]* = —TNziad(IIDbailﬂ’(Xb) (52100)
[ (xa)]™ = —hwsixa) - (5.2.101)

From these last relations and (5.2.88) we then finally deduce (8,)* = —d; ' Db, rV 9,
and (0¢)* =u — 0, . .

5.2.2 The reduced z°%,dz?, J, algebra and the quantum
Minkowski phase-space.

Note that the algebra in Table 2 actually contains a subalgebra generated only
by z%,dz*%, 3d,, indeed 0, vanishes when acting on monomials containing only the
coordinates z®, as can be seen from (5.4.149). This calculus is 150, (N)-right
covariant because it can also be obtained imposing the conditions n* = 0 and
Yo = 0 that are compatible with the right coaction Ag and the bimodule structure

/

given by the f]Z functionals.

Table 3 contains the multiparametric orthogonal quantum plane algebra of coor-
dinates, differentials and partial derivatives, together with a consistent conjugation
for any even dimension. We emphasize here that this conjugation does not re-
quire an additional scaling operator as in ref. [9]. Thus the algebra in Table 3
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can be taken as starting point for a deformed Heisenberg algebra (i.e. a deformed
phase-space) . :

Real coordinates and hermitean momenta

We note that the transformation

1 ) '
X® = —\/—5(:6“ + :Fa ) , a S n (5.2.102)
X = \/Lﬁ(xn — g™t) (5.2.103)
1 /
X =—=(z*-2%), a>n+1 (5.2.104)

V2

defines real coordinates X®. On this basis the metric becomes C' = (M~)TCM~!
(where M is the transformation matrix X = Mz):

ra-1 + rm5 0 0. —(r'zM_l - r”'zM“)
0 S + rm5+2 -—(r‘%\z[‘“2 - r—¥+2) 0
cr =1 0 0 2 0 0 0
2 0 0 0 2 0 0
0 rE=? _ po3H2 | —(r¥_2+r_%+2) 0
\7"121_1 - r"%'“ 0 0 —(r%fl + 7*_¥+1)

v (5.2.105)
and reduces for r — 1 to the usual SO(n + 1,n — 1) diagonal metric with n + 1
plus signs and n — 1 minus signs. Notice that the diagonal elements of C’ are real
while the off diagonal ones are pure imaginary, moreover C’ is hermitian (and can
therefore be diagonalized via a unitary matrix). '

As for the coordinates X, it is possible to define antihermitian x and 0, and real
w and dz. To define hermitian momenta we first notice that the partial derivatives
~ A’_ —_
2

470, (5.2.106)

behave, under the hermitian conjugation *, similarly to the coordinates z*:

(al)* = —5a a#tn,n+1 (5.2.107)
(0n)* = —0Onp1 - | (5.2.108)

As in (5.2.102)—(5.2.104) we then define:
P, = :%ﬁ(éa + 5,1/), a<ln (5.2.109)

V2
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Poy1 = — (0 — Ongy) (5.2.110)
Po=—=(8,—8y), a>n+1 (5.2.111)

It is easy to see that the P, are hermitian: F,* = P, and that in the classical
limit are the momenta conjugated to the coordinates X®: P,(X%) = —ihét. In the
r # 1 case we explicitly have (use dys = d;', d, = dpyy = 1):

P.(X®) = Zir¥h(df +d?)
P.(X%) = ea%"r%(dé - d;%) where e, =lifa<nand ¢ =~1ifa>n+1
while the other entries of the P,(X®) matrix are}zero.
By defining the transformation matrix N,? as:
P, = —ihN,%3, (5.2.112)
we find the deformed canonical commutation relations:
P, X% —rS% X*P, = —iAE] (5.2.113)

where
)

Sbcad = Naebetheg(M—l)gd(N‘l)hc’ E: = h

P.(X") = NS°M°  (5.2.114)
Similarly one finds all the remaining commutations of the P, X and dX algebra.
Notice that no unitary operator appears on the right-hand side of (5.2.113). Our
conjugation is consistent- with (5.2.113) without the need of the extra operator of
ref. [9] .

For n = 2 the results of this section immediately yield the bicovariant calculus
on the quantum Minkowski space, i.e. on the multiparametric orthogonal quantum

plane Fun,(1S0(3,1)/50(3,1)).

Note 5.2.3 In the r — 1 limit the reduced differential calculus on the coordinates
z® coincides with the » = 1 bicovariant differential calculus on IS0, ,~;(N) of
Section 4.7 [see (4.7.17)]. This is so because the /SO, ,-;(N) bicovariant differential
can be written da = (x% * a)ws® + (X*, ¥ @)we® = =0 (a * £'(x%)) — Me(a * £'(x*,)).
Similarly to Theorem 3.7.1, we have that (a*«'(x%)) = 0 when a is a polynomial in
z®. Then the exterior differential on such polynomials reads da = —n,°(a * £’(x*,))
as in the reduced differential calculus on the coordinates z°.
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5.3 Table 1: the /SO, ,(N)-bicovariant algebra

PSt afzd=0 | (5.3.115)
v = gz’ ;  oPu = ¢ tuab (5.3.116)
1 b )
—_ Cpaz® 5.3.117
2= T E L E S et o )
v =rvz; zu=r"luz (5.3.118)
Guz%z = zz° (5.3.119)
(z @ dz) = (r*Ps — Pa — Py)(dz @ z) + Pod(z ® ) (5.3.120)
1 A :
z°du = —(du)z® — ;(dxc)u; z°dv = q.(dv)z® + Ar(dz®)v (5.3.121)
qc
z°dz = —1-(dz):c° (5.3.122)
qc
udz® = g—;(d:vc)u » (5.3.123)
udu = r~?(du)u; udv = r~*(dv)u (5.3.124)
udz = (dz)u : (5.3.125)
7‘2 . ‘ : .
vdz® = —(dz)v (5.3.126)
gc
vdu = r?(du)v; vdv = r*(dv)v - - (5.3.127)
vdz = (dz)v (5.3.128)

2dz® = q(dz°)z (5.3.129)
zdu = r7(du)z +(r~? = 1)(d2)u : (5.3.130)
zdv = r*(dv)z + (r* — 1)(d2)v (5.3.131)
zdz = r~%(dz)z (5.3.132)

Ps(dz Adz) =0 (5.3.133)
2. .
dz® A du = ——du A dz dz® ANdv = F—g—%dv A dzf (5.3.134)
qc : : r
dz° Ndz = -—ldz. A dzf€ (5.3.135)
9c
duNdu =dvAdv=0 - (5.3.136)
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du A dv = —r~2dv A du (5.3.137)
dzANdu=—duidz; dzNdv=—dvAdz (5.3.138)
dzNdz=10 (5.3.139)

5.4 ‘Table 2: the ISO,,(N)-covariant z°%, v, 0,, 0, dz*, dv

algebra
P2 =0 - : (5.4.140)
zbv = qua’ (5.4.141)
z ® de = rR(dz ® z) (5.4.142)
zédv = q.(dv)z® + Ar(dz)v (5.4.143)
3 oL
vdz® = —(dz)v (5.4.144)
qc
dz A dz = —rRdz A dz ~ (5.4.145)
dz® A dv = —Ldv A dz® (5.4.146)
T .
dvAdv =20 (5.4.147)
Bz’ = rR¥ 4220, + (I + (r* — 1)vd.] (5.4.148)
Doz’ = qy2°0, (5.4.149)
Oy = %00, + 1 (5.4.150)
(P4)* 40,0, = 0 (5.4.151)
300 — S—ga.ab —0 (5.4.152)
Conjugation:
(2°)" = D%2’, (dz®)* = Ddz’, (8,)" = —rVd; DP9, (5.4.153)
v* =, (dv)* =dv, (0.)" =u— 0, (5.4.154)
1 1

r*=r7' ¢¢=—fora#n,n+1, ¢ = (5.4.155)

Ga dn+1
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5.5 Table 3: the reduced SO, .(N)-covariant z*, J,, dz°

algebra

P zzt =0 (5.5.156)
2@ dz =rR(de @ z) (5.5.157)
dz A do = —rR(dz A dz) (5.5.158)
9oz’ = rR¥_z0, 4+ 81 ~ (5.5.159)
P 0,0, =0 (5.5.160)

Conjugationﬁ ’
(z°)* = D%, (dz®)* = D%dz®, (8,)* = —rNd' D", 0, - (5.5.161)
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Chapter 6

Appendix

A The Hopf algebra axioms

A Hopf algebra over the field K is a unital algebra over A" endowed with the linear
maps:

A: A-ARA ¢: A=K, k: A A (A.1)
satisfying the following properties Va,b € A:

(A ®id)Aa) = (id @ A)A(a) (A.2)

(e ®@id)Aa) = (1dRe)A(a) =a (A.3)
m(k ® td)A(a) = m(id ® k)A(a) = e(a)l (A.4)
Aab) = A(a)A(b); A()=1IQ1 (A.5)

)

g(ab) = e(a)e(b) ; e(I)=1 (A.6

where m is the multiplication map m(e¢ ® b) = ab. From these axioms we deduce:
r(ab) = k(b)s(a) ; Alr(e)] = T(k @ K)A(a) ; e[r(a)] =€a); w(I)=1 (A7)

where 7(a ® b) = b® a is the twist map.

B The derivation of two equations

In this Appendix we derive the two equations (2.1.108) and (2.1.110). Consider the
exterior derivative of eq. (2.1.30):

d(w'a) = d[(f* i *a)’]. (B.1)
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The left-hand side is equal to:.
d(w'a) =
=dv'Na—w ANda = -C, ‘W @uwra—w A (x5 *a)w =
=~Cjkiwj®wka—(fis*xj*a)wsij: :
= —Cu ' (fx ffra)? @w' — (f ,*xx;*xa)(w’ @uw — A% WP ®uw?) =
= [(_Cjk ifj pfkq - fi pXq T+ Asf;qfi sz) * a](‘-"p ® wi) (B.2)
The right-hand side reads:

A[(f; * a)w’] =
=d(f* ;*a)w’ + (f*; *xa)dw’ = _
i(xk*fij*a)_wk{\wj—(f"j*a)vC’quw”@wq=
= (Xk*fij*a)(wk@)wj _Ak;'qu@)wq)_ (fij*a)C'quwp(E@wq =
=[O f g = Aexef' 5 = Cpp ' f* ) * a)(w” @ W), (B.3)

so that we deduce the equation

—C = X+ N X =
=xof' g = A¥ paxift ;- CL 0 . | (B.4)

We now need two lemmas.

Lemma 1
frixal=(f*, xa)(f ;%0), ac A, §cI®, (B.5)
Proof
ff *al =
(1d @ f")A(a)AR(0) = a101f" (a2b) = =
a0y f*(a2) [71(02) = aif" (a2)0: f7 ((02) = |
(", % a)buf"(02) = (f*, xa)(f", *0). (B.6)
Lemma 2 ‘ A
fry*xw’ = Arfclwk. (B.7)
Proof
I *w = A ) ‘
(1 d® frl)A’?(wJ) :‘(id ® [t @ M) =
= W_kfr (M) = AT, (B.8)
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Consider now eq. (2.1.107) with A = f":

d(f";*a) = ", * da. | . (B.9)

The first member is equal to (xx * f*; * a)w®, while the second member is:

frixda = [ (x; *a)wj]‘:‘ (f" * xi * a)(f" *w’)
= (f", % xj* a)(A]w") (B-10)
We have used here the two lemmas (B.5) and (B.7). Therefore the following equa-
tion holds: . '

Xk*fnl:Aril I™ e * X5 (B.11)

which is just eq. (2.1.108). Equation (2.1.110) is obtained simply by subtracting
(B.11) from eq. (B.4).

C Two theorems on 7; and /;

Theorem 2.4.11
gt- = 'L‘t'-d + dz‘t,‘

t

that is
' v ail,_,,-nw'“ VAN Lwin (= FAn’
li(@iy iy A ™) = (igd + i) (aq 0" AL w™). (C.1)

We will show this theorem by induction on the integer n. To do this, we need
the following:

Lemma
If n = 1, the theorem is true, i.e.
éti(bkwk) = (Z.t’-d + diti)(bkwk). (02)
First we show that:
0, (WF) = (is,d + diy, )*. (C.3)

We already know that £, (w*) = w/C; *. The right-hand side of (C.3) yields:

(1, d + dig,)(WF) = iydwf + d(i;,0°) =
= —3C0nfi (W Aw?) =
= —1CuF (frixwi —wndl) =
= —1C*|(id® f) (Wi @ My) — §lwr] =
= -1C,* WfA — 5{@"] =
+1Cn* 8787 — A" wf =
= C, *ut

1

il
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and (C.3) is thus proved.
The rlght -hand side of (C.2) gives:

(id + dig,)(bew®) = i, (dbj A + brdw ) +d (byis, (w¥)) =
= th(dbk)f], * w - (dbk)it,.(wk)ﬂ-

+bkiti(dwk) + (dbk)iti(wk) =

B; ((Xn * bi)w )fJ * W+ byiy, (dw) =

(xn * bk)5"fJ * w + bk(zt‘d + diy )w* =

(Xn * bi) i % WF + bl (WF) =

o (bi) [ + bkft.»(wk) =

= fti(bkwk),

i

and the lemma is proved. We now finally prove the theorem.
Let us suppose it to be true for a (n — 1)-form:

b @iy 0w AL o) = (Gd + dig) (s, 5,02 AL w™). (C.4)
Then it holds also for an n-form. Indeed, the left-hand side of (C.1) yields

Caiy. auw™ A .. .wif) = | | |
= f't,-(an..‘i,,win) A foix (wiz Acwtt) Foag w0t A (WAL W)

while the right-hand side of (C.1) is given by :

(Z't,-d + diti)(ailminwil AW ) =
= gyfd(ai, w0t ) AW AL W = (agwt ) A dw? AL win)] +
dfis, (@i, ipw i‘)fj (W2 AL w™) — (a4, ,w) Ay ((.u’2 A w’")]
= i (dai Wt ) A e (07 AL w0™) + d(a e A (07 AL W'
—14;(@iy..0, W Wi )ik d(W? AL w0 F a0t A dd(wW? A L w’"
+diij(a’i1...inwil )fji * (wiQ AR .wi”) + Z.t,-(ai,...inwil) A fl; % d(w? A .. .win) +
—d(ai,. iw") At (W2 AL W) + i wt Adi (WP AL =
= [(Zt]d‘}‘dztj)(a” W “)] fJ * (w i2A,,_wi")+
F iy (id + dig) (W2 AL W) =
= th(ail..,inwil) A flix (W2 AL wm) + aq w0t Al (W2 AL W)

+

+ Z

and the theorem is proved. ' nus!
Lemma [i;,,4;, ] = is,°4;, — Aeifk&eoitf
Proof By definition we have

i, 20,1 (9) = Lurgy yeottee by (9) = 6'(x5) * (i1 % 9)) + 10, (8, (9))  (C.5)
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we therefore have to prove that
W (6) * (il Fx+9) = A%l (C.6)
First notice that on a generic covariant tensor 7 € I'®
i (T 1) = A flexiy, (1) (C.7)

as can be easily proved by induction with 7 = 7" @ w¥, 7' € I'®. To complete the
proof recall that x(x;)f’. = —x. [apply m(x’ ® id) to A(x.)]. 0o

Theorem [1;,, 4] = ip,.4,)=Ca i,

Proof

The proof is by induction, it holds on 1-forms, let assume it holds for a generic ¥
form of order n, we prove it holds also for the generic n + 1 form w® A 9. Use the
previous lemma to rewrite [i4,, 4, ] as (1)+(2):

(1) gl (W AD) =iy [(WCy, * A fPj %0 + w® A4y (9))]
=[Cy, “fifPi 4 [5ixs]) # 0 — " A Cyy “, (fP5 % 9) — w® Adg by (D)

(2) —-Akiljetkl‘tl (w“ A 7.9) = ""Akzljetk [fal * U — waitl(ﬁ)]
= [~ AR fu] %0 + Awb A Cy, * [P % i (9) — w0 A (=1)AH £,,4,,(9)

(3) C;; Fi (W AY) =C;

1] 7

Fferxd —C,, Ay, (9)

(C.8)
We then have
(D)+(2)=(3) = [Cy, *foif?s + frixs — Mxf51 = Cyy “f%)+9 (C.9)
~w" A Cy, i (f75 % 9) — A% fPr %y, (9)] (C.10)
—w* A [iti&j - Akfjftkit, et C” kitk]('l?) (Cll)
= 0 (C.12)

Where the first addend is zero because of (2.1.113), the second is zero because of
(C.7), the third because of the inductive hypothesis. oo
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