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Abstract 

The Study of Contact, Adhesion and Friction at the Atomic Scale 

by Atomic Force Microscopy 

by 

Robert William Carpick 

Doctor of Philosophy in Physics 

University of California, Berkeley 

Professor DanielS. Chemla, Chair 

Dr. Miquel B. Salmeron, Co-Chair 

The physical behavior of materials in contact with one another is generally not 

understood at the atomic level. In an attempt to quantitatively elucidate the fundamental 

mechanisms involved in contact, friction, and adhesion, atomic force microscopy (AFM) 

studies in ultrahigh vacuum (UHV) were performed with various single crystal samples. 

With low applied loads, the sharp tip on the end of the AFM cantilever forms a nanometer­

sized single asperity contact with a sample. Adhesion, loading, and friction forces acting 

between the tip and each sample were measured for these ideal contacts. 

To perform the experiments, a novel UHV AFM was designed, built and 

characterized. The instrument is the first variable temperature UHV AFM, and allows 

flexibility for sample exchange, AFM measurement positioning, and surface science 

investigations of the sample. 

Standard methods of force calibration for AFM have not yet emerged. 



Furthermore, the microfabricated cantilever probes typically utilized can possess varying 

and uncertain physical dimensions and mechanical properties. As well, several 

instrumental factors of the AFM can significantly alter the force detection sensitivity. In 

order to calibrate AFM measurements accurately, a novel technique was developed for the 

calibration of lateral forces and was applied whenever possible. The relative lateral to 

normal force sensitivity is determined by measuring these forces on surfaces which are 

tilted with respect to the scanning plane. The predicted geometrical coupling of forces is 

compared with the output signals to determine the relative sensitivity of the instrument. 

The occurrence of atomic-scale stick-slip friction forces was investigated with a 

number of samples. Atomic-scale stick-slip is observed to be a general phenomenon. 

Consideration of instrumental effects reveals that the apparent topography displayed in 

these measurements is in fact due to two-dimensional frictional forces. The observations 

raise important questions regarding interfacial commensurability, and energy dissipation. 

Friction between the rnica(OOOl) surface and various tips was measured as a 

function of applied load in UHV. At low applied loads, friction is observed to deviate from 

the macroscopic law of Amonton. Instead of being proportional to the applied load, 

friction is proportional to the area of contact predicted by the theory of elastic contact 

mechanics. Utilizing contact mechanics to calculate the contact area allows the 

determination of fundamental interfacial properties, namely the interfacial shear strength 

and the adhesion energy. The interface between mica(OOOl) and silicon nitride tips 

possessed constant interfacial shear strengths and adhesion energies. Platinum-coated tips 

exhibited substantially stronger adhesion and higher shear strengths initially, but both 

decreased progressively in proportion to the amount of tip-sample sliding contact. This 

behavior, due to changes of the tip structure or chemistry, indicates that friction and 

adhesion depend dramatically upon interfacial composition. Also, contact area depends 

upon the geometry of the contacting materials. Therefore, a tip-shape measurement 
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technique was utilized. The variation of friction with applied load was observed to depend 

upon the tip shape in accordance with the theory of contact mechanics. This result 

demonstrates that quantitative knowledge of the tip shape is crucial for extracting 

meaningful and reproducible results from AFM measurements. 

A new instrumental technique was developed which allowed the measurement of 

the lateral contact stiffness. This measurement provides further insight into the properties 

of the tip-sample contact, as it is proportional to the contact radius and the elastic shear 

modulus. A comparison between measurements in ambient and vacuum on mica samples 

with silicon nitride tips produces dramatically contrasting friction and contact area behavior, 

due to the presence of a water meniscus in ambient conditions. The silicon 

nitride/NaCl(OOl) interface in UHV was observed to possess smaller contact areas, 

adhesion energies and shear strengths than the silicon nitride/mica interface in UHV. 

A series of alkali halides were studied to compare their frictional properties. 

KF(OOl), KCl(OOl) and KBr(OOl) samples were cleaved and probed in UHV with a 

silicon nitride tip. The surfaces exhibit atomically flat terraces with predominantly 

monatomic steps. With these materials, tip-sample contact creates higher friction domains 

on the terraces. The structure, topography and degree of friction force contrast of these 

domains is material dependent. The dependence of friction upon load generally does not 

coincide with the behavior expected for an elastic contact. We propose that the observed 

domains result from surface structural changes created by low load tip-sample contact on 

these relatively soft materials and that this behavior is an example of the initial stages of 

wear at the atomic scale. 
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1. Introduction 

1.1 Overview: The Study of Friction 

Perhaps no physical phenomena is more common yet less understood than friction. 

We encounter and rely upon its effects every day of our lives - from the act of walking to 

the operation of machine parts. Economically, too, friction and related behavior have an 

impact: for industrialized nations, energetic and mechanical losses due to friction and wear 

are estimated to total 5 - 10% of their gross national products!, a substantial portion of 

which could realistically be recouped with knowledge gained from research2. 

The study of friction and the related phenomena of adhesion, wear and lubrication 

from a macroscopic and practical perspective is known as tribology and while this term was 

coined in the 1960's, these ideas have been pursued for centuries3. 

The earliest known records of scientific experiments on friction come from 

Leonardo da Vinci (1452-1519)3. After conducting numerous experiments with sliding 

blocks, rolling weights and other items, the Renaissance master came to two important 

conclusions: 

1. "Friction produces double the amount of effort if the weight be doubled." 

2. "The friction made by the same weight will be of equal resistance at the 

beginning of the movement although the contact may be of different breadths or lengths." 

In other words, the friction force resisting sliding was proportional to the load 

(normal force), and independent of the apparent area of contact between the sliding body 

and the surface. da Vinci noted the second observation with some surprise. 

Amonton (1663-1705) confirmed these observations some two centuries later in 

1699 with further experiments, from which came Amonton's Law of Friction: 

~=f.l·L ( 1.1) 



which states that the friction force F1 is proportional to the applied load L. The constant of 

proportionality, f.L, is called the coefficient of friction and is a property of the pair of 

contacting materials. Nearly a century later in 1785, experiments by Coulomb (1736-1806) 

distinguished between friction during sticking and sliding. He observed that the coefficient 

of kinetic friction, f.Lk, was generally smaller than the coefficient of static friction, f.Ls· He 

also observed that 11 was generally independent of sliding velocity. Coulomb also 

expressed surprise at the lack of dependence upon the apparent contact area. This 

comprises most of the physics that an undergraduate student will learn about friction. One 

can see that research in this field started off at a rather slow pace. 

Research this century has mostly been performed in the domain of engineering 

because of the obvious practical importance of tribological issues for a wide range of 

industrial and indeed, societal applications. For example, the lifetime and efficiency of a 

car engine, the optimization of engine additives, the operation of car brakes, and the 

reliability of tires all involve many different tribological problems. 

The main conclusion of this engineering work in fact confirms da Vinci's, 

Amonton's and Coulomb's observations: for a wide range of materials and conditions, 

friction between a pair of surfaces is proportional to load, independent of the apparent area 

of contact, and only weakly dependent on the relative sliding velocity. The lack of 

dependence upon the area of contact arises from the fact that the roughness of surfaces at 

the micrometer scale and below causes the real area of contact to be much smaller than the 

apparent area of contact. The true contact between the materials is comprised of a number 

of contacting asperities, or protrusions4,5 (Figure 1.1). The linear or nearly-linear 

dependence of friction upon load is a result of the complicated and nearly random geometry 

of these asperities4,5, and other complex phenomena at the interface including adhesion­

induced deformation6 and plowing of the surface asperities by each other and by wear 

particles?. While these observations are important, they fail to explain the behavior at the 
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Multiple 
Asperities 

FFJ.IL 

Macroscopic 
Contact. 

Single 
Asperity 
FF??? 

Figure 1.1 A macroscopic contact that appears 
confonning and continuous is usually composed of 
multiple contact points between many 
microasperities. The frictional behavior of such a 
contact follows Amonton's Law. The friction law 
for a single asperity contact is not known. The 
contact between an AFM tip and a sample is in fact a 
single asperity of atomic dimensions, whose 
properties can be studied. 

atomic scale, and cannot be used 

for predictive analysis. In other 

words, the friction coefficient, Jl, 

cannot be predicted for a given 

pair of untested materials. 

Thus, despite generations 

of work by scientists and 

engineers2,6,8-ll, a fundamental 

understanding of frictional 

processes has eluded us (although 

a great number of practical 

successes have occurred). This is 

essentially because the buried 

interface between materials in 

sliding contact is inherently 

difficult to access by most surface 

science techniques. Furthermore, 

an exact understanding of the 

origin of friction necessitates 

exploring these interfaces with 

atomic resolution - a challenging 

experimental requirement. 

Along with a desire to understand the macroscopic processes at a deeper level, 

novel problems have appeared which demand knowledge at the nanometer scale. The 

advent of small devices, triggered in part by the tremendous development of silicon 

microfabrication techniques12, has brought tribological problems to small length scales. 

For example, the whole technology of information storage as exemplified by the case of 
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computer hard disks with coatings and lubricants that protect the stored information, with 

dimensions that are measured in nanometers13. Micrometer-sized actuators, sensors and 

motors are other examples of novel technology requiring such knowledge for performance 

optimization14. 

These problems are beginning to be addressed by the recent development of several 

experimental techniques15,16. Instruments such as the surface forces apparatus (SFA) 17-

19, the quartz-crystal microbalance (QCM)20-22, the atomic force microscope (AFM)23,24 

and others25 are extending tribological investigations to atomic length and time scales. 

Furthermore, advances in computational power and theoretical techniques are now making 

sophisticated atomistic models and simulations feasible26. The emerging field of 

nanotribology attempts to use these techniques to establish an atomic-scale understanding 

of interactions between contacting surfaces in relative motion9,11,16,27-30. 

By using these techniques to address the questions outlined above, the knowledge 

gained could be used in combination with the highly developed fields of chemical 

engineering, materials processing/synthesis, and engineering design to produce machines 

' 
and devices with optimal tribological performance. However, this panacea is far from 

realization. Not only does the atomic-scale knowledge remain to be discovered, but then 

the gap between this atomic-scale understanding and macroscopic application will need to 

be bridged. This is no small task and is beyond the scope of this thesis. However, we will 

return to this issue in our concluding discussion. 

1.2 Atomic Force Microscopy 

1. 2.1 A Tool for Nanotribology 

The atomic force microscope IS an important instrument in the field of 

nanotribology, as it is capable of measuring interaction forces between tip and surface 

atoms at the atomic scale. These forces can reveal information about surface topography, 

lattice symmetry, adhesion, friction, elasticity, and wear with unprecedented spatial 

resolution. The AFM was invented by Binnig, Quate and Gerber in 198624. In a typical 
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AFM setup, a small sharp tip (with a radius typically between 10-100 nm) is attached to the 

end of a compliant cantilever (Figure 1.2(a)). The tip is brought into close proximity with a 

sample. Forces acting between the AFM tip and the sample will result in deflections of the 

cantilever (Figure 1.2(b)). The cantilever bends vertically (i.e., toward or away from the 

sample) in response to attractive and/or repulsive forces acting on the tip. The deflection of 

the cantilever from its equilibrium position is proportional to the normal load applied to the 

tip by the cantilever. The initial operation mode of the AFM measured the vertical 

topography of a surface by maintaining a constant repulsive contact force between tip and 

sample during scanning, akin to a simple record stylus. The deflection of the AFM 

cantilever was detected by positioning the tip of a scanning tunneling microscope (STM) 

above the cantilever. However, since its inception, a myriad of new operation modes and 

detection schemes have been developed which can measure, often simultaneously, various 

sample (and even tip) properties. Furthermore, the AFM tip-sample contact can in fact be a 

single asperity contact of nanometer dimensions (see Figure 1.1). Thus, for the first time, 

one can examine the atomic-scale properties of a well-defined interface. 

Perhaps the most notable extension so far of AFM capabilities was the realization 

that lateral forces between the tip and sample could also be measured. Referring to Figure 

1.2(b ), we see that lateral forces result in a twisting of the cantilever from its equilibrium 

position. Usually described as friction force microscopy (FFM), the first experiments 

which attempted to measure such lateral forces were carried out by Mate et af23. Using a 

tungsten tip on a graphite surface in air, the authors observed lateral (frictional) forces that 

varied with the atomic lattice periodicity of the sample. It was thus recognized that the 

atomic-scale origins of friction and related phenomena could be probed with this technique. 
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Figure 1.2 (previous page) (a) Diagram of the AFM set-up for the optical beam deflection 
method. The tip is in contact with a sample surface. A laser beam is focused on the back 
of the cantilever and reflects into a four-quadrant photodetector. Normal forces deflect the 
cantilever up or down, lateral forces twist the cantilever left and right. These deflections 
are simultaneously and independently measured by monitoring the deflection of the 
reflected laser beam. (b) An "approach curve" or . "force-distance" curve displays the 
vertical cantilever bending vs. lever-sample displacement. This displacement is measured 
between the sample and the rigidly-held rear end of the cantilever (as opposed to the front 
end with the tip which will bend in response to interaction forces). (i) The lever and 
sample are initially far apart and no forces act. (ii) As the lever is brought close to the 
sample, the tip senses attractive forces which cause the end of the lever to bend downward, 
thus signifying a negative (attractive) force. (iii) The attractive force gradient exceeds the 
spring constant of the lever at this point, and this instability causes the tip to snap into 
contact with the sample. (iv) The lever-sample displacement can continue to be reduced. 
Since this tip is in repulsive contact with the sample, the front end of the lever is pushed 
further and further upward. The force corresponds to the externally applied load. (v) The 
motion is reversed. Adhesion between the tip and sample maintains the contact although 
there is now a negative (tensile) load. (vi) Finally the tensile load overcomes the adhesion 
or pull-off force and the tip snaps out of contact with the sample. 

1. 2. 2 Instrumental Ingredients 

As mentioned previously, the force Fbetween·the tip and sample surface is sensed 

by the bending of a compliant cantilever, and the deflection of this cantilever L1z is 

measured by some sort of deflection sensing scheme. The deflections are small compared 

to the cantilever dimensions then the response is linear and the force is then calculated from 

Hooke's law: 

F=k·&. (1.2) 

Forces are measured over a range of points on the sample surface by rastering the tip over 

the sample using piezoelectric tubes, described in more detail in Chapter 2. The time scale 

of the measurements is limited by the mechanical stability of the apparatus and is typically 

in the microsecond to millisecond regime. Therefore, AFM is best suited to examine 

tribological processes with timescales that are similar or longer. 
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The most commonly used cantilevers are microfabricated cantilevers made of silicon 

and silicon nitride which are commercially available (Figure 1.3). They are fabricated with 

a variety of force constants (anywhere from 0.01 to 100 N/m), high resonance frequencies, 

and with very small yet reasonably durable integrated tips31-34. These levers can be coated 

with films to allow experiments with various tip materials35. Other cantilevers, such as 

wires with chemically etched tips23, parallel leaf-spring assemblies with diamond tips36, 

and tips held by double cross-hair force sensors37 are also in use and allow further choice 

of tip materials. 

To measure both normal and lateral deflections simultaneously, the optical beam 

deflection method38-40 has proven to be the simplest to implement and is currently in use 

by all commercially available instruments and several custom designs41,42. In this scheme, 

a laser beam is reflected from the back of the cantilever into a position-sensitive quadrant 

photodetector (Figure 1.2(a)). The difference between the signals from the upper and 

lower halves of the detector is proportional to the vertical deflection of the cantilever, and 

Figure 1.3 Scanning electron micrograph of a commonly used commercial V -shape silicon 
nitride cantilever. At left, a bottom view. The pyramidal tip at the end of the cantilever 
points toward the viewer. At right, a close-up side view of the tip. The cantilever 
thickness is nominally 0.6 J..Lm. 
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the difference between the left and right halves is proportional to the lateral deflection. The 

method in fact measures the angles by which the cantilever is bent by applied forces, which 

for small angles is linearly proportional to the tip deflections. Other deflection sensing 

schemes can be utilized, such as fiber optic interferometry43-45 and piezoresistive 

detection46,47. A force detection sensitivity of 1 o-10 N or better can be achieved. AFM 

measurements can be performed in a variety of environments: ambient air, controlled 

atmosphere, liquids48, or ultrahigh vacuum (UHV)38,49-51_ AFM is certainly the most 

versatile tool for nanotribology in terms of operating environment. 

1.2.3 Operation Modes 

There are different regimes in which forces can be measured with AFM. Figure 

L2(b) depicts in detail the normal force typically experienced by the tip as it is brought 

toward a sample surface. Two force regimes can be distinguished: the "attractive regime", 

where interaction forces (van der Waals, electrostatic, etc.) attract the tip to the sample but 

actual mechanical contact does not occur, and then the "repulsive" or "contact regime", 

where the outer electronic configuration of tip and sample atoms provide electrostatic and 

Pauli repulsive forces. On approach, these two regimes are separated by a snap-in 

instability which occurs when the attractive force gradient exceeds the spring constant of 

the cantilever. Interfacial surface forces between the tip and sample lead to adhesion during 

contact 

Surface topography is measured by enabling a feedback circuit to maintain a 

constant normal force by varying the relative vertical displacement as the tip is rastered 

across the sample. Such constant force images can be obtained in either the attractive or 

repulsive regimes. Several other methods such as AC modulation techniques can be used 

to image in the attractive regime, including a new "force modulation" technique52 which 

has been demonstrated to achieve true atomic resolution on surfaces, but these techniques 

will not be discussed here as they are not directly employed for nanotribological 

applications. 
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The amount of force required to pull the tip out of contact with the sample is called 

the pull-off force or adhesion force and is measured directly by acquiring an approach 

curve like the one shown in Figure 1.2(b). SFA and AFM experiments have observed that 

the adhesion force varies with chemical identity of the interface53,54. Obviously, exploring 

the origins of this force is of interest and will be discussed in detail in forthcoming 

chapters. 

The lateral twisting of the cantilever can be measured simultaneously with 

topography and often features that are not necessarily topographically distinct can show 

contrast in the lateral force signal due to different friction characteristics54•55. This 

suggests that friction imaging can have some degree of material or chemical sensitivity. 

Lateral force images often display atomic-scale stick-slip behavior with the periodicity of 

the atomic lattice of the sample56. This phenomenon will be discussed in detail in Chapter 

4. The lateral force can be measured over a range of applied loads, and in fact examining 

the dependence of friction upon load reveals important information about the tip-sample 

contact and is examined in Chapters 5 and 6. 

The response of the sample to a small, modulated force is dependent upon the local 

sample elastic properties. Normal force modulation57-59 can thus be used to locally 

investigate the Young's modulus of the sample. However, the tip-sample contact area can 

also be probed by such a technique. In this thesis, a novel modulation technique using 

lateral forces for this purpose is described in Chapter 6. 

In many ways, AFM techniques for quantitative, fundamental nanotribology are 

only in a nascent stage; certain key issues such as force calibration, tip characterization, and 

the effects of the experimental environment, are not fully resolved or standardized. 

Therefore, a substantial portion of this thesis is devoted to discussing and resolving some 

of these issues. 
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1. 3 Outstanding Issues 

Now that the capabilities of AFM have been briefly described, we need to consider 

what questions in nanotribology can be specifically addressed with AFM. By design, these 

will be very basic, fundamental questions. At the most fundamental level, friction, 

adhesion and wear need to be understood in terms of chemical bonding and of the 

elementary processes that are involved in the excitation and dissipation of energy modes. 

Several mechanisms have been proposed that we shall enumerate briefly here. One is due 

to coupling to the substrate (and tip) electron density that causes a drag force, similar to that 

causing an increase of resistance by the presence of surfaces in thin films60-64. The 

electronic time scales of these processes renders them extremely challenging for study with 

AFM. The QCM, which responds to dissipation in the nanosecond regime, is well suited 

to the examination of this mechanism. 

Another mechanism is the excitation of surface phonon modes in atomic stick-slip 

events. Delocalization of the excited phonons by coupling to other phonon modes through 

anharmonic effects and transport of the energy away from the excited volume leads to 

efficient energy dissipation65. While AFM is too slow to observe dynamic phonon effects, 

it can sensitively measure the forces and distortions that lead to sudden energy dissipation 

events due to elastic relaxations. This will be discussed further in Chapter 4. 

At high applied forces, wear processes leading to rupture of many atomic bonds, · 

and displacement and creation of dislocations and debris particles, are important and are 

part of the wide topic of plastic deformation of materials. AFM is capable of producing this 

damage, and then imaging the after-effects. However, isolating the individual atomic 

motions that took place in such a process is very challenging. Measurements such as this 

were not the main emphasis of this thesis. 

Recent theoretical and experimental results suggest another wear mechanism that 

might be playing an important role in energy dissipation, where the extent of the damage is 

restricted to the creation of point defects near the surface by rupture of bonds due to the 
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applied forces. Damage at this level is easily overlooked since, as we will discuss in 

Chapters 4 and 5, true atomic resolution is not usually achieved in contact AFM. Careful 

measurements are required to elucidate this mechanism, and a possible observation of such 

effects is reported in Chapter 7. 

The next level of complexity in our understanding includes questions such as the 

nature of the relative motion between the two contacting bodies: is it continuous (smooth 

sliding) or discontinuous (stick-slip)? How does friction depend upon the actual area of 

contact between a pair of materials? Are friction and adhesion related? The results 

presented in this thesis, specifically Chapters 4, 5 and 6, ~ddress these questions for a few 

model systems. 

Further questions involving lubrication are also extremely important. What is the 

behavior of lubricant molecules at an interface? How are they compressed and displaced 

during loading and shear? How does their behavior depend upon their molecular structure 

and chemical identity? AFM is also capable of addressing these questions, but 

investigations involving lubricant molecules were not a topic of this thesis. 
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2. Instrumentation 

2.1 Overview 

All of the results presented in this thesis were acquired with a home-built AFMI. 

Therefore, the design of this microscope is described in detail in this chapter. To date, the 

majority of commercial and custom atomic force microscopes operate in air or liquid. 

However this limits the range of materials that can be studied. In addition, true surface and 

tip cleanliness is nearly impossible to obtain in air. This is important, for example, because 

frictional forces crucially depend upon the experimental environment. Liquid films 

condensed around the tip from ambient vapor can act as a lubricant between the tip and 

sample, causing friction and adhesive forces to vary with changes in humidity2. It is also 

necessary to isolate the effects of contamination, which can also significantly affect friction. 

The ideal conditions for fundamental nanotribological studies at the atomic level can only be 

achieved in ultra-high vacuum (UHV). Therefore, an AFM which operates in UHV was 

designed and built. The design and construction was primarily executed by Dr. Q. Dai and 

Dr. R. Vollmer, with performance testing and subsequent changes made by the author. 

The design allows sample temperature variation from 100 - 450 K. The microscope 

head is capable of coarse x-y positioning over millimeter distances so that AFM images can 

be taken virtually anywhere upon a macroscopic sample. The optical beam deflection 

scheme is used for detection, allowing simultaneous normal and lateral force 

measurements. The sample can be transferred from the AFM stage to a Low Energy 

Electron Diffraction (LEED) I Auger Electron Spectrometer (AES) stage for surface 

analysis. The performance of this instrument is illustrated with measurements of NaCl, 

MoS2 and mica surfaces in UHV. 
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2.2 Design Concepts 

The force detection scheme used for this instrument is the optical deflection method, 

developed by Meyer et az.3 and Alexander et al.4, and improved by Marti et a[5. In this 

detection scheme, as described in Chapter 1, a laser beam is reflected off the rear side of the 

cantilever and its deflection is measured by a position-sensing photodiode detector. 

Normal forces which bend the cantilever vertically, and lateral forces which twist the lever, 

can be independently and simultaneously measured. 

The few UHV AFM systems developed so far operate only at room temperature6-12 

or additionally liquid helium temperaturel3. Imaging at different temperatures is not easily 

performed with these other designs. To allow variable temperature operation, the "walker" 

style microscope design is used, which is based upon the STM design by Frohn et all4. 

The key feature of the design is that the sample does not need to be attached to any 

piezoelectric elements for scanning or positioning. Instead, all the AFM components are 

mounted on a separate base supported by three piezoelectric tubes (piezos for short). The 

light source (an optical fiber and lens), the cantilever, and the photodiode are scanned 

above the sample while the sample remains fixed. The sample then resides in a sample 

holder that can then be easily clamped to a thermal reservoir for heating and cooling. This 

also allows easy sample transferring, as well as a large range of coarse tip positioning. 

With the beam deflection scheme, the optical alignment is critical. Since vacuum 

operation restricts mechanical access to an experiment, and since the fine positioning 

required for optical alignment would considerably complicate the apparatus, the design 

requires the optical alignment to be performed ex-situ. Optical misalignment after pumping 

and baking the chamber is small for Si leversl5,16, as well as levers that have been coated 

with films on both sides of the leverl7. Thermal drift of these levers during sample heating 

and cooling (to be discussed further in section 2.3.4) is also reasonably small. This system 

has an airlock to allow microscope access for occasional lever replacement or optical re­

alignment without venting the whole UHV chamber. 
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2.3 Design 

2.3.1 UHV System 

A schematic drawing of the UHV AFM system is shown in Figure 2.1. The 

chamber consists of two stages: the AFM stage and the surface preparation/analysis stage. 

The sample is mounted in a sample holder which is transferred between these two stages 

with a wobble stick. The sample holder functions as an approach ramp for the microscope 

and will be described in section 2.3.3. A load lock is included so that samples can be 

transferred in and out of the chamber without breaking vacuum. As well, an air-lock 

AFM 
manipulator 

..... 
..... 

' ' 

Raisable ;:J -
airlock t _j 

section for 
microscope Turbo pump 

access 

====~ Wobble stick 

Vibration isOiatio;;­
stack 

---

Cu 
block 

' ' 

AFM Stage 

' Optical fiber 

J 

I 
Sample 
platform 

/ Surface analysis 
/ manipulator 

/ 
/ 

/ 

',~ 
\ --
) LJ 

1 Sample introduction 

/ 

Surface Analysis 
Stage 

To ion pump and titanium 
sublimation pump 

spectrometer 

Figure 2.1 Schematic representation of the major components of the UHV AFM chamber. 
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system above the AFM stage allows the microscope to be taken to air, to change cantilevers 

for instance, without breaking vacuum inside the main chamber. The chamber is bolted 

onto a steel frame supported by a vibration isolation system described in the next section. 

The surface preparation/analysis stage is equipped with conventional surface 

analysis techniques: an ion sputtering gun for sample cleaning, a quadrapole mass 

spectrometer, a gas doser and a LEED/AES optics system for sample preparation and 

characterization: The sample holder is clamped onto a manipulator. The sample is cooled 

by a liquid nitrogen cold finger which is connected to the manipulator with copper braids. 

The sample can also be heated through radiation and electron beam bombardment (for high 

temperature) by using a tungsten filament mounted within the sample manipulator. As 

such, the sample can be cooled below 1 OOK or heated above 2000K. 

The microscope head is attached to a second manipulator that can raise or lower the 

microscope over the AFM stage. The microscope can be raised through a gate valve to a 

five-way cross airlock system to allow microscope access (for cantilever replacement, etc.) 

without breaking vacuum in the rest of the chamber. When the microscope is lowered onto 

the AFM sample stage, its three piezo legs stand upon the sample holder, completely 

decoupled from the AFM manipulator (Figure 2.2). 

The sample holder is held with two Be-Cu foil springs so that it can be inserted and 

removed with the wobble stick, yet is sufficiently clamped to prevent vibrations and ensure 

good thermal contact. Cooling and heating of the sample will be discussed in section 

2.3.4. 

The wobble stick is able to pick up and drop off a second sample from a platform 

located between the AFM and surface analysis stages. This allows a reference sample to be 

available at all times for immediate calibration and comparison. 

The wobble stick can also be used to cleave samples in-situ. A modified sample 

holder can be used which has a slot for a guided knife-edge. Rapidly jerking the wobble 

stick forward while pushing on the knife-edge provides enough force to cleave samples. 
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Figure 2.2 Details of the AFM head and the sample holder. Electrical connections to the 
photodiode and piezo sectors are made with 0.003" diameter wires running from a pin 
assembly above the manipulator (not shown). 

2. 3. 2 Vibration Isolation 

Isolating the experiment from vibrations is critical for any scanning probe 

microscope. Typical vibrations in buildings induced by elevators, stepping on the floor, or 

motion of the entire building itself can have amplitudes of a few micrometers. Without an 

effective damping system, this would eliminate the possibility of measuring surface 

features with sub-Angstrom sensitivity. To accomplish this, the entire UHV chamber is 

21 



mounted on a rigid steel frame which is supported by four "air legs"; laminar flow vibration 

supports18 with pressure regulators that maintain the chamber at a constant height. These 

elaborate shock absorbers effectively damp vibrations above 1 Hz. However, there is an 

important stability requirement for the effective operation of the vibration isolation system: 

the distance from the frame to the center of mass of the supported body must be less than 

half of the separation between the air legs. Unfortunately, the height of the chamber 

necessary to accommodate the airlock puts this distance slightly greater than preferred. 

Without any correction, the vibration isolation system is no longer in a critically damped 

regime and the chamber and frame will oscillate back and forth. A re-distribution of the 

weight by placing lead bricks on the chamber frame generally alleviates this problem. To 

allow the airlock to be opened for microscope access, a rop~ is attached to the top of the 

chamber and runs through a pulley above, which is attached to the laboratory wall. It is 

important to adjust the tension in this rope carefully as it also increases the chamber 

stability, although if too tight it will provide a means for building vibrations to be coupled 

into the system. Once properly set up, the system generally remains stable indefinitely. 

Some additional vibration isolation is provided inside the chamber itself by a stack of steel 

plates separated by rubber feet which supports the sample stage. This is described with the 

rest of the sample stage in section 2.3.4. 

2. 3. 3 Microscope Head Arrangement 

The microscope head and sample holder I approach ramp are depicted in FigUre 2.2. 

The microscope consists of a base plate, three piezo tubes for approaching and scanning, 

an optical fiber and lens, the cantilever, and a four-quadrant photodiode detector. 

The piezos are a lead-zirconate-titanate (PZT) ceramic material19. PZT materials 

possess a perovskite crystal structure. The non-centrosymmetric unit cell has a dipole 

moment which means that an applied electric field will distort the crystal. Specifically, the 

material will elongate in the direction of the applied field, and to preserve volume will 

contract perpendicular to the field. A response of 10 nrnN olt is typical for these materials. 
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Therefore, low-noise electronics can apply fields in the milliVolt range which distort the 

piezos with sub-Angstrom position. Tube structures with sectored electrodes allow x, y, 

and z distortions and are described in detail by Chen20_ 

The nickel-plated aluminum base plate which holds all the head components is 

1.25" in diameter and 0.1" thick. The mass of the microscope head should be kept as small 

as possible to maximize its stiffness. Since laser diodes require massive heat sinks during 

operation, it is not practical to attach a laser diode to the microscope head directly. 

Furthermore, bakeout compatibility would involve non-trivial design considerations for the 

laser diode. Therefore, light is brought from an external laser diode into the chamber with 

a single-mode optical fiber. The single-mode fiber completely filters higher modes that are 

typically emitted from laser diodes. A well-directed, circular beam profile thus emerges 

from the fiber end. The fiber enters the chamber through a small hole drilled through a 

flange, sealed with Torr-Seai21. Outgassing from the fiber jacket in UHV is found to be 

negligible as the chamber base pressure is routinely below 5 x 10-
10 

Torr and has been as 

low as 7 x 10·11 Torr. Index-matching epoxy22 attaches the fiber to a graded-index 

(GRIN) rod lens23 on the microscope head which focuses the laser beam onto the 

cantilever. 

Commercially available microfabricated cantilevers are used. For mounting in the 

microscope, they are attached to a small iron piece with low vapor pressure epoxy. The 

iron piece is in tum held onto the microscope by a magnet embedded in a central post as 

shown in Figure 2.2. This allows easy positioning of the cantilever by moving the iron 

piece with tweezers so that the incident laser beam will be properly positioned at the center 

of the back end of the lever. The position of the laser spot is checked with an optical 

microscope, as well as by examining the pattern of diffracted light beneath the cantilever. 

An asymmetric diffraction pattern indicates that the spot is not aligned on the center of the 

end of the lever. The end of the center post which contains the magnet is machined at a 

22.5" angle, thus the reflected beam is at a 45• angle to the vertical incoming beam. With a 
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Si or Si3N4 cantilever coated with gold, roughly 70% of the incident light is reflected off 

the back of the lever and collected by the photodiode. 

The photodiode is mounted on an aluminum block, which is held onto the base 

plate with a thin Be-Cu foil which functions as a spring clamp. The position of the 

photodiode can be adjusted by hand by moving the aluminum block within its slot until the 

beam is centered on the detector. The aluminum block is machined at a 45• angle so that 

the reflected laser beam will be normally incident. 

The microscope is supported by three piezo tubes 0.5'' long, 120· apart on a 1.0" 

diameter. The tubes are used for offsetting, scanning and inertial approaching/translating 

of the microscope. These tubes are 0.125" in diameter and have a wall thickness of 0.02". 

Sapphire balls are attached to their ends with low vapor pressure epoxy. The sapphire balls 

facilitate the inertial motion. The resulting static friction force is small enough to allow the 

sapphire balls to slide across the ramp when the voltage applied to the piezo is suddenly 

changed, but large enough to hold the microscope steady while it is being scanned. 

The coarse approach mechanism is identical to that of the walker type STM14. A 

saw-tooth voltage wave deforms the piezo legs in such a way that the microscope rotates 

through inertial motion. The sample holder, as illustrated in Figure 2.2, consists of three 

sloped ramps machined along the circumference. Therefore, as the microscope head 

rotates, it slowly descends, approaching the tip gradually toward the sample. The 

electronics halts the approach when the lever makes contact with the sample. The 

microscope can be retracted by 'applying a reversed voltage signal so that the microscope 

will rotate up the ramp. Inertial motion can also translate the microscope laterally across the 

ramp to image different parts of the sample. The sample holder can accommodate a sample 

as large as 8 x 8 mm2
, all of which is accessible to the microscope: The lowest 

eigenfrequency of the microscope head is -1.1 kHz. This limits the scan rate to less than 

100 scan lines/second. The microscope is controlled by analog control electrons24 

interfaced to a PC. The photocurrents from the four segments of the quadrant detector are 
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preamplified separately. These signals are then fed into a home-made analog electronics 

system which performs the summation and'subtraction of the four signals. 

2.3.4 Sample Temperature Variation at the AFM Stage 

The method for sample temperature variation was designed primarily for AFM 

operation at or below room temperature, and so the method and results of sample cooling 

will be described in detail next. However, the AFM can also be operated with the sample 

temperature substantially above room temperature. 

The cryogenic arrangement is depicted in Figure 2.3. The sample holder is 

mounted on top of a massive (-3 kg) copper block, where it is held in place with two Be-
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Figure 2.3 Schematic representation of the AFM cryogenic arrangement. 
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Cu spring clamps. Under the copper block there is a stack which consists of two stainless 

steel plates with silicone rubber plugs in between for additional vibration damping. The 

silicone25 is preferable to Viton or other materials because it retains its elastic character over 

a large temperature range, and outgasses minimally. To reduce heat transfer, a glass plate 

separates the stack and copper block which sits on three 0.1" diameter glass balls. The 

· copper block makes no other contact with the chamber. 

The sample can be cooled with liquid nitrogen through a retractable cold finger to 

below 90K. The cold finger is made of copper, with dimensions approximately 2" x 1" x 

1 ", mounted on a linear motion feedthrough. Two thin-wall stainless steel tubes are 

welded onto the cold finger, connected via a hole machined through it to allow liquid 

nitrogen flow. The sample is cooled by flowing liquid nitrogen through the cold finger 

while it is pressed against the copper block. The cold finger is retracted once the sample 

has reached the desired temperature, leaving the sample and copper block mechanically 

isolated. The copper block is surrounded by a stainless steel cylinder which holds three 

Teflon set screws, set very close to but not in contact with the copper block to prevent the 

block from tipping over when the cold finger is pressed against it. 

To determine the temperatures of the various components of the AFM stage, 

thermocouples were attached to the copper block, the sample ramp, a mica sample, and 

four different parts of the microscope itself. The underside of the mica sample was 

attached to the sample holder with a thin layer of epoxy. 

Figure 2.4 shows the various temperatures plotted vs. time. The first section of the 

plot is taken with the cold finger in contact with the copper block while liquid nitrogen is 

flowed through it. The block cools down from room temperature to 90K in less than 2 

hours. At point A, the cold finger is retracted and the copper block is now thermally and 

mechanically isolated. The components slowly warm up due to radiative heat transfer with 

their room temperature surroundings. The initial warming up rate of the sample is -3 

Klhour. This is slow enough to allow several images to be acquired within a one degree 
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Figure 2.4 Temperature vs. time of the various AFM components during cooling. A mica 
sample is mounted in the sample holder. At t = 0, the cold finger is put in contact with the 
copper block. At point A (t = 1.5 hours), the cold finger is retracted. The sample has 
cooled to -105 K at this point. The initial warm-up rate is -3 Klhour. Various parts of 
the microscope itself do not cool substantially. The iron piece and microscope base plate 
curves nearly overlap. 

Kelvin range. In this case, the sample remained -15 degrees warmer than the sample 

holder due to the poor thermal conductivity of mica along its c-axis. However the 

removable sample holder is only -2 degrees warmer than the copper block, showing that 

the spring clamping creates a good thermal contact between the sample holder and the 

copper block. 

Piezo sensitivities vary significantly with temperature, so it is important to check if 

the piezos cool substantially. The lower end of the piezo leg only cools to - 250K with the 

copper block at 90K, indicating good thermal isolation. The upper part of the leg reaches a 

minimum temperature of - 265K. This demonstrates that over the entire low temperature 

27 



range of the experiment, the piezo gain will not change dramatically. Indeed, by comparing 

atomic lattice resolution images taken at room temperature and at low temperature, the 

change in gain due to piezo cooling can be measured. With Tblock=100 K, the gain was 

only about 10% smaller than at room temperature. This is consistent with the sensitivity 

decrease expected for these piezos at approximately 250-260K, according to the 

manufacturer's data. The microscope base and the iron piece which holds the cantilever 

both reach a minimum temperature of -270K. Therefore, the microscope is well insulated 

from the ramp. 

All scanning probe microscopes are subject to some thermal drift. The thermal drift 

was measured with a Si cantilever15 on a cooled mica sample in two separate experiments. 

Rpughly 60 minutes after the cold finger was retracted, with T block= 1 OOK, thermal drift 

rates of typically 0.05 - 0.1 mnls in the lateral direction and 0.02 - 0.04 mnls in the z­

direction with the lever in contact with the sample were measured. These drift rates are not 

dramatically worse than the typical corresponding rates at 297K: 0.03 mnls or less 

laterally, 0.01 nrnls or less in z. Overall, the drift at lOOK is smooth and small enough so 

that it may be easily corrected for with image processing functions provided by the system 

software. The drift rates decrease with time as the microscope equilibrates further and the 

copper block warms up. Furthermore the lever will cool somewhat due to radiative 

exchange with the sample and conduction through the microscope body. With the lever out 

of contact, its equilibrium position drifted upward by approximately 100 nm compared to 

room temperature. Despite this change in alignment, the laser spot has not deviated far 

enough from the center of the photodiode to impair deflection sensing. This upward 

bending of the lever is most likely due to the thin gold coating on the top of the lever which 

will undergo more thermal contraction upon cooling than the lever material itself (Si or 

Si3N4)26. The lever relaxes to its original position when the AFM stage returns to room 

temperature. 
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Sample heating is conducted as follows. To temporarily heat the sample, a tungsten 

filament is mounted inside the copper block. The filament is buried inside ceramic 

shielding to reduce heat loss to the copper block, but is placed as close as possible to the 

sample to improve the heating efficiency. The sample can be heated to -500K by radiation 

alone, or about 1500K through electron beam bombardment. However, to provide enough 

stability to acquire AFM images, the sample needs to be in thermal equilibrium with the 

copper block so that the rate of temperature decrease will be slow. To achieve this, the 

entire copper block can be heated; analogous to the cooling method, heated air can be 

flowed through the retractable copper block while it is in contact with the sample block to 

raise its temperature. Alternately, one can take advantage of the elevated temperature of the 

copper block after baking the chamber. An image acquired in this fashion is presented in 

the next section. 

2.4 Performance 

All of the following results were acquired in UHV with a chamber pressure of 

4xl0-10 Torr or less using Si cantileversl5 with a nominal spring constant of 1.1 N/m. 

2. 4.1 Room Temperature 

Figure 2.5 shows AFM images taken on a NaCl(OOl) surface, cleaved and imaged 

in UHV at room temperature in the topographic mode. Figure 2.5(a) is an atomic lattice 

resolution image of the NaCl(OOl) surface. The observed lattice spacing on NaCl(OOl) is 

0.40 ± 0.01 nm, matching well with surface lattice constant, i.e. the nearest neighbor 

spacing between identical ionic species of0.398 nm. Figure 2.5(b) is a large scale (1.2 x 

1.2 f..Lm) image, in which monatomic steps are clearly resolved. 
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Figure 2.5 Topographic images of NaCl(OOl) in UHV. (a) 3 x 3 nm2 image showing 
atomic lattice resolution in UHV. The image was taken with an external loading force of -5 
nN. (b) Large scale (1.2 x 1.2 J.l.m2

) topographic image showing monatomica steps. The 
non-rectangularity of the images is from a correction imposed to account for an asymmetric 
de-polarization of the piezo tubes that was later improved. 

(a) (b) 
Figure 2.6 Topographic images of MoS2 at -430K. (a) The usual lattice spacing (0.31 
nm) is observed with weak contrast. (b) A greatly distorted lattice and enhanced contrast 
( -8 times greater) is temporarily imaged, possibly due to a sliding flake between the tip and 
surface. The non-rectangularity is explained in Figure 2.5. 
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2.4.2 Above Room Temperature (430 K) 

Figure 2.6 shows a MoS2 crystal cleaved in UHV and imaged at -430K. In Figure 

2.6(a), the measured atomic periodicity is 0.31 ± 0.01 nm, in agreement with nearest 

neighbor separation of 0.316 nm. During this particular experiment, the character of the 

image·changed dramatically at one point. Figure 2.6(b) is an image that was subsequently 

obtained. The lattice is greatly distorted and the corrugation enhanced. This behavior is 

most likely due to the presence of a sliding flake between the tip and the sample, a 

phenomenon previously observed with scanning probe microscopy on other layered 

materials27. The flake slides between the tip and sample during scanning, and the 

periodicity along the scan direction is therefore reduced. By pulling the tip out of contact 

·with the surface and then placing it in contact again, the images reverted back to the type 

shown in Figure 2,6(a), with the usual lattice spacing. 

2.4.3 Below Room Temperature (110 K) 

A mica sample was cleaved in UHV and then cooled until the sample block was at 

90K. A 10 x 10 nm2 atomic lattice resolution image is presented in Figure 2.7 showing 

simultaneous topographic and lateral force images. This image was acquired roughly 60 

minutes after lowering the microscope onto the cooled ramp/block. From the 

aforementioned temperature measurements, the sample temperature is estimated to be 

-11 OK for this image. The inset spatial Fourier transform of the image indicates that 

distortion due to drift is not dramatic. The error in the spot position in the Fourier 

transform is due to a roughly 10% decrease in the piezo gain due to slight cooling. The 

mica surface could be reproducibly imaged with atomic lattice resolution over the entire 

range of 110 - 296K. 
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(a) (b) 

Figure 2.7 Simultaneous (a) topographic and (b) lateral force images (10 x 10 nm2
) of 

mica at -11 OK. The scale bar in the figures represents 2 nm. The contrast arises from 
atomic scale stick-slip behavior. The inset Fourier transform closely resembles the 
hexagonal pattern expected for mica. The spot locations differ from those measured at 
room temperature by -10%, indicating a small decrease in piezo gain due to slight cooling. 
The spot angles (0°, 56°, 125°) indicate small distortion due to thermal drift during imaging. 
The images were acquired in approximately 30 seconds. 

2.5 Summary 

A UHV AFM has been constructed and tested. The instrument can measure atomic-

scale variations in normal and lateral forces. The system provides a wider experimental 

temperature range, 100 - 450 K, than any other known UHV .AFM: in operation. The 

chamber is equipped with surface preparation and analytical instruments to take full 

advantage of the UHV environment. 
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3. Force Calibration 

3.1 Introduction 

In this chapter we consider a number of specific issues related to the calibration of 

force measurements using friction force microscopy (FFM). As discussed previously, 

FFM can provide information on the atomic level frictional properties of surfaces. 

However, reproducible quantitative measurements are in fact difficult to obtain for reasons 

we shall discuss below. 

The most common experimental apparatus for FFM combines commercially 

available microfabricated silicon or silicon nitride cantilever-tip assemblies with an AFM 

using optical beam deflection sensingl,2. All commercially available scanning probe 

microscopes capable of FFM and many custom designed instruments use this 

combination3.4. 

Microfabricated cantilevers offer many advantages - they are available in a range of 

force constants, their small size leads to high resonant frequencies, they are relatively easy 

to use, and the tips are relatively sharp and durable. On the other hand, their small size 

makes it difficult to make direct measurements of mechanical properties such as the force 

constants of the cantilever. Calculation of cantilever force constants are also difficult as 

they depend on knowledge of critical dimensions such as lever thickness and tip height that 

are difficult to control in fabrication and difficult to measure accurately even with a good 

scanning electron microscope (SEM). The mechanical properties of silicon nitride 

cantilevers produced by chemical vapor deposition (CVD) can vary widely5,6. Levers are 

often metalized to increase optical reflectivity, but the thickness and mechanical properties 

of the coating (grain size, etc.) may not be known and the effect of metalization on the 
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cantilever force constants can be significant?. In general, calculations for the commonly 

used V -shaped levers require complex numerical methods8,9. 

The optical beam deflection sensor also has experimental advantages for FFM along 

with difficulties for quantitative friction measurements. One sensor can measure 

deflections due to both normal and lateral forces. The sensitivity and signal/noise ratio of 

this method are good and changing cantilevers is relatively easy. However, both the 

absolute values and the ratio of normal and lateral force sensitivity depends on· the precise 

alignment of the laser beam with respect to the cantilever. Furthermore, the angular 

deflection of commercial cantilevers due to lateral forces is one to two orders of magnitude 

smaller than for normal forces, so small misalignments can cause significant errors m 

lateral force measurement due to cross-talk between normal and lateral deflections. 

In general, discussion or even statements of uncertainties in AFM measurements is 

often neglected. A good introduction to aspects of error analysis with force microscopy is 

contained in the paper of Schwarz et af.10 Here we will discuss some experimental aspects 

of the optical deflection FFM, present methods for estimating the normal and lateral 

response of microfabricated cantilevers, describe the "wedge" method of force calibration, 

and present experimental results for commercial V -shape cantilevers 11. 

3. 2 Optical Beam FFM 

In the optical beam deflection method, a laser beam is reflected off the back of the 

AFM cantilever into a quadrant photodiode position sensitive detector. We define a 

coordinate system with X along the lever long axis, Z along the tip axis, and the origin at 

the base of the lever. The incident laser beam is in the X-Z plane, and the reflected beam is 

incident on a four-quadrant photodiode which is (ideally) oriented with one axis along the 

Y direction in the X -Z plane (Figure 3.1 ). For small deflections the difference in 

photocurrent between the upper and lower pairs of diodes (A-B) will be proportional to the 

slope of the lever in the X-Z plane at the point of reflection X usER· Similarly, the difference 

in photocurrent between the left and right pairs of diodes (1-2) is proportional to the lever 
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Figure 3.1 Schematic of cantilever and deflection sensor for the optical beam deflection 
FFM. The incident laser beam in the X-Z plane is deflected proportional to the slope (not 
the displacement) of the lever X-Z plane, and to the twist of the lever normal out of this 
plane, at the point where the laser beam hits the lever. 

twist out of the X-Z plane at X usER· 

The photodiode output signal S as a function of angular deflection q> can be 

calculated for a Gaussian beam if the total size of the photodiode is large compared to the 

laser spot and the "dead" area between the quadrants is neglected. In this case 

S( ) - A - B - 1 1 ~f.oo ~~: d q> ---- -- - e u 
A+ B Am n "' 

(3.1) 

where L1m is the Gaussian half width (angular divergence) of the beam, A is the 
\ 

photocurrent on the upper two quadrants, and B is the photocurrent on the lower two 

quadrants. This expression cannot be integrated analytically, but it may be expanded 

around q> = 0 (see Appendix), with x = _!!!__ 
Am 

S( ) - 18 [1 2 2 2 4 4 6 ] x --y-;x - 3 x + 5 x - 21 x + ... (3.2) 

The term in square brackets describes the non-linearity of the detector response. For 

S = 0.2, the deviation from linearity is -1% and for S = 0.5 it is -6.1%. Under our typical 
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experimental conditions, a normal force of - 1 nN produces a deflection S - 0.002. The 

photodiode detector signal is quite linear in response to FFM lever deflection over a 

relatively wide range, which we have verified experimentally using a laser interferometer to 

independently monitor microscope displacement. 

If the reflected laser beam is round, the angular sensitivity is equal for deflections 

due to normal and lateral forces. This is often not the case under experimental conditions. 

Most optical beam FFMs use diode lasers, which produce asymmetric beams. In addition, 

if the laser spot is not carefully focused and aligned on the cantilever, there may be 

significant diffraction effects where the reflected spot is cut off by the cantilever edge. Let 

R . - dSNORMAL/dSLATERAL (3.3) 
DETECIOR- dt} d{j> 

describe the angular sensitivity ratio for normal and lateral angular deflections. If the beam 

is focused on the cantilever through a single-mode optical fiber, it is possible to have a 

radially symmetric and well focused Gaussian beam incident on the cantilever. In this case 

RvETEeroR can be very near 1. 

Forces acting on the apex of the tip in the Z direction cause the lever to bend with a 

displacement z and tip spring constant k2 of the form 

z(Fz,x) = F'zf(x) (3.4) 

(3.5) 

with the tip located at X . Microfabricated levers are generally planar, and quite stiff with 
TIP 

respect to bending in the X-Y plane, and in any case such deformations cannot be detected 

by the optical beam method. The main effect of lateral forces (acting on the tip apex in the 

Y direction) is to twist the lever, with an angular deflection E> and resulting tip spring 

constant ky of the form: 

(3.6) 
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{3.7) 

where J4rp is the cantilever tip height. Longitudinal forces (acting on the tip apex in the X 

direction) are more complicated for the optical beam FFM. The in-plane compression of 

the lever is insignificant, so the main effect is to cause buckling of the lever in the X-Z 

plane 

(3.8) 

The tip displacement L1x and associated spring constant kx for the tip apex in the X direction 

due to cantilever buckling are 

& = F !Jl iJh(XTIP) 
x TIP dX (3.9) 

k -1 '!Jl ahcxTIP) 
X- TIP (}x (3.10) 

Bending of the tip itself due to forces in the X or Y direction will not be detected by the 

optical beam method. Compression of the tip along its axis (Z direction) is insignificant. 

We can define a lever deflection sensitivity ratio 

(}j(x) / 
RLEVER(x) =---;;;-j g(x) 

as the ratio of angular deflections produced by normal and lateral forces. 

(3.11) 

For the "V-shape" cantilevers commonly used in FFM the functions f(x), g(x) and 

h(x) that describe the lever response must be calculated numerically. Some insight into the 

general properties of the optical beam method can be gained by considering the form of 

these functions for a simple rectangular beam lever of width 'WL and thickness q;_ which is 

small compared to its length Lu with a tip of height J4rp at the extreme end (X TIP = LL). 

Using familiar continuum elasticity theory formulasl2 

f(x) = 6£Lx2- 2x3 

E'WL'IL3 

(x) = 3HTIPx . 
g G'W. rr, 3 

L L 
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(3.14) 

where E and G are the Young's and shear moduli of the cantilever. Notice that these 

functions do not have the same x dependence - the ratio as well as the absolute values of the 

angular sensitivities to normal and lateral forces depend on the laser spot position X LASER" 

For the simple beam 

R ( ) 
_ 2.LL -x 

LEVER X -
HTIP(l + v) 

(3.15) 

where 

G= E 
2(1 + v) 

(3.16) 

defines the Poisson ratio v. 

Typical microfabricated cantilevers have tip heights - 3 - 4 J.Lm and lengths 

- 80- 300 J.Lm, so the lateral force signals are- 20 to 80 times smaller than the normal 

force signals. Uncertainty in tip height will cause an error ARLEVEII'RLEVER of -&lrr/HTIP• 

and uncertainty in laser spot position will cause an error of - X LASER I LL if the laser spot 

is near the end of the lever. 

3.3 Spring Constant Estimates 

An estimate of the response of a "V" lever has been made by treating it as a variable 

width beam. The curvature of a small solid element is proportional to the moment of torque 

acting on it and inversely proportional to the product of the elastic modulus and the moment 

of inertia around the bending axis 12. Using this approach for the lever, the curvature at a 

distance x from the base of the lever is 

d2z(x)- Fz. (XTIP- x) 

dx2 El(x) 
(3.17) 

where the moment of inertia l(x) = 1~ WL(x)'IL3 depends on the projected width of the lever 

along the y axis. Likewise the curvature due to lateral forces is 

Ge(x) _ FrHr1P 

dx Gl(x) 
(3.18) 
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These expressions can be integrated analytically for each section and combined, matching 

boundary conditions for continuity, to give g(x) and dj(x)f()x along the lever. 

This approach is similar to the "parallel beam approximation" (PBA) analyzed in 

detail by Sader13. Warmack et az.14 have also used this type of approach to analyze normal 

deflections and the effects of cantilever buckling on AFM response. Unlike Sader and 

references therein, we also calculate torsional and buckling force constants, and explicitly 

include the effect of the triangular "fillets" (a 10% effect for short levers) in the corners of 

the central area cut-out of the "V'' lever (Figure 3.2). Our approach gives the same result as 

Sader's first order solution for the solid triangle region at the end of the lever. His analysis 

shows that using the actual arm width, instead of the arm width projected in the Y 

direction, is a better approximation for the normal force constant. Sader's analysis also 

shows that values for the normal force constant estimated by good PBA-type 

approximations are within 10-20% of the results of a detailed finite element calculation. 

The errors resulting from the approximations used in the force estimates are probably less 

than the errors due to uncertainty in the physical properties of the lever (thickness, 

modulus, tip height, metalization thickness, etc.). 

The results of this calculation for a Park Scientific Instruments "F' lever that is 

displayed in Figure 3.2 are shown in Figure 3.3, assuming an elastic modulus of 155 GPa 

and a Poisson ratio of 0.27 for CVD silicon nitrideS. If the laser beam is positioned in the 

center of the triangular region at the end of the lever, the estimated angular deflections 

produced by normal, lateral and buckling forces are 32.2, 1.26 and 1.99 ~radlnN, 

respectively. For this relatively short and stiff lever, the triangular fillets increase the 

normal stiffness by -10%. Integrating the expressions for angular deflection a second 

time, we obtain estimates for the force constants of 0.508, 132 and 209 N/m. The nominal 

normal force constant for the "F' lever is 0.50 N/m. These calculation have not taken the 

tip offset into account (Figure 3.2), nor the effect of the gold coating. 

41 



Figure 3.2 (a) A scanning electron micrograph of a gold coated Park Scientific Instruments 
"F' cantilever. The indicated dimensions are in micrometers. (b) A higher magnification 
view of the end of the lever, showing the position of the tip (at the apex of the pyramid) 
relative to the lever. The tip is off-axis by an amount close to its nominal height of 3 
micrometers, which is an additional source of coupling between normal and lateral forces. 
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Figure 3.3 (a) Calculated curves showing the variation in slope (in micro-radians) along 
the length of the triangular region at the end of the cantilever shown in Figure 3.2 for a 1 
nN normal or lateral force (lateral slope xlO). (b) The ratio of angular deflections for this 
lever in response to normal and lateral forces, as a function of the laser spot position. A 
-10 J.Lm uncertainty in laser spot position will give a 20% variation in measured friction 
coefficient. 
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The sensitivity ratio RLEVeix) is plotted in Figure 3.3(b). This graph shows that 

RLEVER is about 20% more sensitive to laser spot position for the "V" lever than for the 

simple beam ~f the same length and tip height. This is because the triangle at the end of the 

"V" lever twists more than any other part, while most of the bending takes place near the 

base of the cantilever, where the normal force lever moment is the greatest. 

For any of these calculations, all the cantilever dimensions and the relevant moduli 

of elasticity (Young's modulus, shear modulus, Poisson ratio) are needed to calculate the 

force constants. The density is also needed to calculate the resonance frequency, which is a 

useful comparison because the free resonance frequency of these cantilevers is typically 

very easy to measure from the power spectrum of the cantilever's thermal vibrations. Such 

a measurement reduces the number of unknowns in the calculationsiS. In any event, the 

dimensions of the cantilevers are not easy to measure (a good scanning electron microscope 

is required, particularly to measure the sub-micrometer thickness of the cantilever which is 

a critical parameter), and the elastic moduli and density of the cantilever materials are 

uncertain. 

3.4 Normal Force Calibration 

While these formulae and calculations are useful to obtain estimates of the forces 

applied, clearly from the above discussion it is much more desirable to have an in-situ 

method of directly measuring cantilever force constants. Unfortunately, since the 

microfabricated levers are so small, non-destructive in-situ testing is difficult. 

Nonetheless, some methods for calibration of the normal force constant have been 

successfully implemented. These include: measuring deflections or resonance frequency 

shifts for levers loaded with known massesl6-I8, and measuring the deflection of the 
. 

cantilever when in contact with another lever of known spring constantl9,20. Comparison 

of the cantilever's thermal noise with formulae can provide a calibration21 although 

measurements of the cantilever's properties are still required. It is incorrect to use formulae 

which regard the cantilever as a point mass on the end of a massless spring, as was done in 
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one paper22. Currently, most AFM work has estimated forces from calculations like those 

mentioned above15, including the work discussed in this thesis. 

3.5 Lateral Force Wedge Calibration 

In this section we describe an in-situ method of experimentally measuring the 

combined response of the lateral force transducer (the cantilever/tip combination) and the 

deflection sensor. Our method is based on comparing lateral force signals on surfaces with 

different slopes. The known geometrical contribution to the total lateral force, i.e. the 

product of the applied load and the tangent of the slope, gives a direct calibration of lateral 

force response in terms of the normal force response. If the normal force constant is 

known, then completely quantitative friction measurements can be made. Even if the 

normal force constant is uncertain, the ratio of normal to lateral forces can be determined 

quantitatively. An experimental force calibration is made by sliding the tip across a surface 

of known slope and measuring the lateral force signal as a function of applied load. 

In principle, this could be carried out on any surface that is tilted with respect to the 

lateral scanning direction. In practice, this is difficult to realize because (a) if the surface is 

tilted by the experimenter, there will be some uncertainty in the tilt angle, (b) we will show 

that to accurately calibrate the lateral force response, two surfaces of different tilt angles 

must be used and (c) it may not be possible to contact the tip to a tilted surface without the 

surface touching the side of the cantilever chip or its holder, since microfabricated 

cantilever tips are usually very short. 

These problems are resolved by using the faceted SrTi03 (305) surface proposed by 

Sheiko et al. 23 as a measure of tip sharpness. This sample is commercially available. 

When annealed in oxygen, SrTi03 (305) facets into a (101) and (103) planes which form 

extended ridges along the [010] direction. The (101) and (103) planes are respectively 

tilted -14.0° and +12.5° with respect to the original (305) surface. The ridges are typically 

5 to 20 nm high and are spaced 10 to 100 nm apart (Figure 3.4). We thus have a test 

sample that provides two sloped surfaces with exactly known relative angles. Furthermore, 
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Figure 3.4 A 410 x 410 nm2 topographic AFM image (light shaded) of the SrTi03 surface 
showing (103) and (101) facets. The apparent rounding of the ridge crests is due to the 
-40 nm radius of the AFM tip used for this image. The widest facets are used to measure 
lateral signals as a function of load for the cantilever lateral force calibration. 

as demonstrated by Sheiko et al., the top of the SrTi03 ridges are extremely sharp, and a 

topographic AFM scan over the ridge produces an image of the tip. This is also quite 

important, as accurate knowledge of the tip shape is also required for quantitative FFM 

experiments24. 

The wedge method has some additional advantages. It can be used to determine the 

absolute orientation of the sample while confirming the microscope Z calibration. Even 

though the angle between the two SrTi0
3
(305) facets is known, the average surface normal 

may be tilted by a small angle relative to the microscope Z axis. Calibrating the AFM XY 

displacement is usually not too difficult. Crystal lattices can be used for nanometer scale 

standards, and lithographically patterned standards work on the Jlm scale. We calibrate Z 

displacement in terms of XY displacement by making a topographic image of the SrTi03 

sample, and adjusting Z until the angle between the facets is 26.5°. Now that XY and Z are 

calibrated, the overall slope of the surface can be directly determined from the image (in 

practice we solve for the slope and Z calibration simultaneously, see the Appendix for 

details). 

To get an accurate force calibration with the wedge method, the tip must slide 

across one facet for a reasonable distance before reaching the next facet or ridge crest. This 

is not possible unless 2Rtip sinO is significantly smaller than the spacing between ridge 
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crests. It is difficult to calibrate tips with radii greater than - 100 nm even using the widest 

facets on our SrTiO sample. The procedure is straightforward for tip radii - 50 nm or 
3 

less. It may be possible to prepare a similar sample with larger facets for calibrating blunt 

tips. 

3. 6 Wedge Calculations 

The vector diagrams in Figure 3.5 show the forces acting on the end of the tip while 

scanning up or down a sloped surface. The two forces applied by the tip on the surface, 

the vertical load L (down is positive) and the horizontal tractive force T (right is positive) 

must be balanced by a reaction force from the surface acting on the tip. This can be divided 

into two components, a friction component F1 parallel to the surface and a second 

component N normal to the surface. When the tip slides across the surface, these forces 

are in equilibrium. At a given load, the tractive, friction and normal forces depend on the 

direction of motion, so 

N± =Leos(}± T± sinO (3.19) 

(3.20) 

In these equations'+' denotes uphill motion and '-' downhill motion. N, Land T 

Figure 3.5 Forces exerted on the surface by the AFM tip while scanning up or down a 
sloped surface. 
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are signed quantities, while F1 is the positive magnitude of the frictional force acting against 

the direction of motion. 

We experimentally measure the voltage output from the lateral force transducer To 

where aTo = T (the 'o' subscript will be used to indicated a force measured in transducer 

output volts rather than Newtons). If we can find a (Newtons per volt) we have a direct 

calibration of the lateral force response of the FFM. The calibration constant a is a product 

of all the factors of the experiment - the lever lateral force constant, the deflection of the 

reflected laser beam as a function of lateral tip displacement, and the photodiode angular 

sensitivity. This method will work equally well for other types of lateral force transducers, 

including optical interferometry and piezoresistive detection. 

To solve the calibration problem we need a functional form for the frictional force 

FjL). This can be an empirical fit from measuring friction on a flat surface, or a theoretical 

form from the Hertz or JKR theories24. These shall be discussed in detail in Chapter 5 . 

Tip-surface adhesion usually has a significant effect on F1 (L) in FFM experiments. When 

friction is linearly dependent on load, adhesion is often treated as a force offset. We find 

experimentally that the friction-load relation for silicon or silicon nitride tips on the 

strontium titanate surface in air is well represented by a linear form F1 (N:t) = J.L•(N:t+A) 

where A is the adhesion or pull-off force. In this case 

and 

N = L+ J.LAsinO 
+ cosO- J.LsinO 

N = L- J.LAsinO 
- cos 6 + J.l sin 6 

Note that the normal force depends on the friction and on the direction of motion. 

(3.21) 

(3.22) 

On a flat surface, the "frictional force" is determined by taking half the difference 

between the left-to-right and right-to-left lateral deflection forces, i.e. the half width of the 

friction loop W(L). In this case, since the surface is tilted, the effective load is direction­

dependent, and the expression for W(L) is more complicated. Furthermore, the offset of 
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the friction loop t1(L) is not zero and depends on load. This is illustrated in Figure 3.6, 

where bi-directional lateral force loops are drawn for flat, positively tilted, and negatively 

tilted surfaces respectively and the measured quantities W
0 

and t1
0 

are indicated. 

Experimentally, we measure lateral forces for a range of applied loads, and use the 

slopes t1' = d.t11dL and W' = dW/dL in calculations, which are independent of L due to the 

assumption of linearity. This eliminates the pull-off force from the equations, as well as 

any DC offset in the lateral force sensor. These slopes are given by: 

(1 + J12)sin8cos8 
a/:1' = /)., = -'----=---'-----::-----=--

0 cos2 
(}- J12 sin2 

(} 
(3.23) 

and 

aW'= W' = J1 (3.24) 
o cos2 

(} .- J.L2 sin 2 
(} 

In the limiting cases of no friction, t1'-? tan(} and W' -? 0, and for no slope t1' -? 0 

and W' -? J.l as expected. Using these two equations, we can calculate the tip-surface 

>­.c 
Cll C.A 
~ I! 
't:D> :s 0 

flat 

cng-1-'--------r 

I 

·I 

negative 
slope 

Figure 3.6 Schematic "friction loops" (lateral signals for back and forth scans) for flat, 
positively sloped and negatively sloped surfaces at the same applied load. The friction loop 
half-width W is slightly different for the three cases, while the loop offset t1 is substantially 
different and is indicative of the overall tilt of each surface. The values of W and L1 are 
measured over a range of applied loads for known slopes and used to calibrate the lateral 
force response of the cantilever. 
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friction coefficient and lateral force calibration constant. The ratio of these expressions 

g~ves J.l: 

1 2.!l' 
J.l+-= 0 

J.l w; sin 28 
(3.25) 

From the form of this expression, there is an ambiguity in the problem, since J.l and l/J.l are 

equally good mathematical solutions which give different results for a. This ambiguity 

may be resolved by choosing the appropriate root using an estimate for a from the type of 

calculation described in section 3.3, or if J.l is assumed to be less than one. Once J.l is 

determined, a can be found from the equations defining W' or L1 '. Experimentally, it is 

best to solve for a using data from two different slopes, as discussed below. 

3. 7 Experimental Difficulties 

In the ideal case, the lateral force response of the cantilever and deflection sensor 

has now been calibrated. However there can be significant "cross talk" between normal 

and lateral cantilever deflections. As discussed above, the response of the optical beam 

FFM deflection sensor is 20-80 times greater for normal forces than for lateral forces. In 

addition, the normal forces are often larger than the lateral forces. A small misalignment of 

the laser or cantilever with respect to the quadrant photodiode, for example a rotation of the 

photodiode by - 2°, can mean that the normal force contribution to the lateral deflection 

output is as large as the actual lateral force contribution. In normal FFM experiments this 

problem is avoided by measuring friction loop width, or W(L), since the "cross talk" 

primarily effects the friction loop offset L1(L). Cross talk is a concern in the wedge 

calibration experiment since the lateral force offset L1(L) is important in the calibration 

calculation. 

In our experiment, we compensate for the cross talk electronically, by adding or 

subtracting a fraction of the normal force output from the lateral force output. · The 

compensation is adjusted by taking an approach curve, or by oscillating the cantilever out 

of contact with the surface, where there should be no "real" lateral forces, and adjusting the 
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compensation to null the lateral force output. Such compensation is also available on some 

commercial FFM electronics25. Even with careful compensation, the residual cross talk 

may be too large to neglect in the calibration calculations. 

The effect of cross talk can be minimized by measuring L10 ' and W0 ' on the ( 103) 

and (101) facets of the SrTi03 surface and then using L10 '(103)-L10 '(101), W0 '(101) and 

W0 '( 1 03) for the calibration calculation. These quantities all involve differences between 

lateral signals for the same applied load, so cross talk has been subtracted out to first order. 

The details of the two-slope calibration are given in the Appendix. 

The above discussion has assumed that the applied load L is known. Since the 

direct experimental calibration of normal spring constants is also difficult, in some cases 

only an experimental signal L
0 

proportional to the normal load, L = /3L 0 , is known. In 

this case it is not possible to get the absolute lateral force calibration, but only 

(3.26) 

It is still possible to get the friction coefficient J.L if friction is proportional to load, since on 

a flat surface Jl = RDETECToR•RLEvEiXLASER)•T jL0 • It is not sufficient to assume that the 

voltage applied to the Z piezo is proportional to load, since there are significant non­

linearities in piezo response, which depend on the speed and direction of displacement26-

28 

3.8 Experimental Lever Calibration 

For the following example, we have not calibrated the normal force constant of the 

cantilever. Therefore, we will actually take derivatives of the experimentally measured 

quantities L10 and W0 with respect to L0, the experimental load signal in output Volts. Thus, 

L10 '= aNaL0 and W'= aw;aL0• In this case, equations (3.23) and (3.24) become 

and 

a/, ·ll.' =ll.'= (l+J.L
2
)sin9cos9 

1/3 o cos2 9-J.L2 sin 2 9 
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a/, . W' = W' = f.l 
I f3 o cos2 

(}- f.l2 sin2 
(} 

(3.28) 

We have thus used the wedge calibration procedure described with our AFM to 

measure a/{3 for cantilevers of three different nominal spring constants. In this system the 

laser beam is carried by a single-mode fiber and is well focused on the cantilever, so 

RvETECIOR"" 14. The cantilevers are "V"-shaped silicon nitride "Sharpened Microlevers" 

from Park Scientific Instruments29. The levers are gold coated, and the pyramidal tips are 

etched back to get a sharp tip with a nominal radius of =30 nm. We made measurements 

on the "D", "E' and "F' levers which have nominal normal force constants 0.03, 0.10 and 

0.50 N/m. Two different E levers from the same wafer were analyzed. 

The SrTi03 sample was aligned so that the ridges were perpendicular to the lateral 

scanning direction. The lateral and normal bending signals were recorded as the tip 

scanned back and forth over both facets of a single ridge. The feedback was active so that 

each line scan across the sloped surface was recorded at the same externally applied load. 

After each line was recorded, the feedback set point (applied load) was increased under 

computer: control, and another line scan acquired. 256 line scans of 256 points were 

recorded in each data set. The average value of the subset of points for each facet was 

calculated for each load. Figure 3.7 shows an example of unprocessed data from a single 

line scan (friction loop), showing the simultaneous topography and lateral deflection 

signals for both scanning directions. 

A plot of lateral force vs. load, obtained in this case with an E lever, is shown in 

Figure 3.8. Figure 3.8(a) shows the lateral bending signals (left-to-right and right-to-left) 

plotted vs. the normal bending signal for both facets. Figure 3.8(b) shows the resulting 

friction loop width and offset plotted vs. the normal bending signal (load) for both facets, 

with linear fits to the data. As predicted in section 3.7, the slopes W0 '(101) and W0 '(103) 

are similar, while L10 '( 101) and L10 '( 103) reflect the change in sign of the· tilt angle. The 

data deviates slightly from nonlinearity, although the linear fit results in at most a 3.5% 
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Figure 3.7 Experimental lateral deflection signals T
0 

(1-2/A+B) measured on the (101) and 
(103) facets of the SrTi0/305) surface for each direction at a given load. The 
simultaneously acquired topography (thick line) is also shown. W(L) and L1(L) are 
calculated from this data. The complete series of measurements over a range of loads is 
shown in Figure 3.8. 

statistical uncertainty in the slopes for a given measurement. A more complex fit than the 

simple linear fit utilized could be slightly more accurate, but would complicate the method 

substantially as equations (3.21) and beyond would need to be modified. 

The two-slope wedge equations in the Appendix were used to calculate a/[3. We 

did not have a good experimental value for the lever normal force constant, so we report 

a/[3 instead of the absolute lateral force response a. The results are summarized in Table 

3.1. 
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Figure 3.8 (a) Lateral deflection signals for left-to-right and right-to-left scanning 
directions (1-2/A+B) as a function <;>f load deflection signal (A-BIA+B) for the (101) and 
(103) facets. The total A+B signal (photodiode current) was 185 J..LA. (b) The friction loop 
width W(L) and offset A(L) as a function of load for the (101) and (103) facets. Straight 
lines fit the data very well, justifying our assumption of linear friction behavior. The 
slopes of each line are measured and used in formulae given in the Appendix to solve for 
a/{3, the normal force to lateral force deflection ratio. 
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Table 3.1 Experimental lever calibration results and estimates based on calculations. 

EXPERIMENTAL ESTIMATED 

LEVER J.l!Ol J.l103 a/{3 RLEVER kNORMAL kLATERAL 

D (0.03) .42±.10 .51±.09 51±6 61.6 .037 66.6 

' 

E#1 (0.1) .50±.05 .52±.05 43±3 39.4 .111 92.7 

E#2 (0.1) .66±.14 .74±.12 36±4 39.4 .111 92.7 

F (0.5) .33±.02 .41±.03 19±1 25.5 .508 132 

The a/{3 values are averages of several data sets, each acquired on a different ridge. 

For comparison, the table includes the spring constants estimated by the method of section 

3.6, and the value for RLEVER assuming that XLASER was located in the center of the solid 

triangular region at the end of the lever (Figure 3.2). Some data sets were recorded on 

different days. The error quoted is the statistical variation. Since, for our instrument, 

RDETECTOR =1, then from equation (3.26) , a/{3:::: RLEVER· We see from the results that the 

experimental al/3 values are generally consistent with the RLEVER values estimated from 

material properties, but the difference is not insignificant. The experimental friction 

coefficients tend to be slightly higher for the ( 1 03) facet of strontium titanate relative to the 

(101) facets. We noted more substantial variations in friction coefficients from day to day. 

As mentioned, these experiments were carried out in air with no humidity control. Friction 

coefficients on other materials measured with AFM have been observed to vary with 

relative humidity30,31. This may partially account for the variation of friction coefficients 
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observed. Friction coefficients may also vary from lever to lever due to changes in tip 

radius. 

There are some subtle experimental requirements for successful application of this 

method. As stated before, the method will fail if the tip is too blunt as the tip will always 

be riding over the sharp ridges, instead of scanning on the facets. Generally a tip radius of 

50 nm or less is required. Careful examination of the topographic image can verify if the 

tip is sufficiently sharp. Specifically, taking the numerical derivative of the topographic 

data perpendicular to the SrTi03 ridges will reveal if a constant slope is measured on the 

facets. This is the signature of the tip's contact with the flat facets as opposed to the sharp 

ridge. 

Another problem can arise if the facet where one is scanning contains any 

contamination or a step. One can see in Figure 3.3 that the (101) facet often possesses 

small steps which can be difficult to perceive. One muse acquire a topographic image first 

to identify a locally flat pair of facets for the measurement. 

3.9 Error Analysis 

We have considered the propagation of errors for this calibration method. For a 

given uncertainty in the experimentally measured slopes W0'(10l), W0'(103), ..10 '(101), 

and ..10'(103), the uncertainty in al/3 will depend upon the value of 11 on each facet. · 11 

apparently changes for different tips and different relative humidities. To facilitate this 

analysis, let us assume that J1101 = J1103 = J.l. In general it is expected that the uncertainty 

will be smaller when 11 is smaller since the measured signals are due more to geometry than 

friction, and it is this geometrical coupling that is leading to the calibration. 

In Figure 3. 9, we graph the experimental error in al/3 as a function of 11 for I %, 

3%, 5% and 10% uncertainty in the slope measurements. At low J.l, the uncertainty 

approaches the fundamental limit, as expected. The error diverges for large 11 since the 

sensitivity to geometry is overwhelmed by the friction signal. 
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Figure 3.9 Uncertainty in the measurement of al/3 as a function of the friction coefficient J1 
(for simplicity we assume that J1 101 = J1 103). The error is calculated assuming the 
measurement error in W0 ' and L10 ' for both facets is 1%, 3%, 5% and 10%, respectively. 

This calculation indicates that low friction is clearly desirable for this calibration 

method. Furthermore, we see that errors become unreasonable for Jl > 0. 7. For most of 

the measurements performed, friction between tips and the SrTi03 sample is generally low 

enough for accurate measurements. Future work should attempt to measure J1 as a function 

of relative humidity, to see which experimental conditions are optimal for the experiment. 

3.10 Summary 

We have dem~mstrated a quantitative method of lateral force calibration for the 

microfabricated tip-cantilever assemblies used in friction force microscopy. We find· that 

there are significant variations among cantilevers fabricated from the same wafer. Tip 

variations also play a role. Furthermore, the overall system calibration depends on the 

precise alignment of the deflection sensor where optical detection is used. 

In order to perform quantitative friction force microscopy with the atomic force 

microscope, it is important to perform an experimental force calibration for each cantilever 

sensor. 
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3.11 Appendix 

3.11.1 Pbotodiode Response 

An elliptical Gaussian beam has a normalized intensity distribution 

-2l -2z2 

r( ) - 2 e-f:.(J)_(_t:.m-; 
y,z - .A A 

~LJ.m Y'~(J) z 
(3.29) 

Here ~m is the angular half width of the field distribution, following the conventions of 

Gaussian optics. The half width of the intensity distribution is then ~oy .fi . If the beam is 

deflected by din the y direction, the signal is given by 

(3.30) 

The integral 
-2l -2(t+d)2 

/(d)= J: e 11
"'; dy =fo-e A;;;r dt (3.31) 

can be expanded around d = 0 by taking a derivative 
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likewise higher derivatives can be calculated 

(3.33) 

and 

d
3
l =[~-16d2 ]e~:; 

dd3 ~m2 ~(J)4 
y y 

(3.34) 

When these derivatives are evaluated at d = 0, the even terms vanish, as expected, since 

S(d) is an odd function. Finally we put these terms into a Taylor expansion and get 

S(d) = {8 _:!_[I- i(_:!__)
2 

+ 48 (_:!__)
4 

_ 960 (_:!__)
6 

+ ... ] . 
~;~mY 3! ~mY 5! ~mY 7! ~mY 

(3.35) 

3.11.2 Z Calibration and Tilt Measurement 

A measurement of the apparent topography of the SrTi03 sample slopes provides a 
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check of the relative Z:X piezo calibration, as well as determining the overall tilt of the 

sample with respect to the scanning plane. This is important because one must use the 

actual physical angles between the sloped facets and the scanning plane in the wedge 

calculations. 

We assume that the X calibration of the piezo scanner is correct and that the initial Z 

calibration is approximate. We acquire a topographic image of the faceted strontium titanate 

surface, with known facet angles of (}1 = -14.0° and (}2 = 12.5° relative to the (305) 

plane. We wish to determine the correction factor r for the Z calibration such that 

ZrRuE = r • ZINmAL and the macroscopic tilt angle 1jl of the (305) surface relative to the 

scanning plane, projected onto the y-z plane. 

From the image we measure the apparent slopes (L1Z/L1X) of the facets S 1 and S 2 • 

Then tan((}1 + V') = r• S1 and tan((}2 + 1jl) = r• S2 • From this we make a quadratic 

equation 

tan((} - (} ) = '}6'1 - '}6'2 
I 2 I +r2ss 

I 2 

(3.36) 

Solving for r gives positive and negative solutions. The positive solution is physically 

reasonable: 

r = (S1 - S2)- ~(S1 - S2 )
2

- 4S1S2 tan2
((}1 - (}2 ) 

2S1S2 tan{(}1 - (}2 ) 

Then the tilt angle is easily calculated: 1j/= tan·1(y• S1)- (}1• 

3.11. 3 Two Slope Calibration 

(3.37) 

We wish to find the lateral force calibration a in terms of the experimentally 

measured quantities W0 '(101), W0 '(103), .10 '(101), and .10 '(103). This discussion 

assumes these derivatives are taken with respect to the calibrated load L. If the load is not 

calibrated, then these derivatives are taken with respect to the load signal L 0, and thus a is 

replaced by al/3 in equations (3.40) and (3.44). 

Since the magnitude and offset of lateral force coupling is unknown, we use the 

difference .10 '(101)- .10'(103) in the calculation. The ratios of uncalibrated experimental 
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values should be equal to the ratios of the forces as calculated from geometry in section 

3.6. Therefore 

(3.38) 

(3.39) 

(3.40) 

Here p and q are pure number ratios derived from· experimental data such as that in Figure 

3.8. From (3.38) and the equations in section 3.6: 

-1 + ~1 + 7C
2 sin2 28101 

/1101:;:::: 2 . 2 8 
7Csm 101 

(3.41) 

1C = p 2 I1Io~ . 2 (3.42) 
cos 81o3 - 11w3 sm 81o3 

Here, e101 and e103 represent the physical angles of each facet with respect to the scanning 

plane, i.e. 8101 = -14°+'f/, and 8103 = 12.5o+'f/. 

There is also an ambiguity here between a friction coefficient and its reciprocal, 

similar to the one slope solution of section 3.6. We choose the quadratic roots giving 

J1 < 1, which gives calibration results consistent with the calculated lever properties. 

Equation (3.42) expresses J1101 in terms of J1103• From (3.39), 

2q = (-
1
- + J1103 ) sin 28103 _!_- (-1- + J1101 ) sin 28101 (3 .43) 

I1I03 p I1I01 
Now we can substitute (3.41) and (3.42) into (3.43) to eliminate J110r As the resulting 

expression is difficult to invert, we solve it numerically for the root such that 

0 < J1103 < 1. With this solution, we find the calibration 

(3.44) 
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4. Atomic-Scale Stick-Slip 

The observation of atomic-scale stick-slip behavior with contact mode AFM is both 

striking and quite general. It is also not fully understood. In this chapter, we consider this 

beautiful yet mysterious phenomenon in some detail, as it occurred throughout all of the 

friction measurements presented in further chapters. We consider our results in the context 

of other experimental and theoretical studies which will be reviewed here. 

4.1 Macroscopic Stick-Slip 

The term "stick-slip" must be used with caution: in general "stick-slip" refers to the 

behavior of a macroscopic contact which involves multiple contact asperities. For example, 

a creaking door hinge, a bowed violin string, screeching tires, and earthquakes are all 

examples of macroscopic stick-slip behavior. As well, stick-slip in micrometer-sized single 

asperity contacts with molecularly thin interlayers has been observed in SFA experiments!. 

A rich variety of phenomena are involved in these examples2, but the unifying principle is 

that the friction force depends upon the relative tip-sample sliding velocity. Specifically, 

friction during sliding is lower than the friction when not sliding. If an increasing lateral 

stress is applied to an interface that is stuck together, then when the applied stress exceeds 

the static friction, sliding occurs and so friction is now lower. Initially, this leads to 

increasingly faster relaxation of the applied stress until it is no longer , large enough to 

maintain sliding. The system is then "stuck" again and the cycle repeats itself. The 

behavior is influenced to varying degrees by factors such as the roughness/topology of the 

contacting surfaces, "creep"/strengthening of the interface during sticking, and velocity 

dependent effects particularly with viscous or visco-elastic materials. , With AFM we are 

dealing exclusively with "atomic-scale stick-slip". In contrast to macroscopic stick-slip, the 

interface is atomically smooth, wear does not appear to occur, and the contact involves only 
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solid, elastic materials. 

4.2 Stick-Slip at the Atomic Scale: Overview 

Mate et al.' s pioneering paper measuring friction with AFM3 for a tungsten tip on 

graphite showed that lateral forces exhibited stick-slip behavior with the periodicity of the 

graphite lattice. Since then, atomic-scale stick-slip behavior has been observed on a wide 

range of materials: from soft materials like stearic acid crystals (with a silicon nitride tip )4 

to a diamond tip on a diamond surfaceS, the hardest and stiffest interface possible. 

Typical atomic-scale stick-slip behavior is shown in Figure 4.1, for a silicon nitride 

tip on the surface of mica(0001). The image exhibits a periodic lattice. The line trace from 

the image shows that the lateral force starts from zero and builds up to some maximum 

lateral force. The tip is sticking to the surface throughout this portion of the measurement. 

The arrow indicates the occurrence of the first slip event. The tip then sticks again until the 

maximum lateral force is reached once more, and the next slip occurs, and so on. The 

periodicity of the slips is equal to 0.52±0.02 nm, which is equal to the lattice constant of 

0 2 3 4 5 6 

lateral displacement (nm) 

(a) 

Figure 4.1 (a) 7.5 x 7.5 nm2 lateral force image of the mica(0001) surface. The scan 
direction is from left to right. The black dots represent the repeat units of the mica lattice, 
whose periodicity coincides with the lateral forces. (b) Line trace of the section indicated 
in (a). The lateral force exhibits "stick-slip" behavior, where the lateral force builds up to 
some well-defined maximum value, and then quickly relaxes. During the relaxation, the tip 
slips by one unit cell. This behavior repeats itself with the lattice periodicity. 
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. . . . 1 .. 0.52 nm •I 
Figure 4.2 The surface structure of mica. 
Si04 tetrahedra point upward exposing rings 
of 0 atoms. The centers of the rings have a 
0.52 nm periodicity. Not shown are 
potassium ions which sit in the center of the 
rings. A fraction of these ions are removed 
by the cleavage process, leaving an uneven 
distribution behind. 

the mica surface. The mica surface 

structure is illustrated in Figure 4.2. We 

see in Figure 4.1 that there is a well-

defined force, Ff, at which the tip slips. 

This is what we define as the friction 

force, and we will discuss its relation to 

the physical properties of the contact in 

the next two chapters. 

There was, and still remains some 

confusion in this field regarding images 

showing lattice periodicity in the 

measured forces. The confusion partly 

stems from the fact that topographic 

images appear to be composed of 

rounded bumps with the periodicity of the 

lattice. Naturally, one is drawn to believe 

that the AFM is achieving true atomic resolution imaging of the surface, akin to an STM. 

However, when the tip is in mechanical contact with a given sample, simple elastic 

contact mechanics shows that for typical tip radii, loads and elastic constants, the contact is 

not just a single atom. For example, a 20 nm radius silicon nitride tip (sharp by AFM 

standards) exerting a 1 nN load (relatively low by AFM standards) on a mica sample 

produces a contact area involving nearly 15 mica unit cells, as estimated using the Hertz 

theory which in fact neglects adhesion (further details of elastic contact mechanics will be 

given in the next chapter). Including the effect of tip-sample adhesion makes the contact 

area even larger and can ensure a substantial contact area even at the lowest possible applied 

loads. Contact-mode AFM therefore cannot possess single-atom resolution as with STM. 

This has several consequences: point defects are not imaged, and the lateral resolution of 
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features is limited by the contact area. We therefore make a careful distinction in 

terminology: an atomic resolution image is one where individual atoms and associated 

point defects, single adsorbates etc. are truly resolved. This is what is achieved in STM. 

An atomic lattice resolution image is one that displays the periodicity of the atomic lattice, 

like that shown in Figure 4.1, but is not an atom-by-atom image. In the next section we 

discuss the origin of this apparent topographic contrast. 

In these experiments, there is no reason to expect that the tip atoms will be ordered. 

For example, atomic-scale stick-slip has been observed with tips made out of amorphous 

silicon nitride. Even if the tip atoms are ordered they will not necessarily be in a structure 

that is commensurate with the sample's lattice. Without a commensurate tip-sample 

interface, there would be no preferred relative positions for the tip to reside in, so smooth 

sliding would be expected. Perhaps at best, the tip-sample contact could be commensurate 

but with a large unit cell. The regular appearance of atomic-scale stick-slip is thus 

surprising. 

The first few observations of this phenomenon in this field were acquired with 

highly anisotropic samples, such as graphite3 and mica6. These layered materials exhibit 

strong covalent bonding within each layer, but the various layers are stacked together and 

held by weaker van der Waals' or electrostatic forces. These materials exhibit easy 

cleavage of the layers. It was initially suggested that the periodic forces occurred because a 

flake of the layered material had become attached to the tip. Therefore, the tip and sample 

structures were commensurate, and a periodic interaction would be expected. However, 

further measurements reported atomic-scale stick-slip on materials that did not possess such 

bonding anisotropy, such as NaCl. Atomic-scale stick-slip thus occurs between the tip 

itself and the sample. It therefore remains to be explained why, despite having a multiple 

atom contact and (most likely) a non-commensurate tip structure, the interaction between 

the tip and sample possesses the periodicity of the sample's atomic lattice, apparently for 

both lateral and normal forces. 
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Also unresolved is the question of stick-slip periodicity. Most accounts of stick­

slip motion so far report that the forces have the symmetry of the surface lattice, i.e. there is 

one stick-slip event per surface unit cell. This has been generally observed even when the 

unit cell contains more than one atomic species, such as alkali halide surfaces, including 

KBr7 and NaF8,9. There are some excpections. Multiple stick-slip events per unit cell 

were resolved for the large unit cell of Si( 111 )7 x 7 measured in UHV with tips coated 

with polytetrafluorethylenelO. With KBr, Giessibl and Binnigll resolved maxima 

corresponding to the positions of both K+ and Br ions in the normal force signal in UHV 

at 4.2K, so perhaps two stick-slip events per unit cell were taking place, although lateral 

forces were not measured in this experiment. Yet Liithi et aZ.1 observed only one stick-slip 

event per unit cell at room temperature with KBr in UHV. Recently, Fujisawa et al. 

observed stick-slip lateral forces on NaF12 with the periodicity of the oppositely charged 

ions, not the lattice; i.e. there were two stick-slip events per unit cell. This was observed 

for an intermediate load range. Lateral forces with lattice periodicity were observed at 

lower and higher loads. It is therefore worth investigating materials with polyatomic unit 

cells to see if the stick-slip periodicity is determined by the symmetry of the lattice, or if 

multiple slip events take place per unit cell. 

4.3 Instrumental Effects and Tip Trajectories 

We first discuss the apparent "topography", or normal force variation observed in 

atomic lattice resolution images. To understand the observed forces, one must consider the 

instrumental response of the cantilever/optical beam setup. With the optical beam deflection 

technique, longitudinal (buckling) deformation of the cantilever cannot be distinguished a 

priori from vertical deflection due to normal forces, since both deflection modes change the 

angle of the cantilever in the same direction, as illustrated in Figure 4.3. Thus, one could 

mistake longitudinal cantilever deformation with a variation in the normal force. If the 

topographic feedback circuit is enabled, then the feedback circuit will respond to the ·fast 

variations in normal force with a finite time constant. The rapid slips will be smeared out to 
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Figure 4.3 Normal forces and longitudinal forces (parallel to the cantilever's long axis) 
acting on the tip will both bend the end of the cantilever. Since the optical beam deflection 
method senses the angle of the end of the cantilever, these two types of forces are 
indistinguishable to the instrument without further investigation. 

some extent, and the topographic image will appear to consist of rounded bumps. 

Considering the fact that some coupling between normal and lateral signal channels can also 

occur with the beam deflection schemel3,14, we propose that this periodic frictional force 

interaction is responsible for all atomic-lattice contrast images obtained with contact AFM, 

including topographic images. To our knowledge, no observation of atomic lattice contrast 

without atomic-scale stick -slip behavior has yet been reported, while lateral force atomic 

lattice contrast, when it is measured, is often clearer than topographic contrast 1 o. This 

simple argument takes for granted the details of the geometrical response of the cantilever 

beam. However, an exact description of the cantilever/instrumental response has been 

worked out by Ogletree et a[.15, confirming the result of the simple qualitative argument 

given here. 

The reason that longitudinal buckling occurs is illustrated more clearly by carefully 

examining atomic-scale stick-slip images. Morita et az.s carried out a systematic study of 

atomic-scale stick-slip on various materials and discussed the details of the atomic scale slip 

motions that take place. Our observations and analysis are consistent with those of Morita 

et al. As seen in Figure 4.4, both lateral and longitudinal deformation of the cantilever 

occurs, due to two-dimensional frictional forces acting parallel to the sample surface. 
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Some distortion of the signals in Figure 4.4 occurs because of noise and unavoidable signal 

filtering by the acquisition electronics; oscilloscope traces confirm the stick-slips to be rapid 

jumps. By analyzing the signals, the path that the tip ~aces out across the sample can be 

determined (Figure 4.4(c)). Clearly, on an ordered sample, the tip (whose surface atoms 

are not necessarily ordered) generally prefers to reside in positions in registry with the 

sample lattice. The lever buckles and twists accordingly in response to the tip's motion of 

searching for lattice positions. 

In summary, the AFM tip is not smoothly tracing out individual atomic corrugations 

as in STM, but instead the relative tip-sample motion is discontinuous and involves 

frictional forces in both the lateral and longitudinal directions with respect to the cantilever's 

axis. 

4.4 Theoretical Approaches 

Several theoretical efforts to explain and model atomic-scale stick-slip behavior in 

the context of force microscopy have appeared in the literature. These can be divided into 

semiclassical simulations/calculations16-28, and molecular dynamics simulations29-35_ The 

semiclassical models primarily attempt to explain the mechanics of stick-slip behavior. The 

starting point for these models is the Tomlinson model proposed more than five decades 

ago36. Some of these model the tip as a single atom or at least a single entity without 

internal degrees of freedom16,21-23,26,27, although multiple atom tips have also been 

consideredl7,25,28_ A periodic interaction potential is assumed to exist between this ''tip" 

and the sample, simply because this is consistent with the experimental results. The 

important question of how this potential arises is not dealt with in these models. 

In most cases the scanning process is carried out adiabatically, i.e., the system is 

assumed to be in equilibrium at each step of the simulation, since typical AFM scanning 

velocities are much smaller than the sound velocities of the materials. The total interaction 

potential is sketched in Figure 4.5. When scanning, the lateral displacement between the 

lever and the sample is increased. The "tip" initially resides in a potential minimum that is 
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Figure 4.4 5 x 5 nm2 image of NaCl(OOl) in UHV. (a) Lateral force image (left) and line 
traces (right). (b) Simultaneous longitudinal force image (left) and line traces (right). (c) 
Reconstructed tip trajectories. Circles represent surface unit cell positions, not individual 
ions. The cantilever's orientation is also shown. Twisting due to lateral forces and 
buckling due to longitudinal forces exhibit the lattice periodicity. In trace I, the tip is 
positioned between two lattice rows. The lever buckles and twists as the tip zigzags across 
the surface so that it always remains in registry with the surface lattice. In trace II, the tip is 
positioned along a lattice row. Consequently, in (b) the lever does not need to buckle for 
the tip to remain in registry, and in (a), half as many lateral stick-slip events occur. 
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determined by the tip-sample interaction. Finite static friction due to the tip-sample 

interaction inhibits sliding of the tip, and so elastic energy is built up in the cantilever and, 

as Colchero et al. have appropriately pointed out27, in elastic deformation of the tip-sample 

contact itself (this will be discussed further in Chapter 6). The total energy of the system 

consists of the interaction energy and the elastic energy stored in the lever and the 

contacting materials. Eventually a critical point is reached where the elastic strain energy 

eliminates the potential minimum. Relative slip between tip and sample then takes place. 

The lever and the contact quickly relax, releasing energy, and the motion is brought to a 

stop as the tip finds a new potential minimum, one unit cell over. The phonons generated 

in this process in the tip and sample carry energy away from the interaction region; energy 

has thus been dissipated. Since phonon frequencies are much higher than typical AFM 

scanning frequencies (by a factor of -1011), this relaxation occurs very quickly. The 

collective results of these semiclassical models are as follows: 

- the atomic-scale stick -slip instability can be intetpreted as the system ("tip" and 

sample) residing in or searching for total potential energy minima, where the energy is the 

sum of the tip-sample interaction potential and elastic energy stored in the cantilever and 

contact. 

- the atomic-scale stick-slip periodicity reflects the periodicity of the interaction 

potential. 

- weak springs and strong tip-sample interactions are required to produce the 

atomic-scale stick-slip instability. It has been suggested that if this is not the case, then this 

instability can be prevented and frictionless sliding can occurl6,18,33,37,38. However, this 

neglects other velocity-dependent forms of frictional dissipation, such as electronic 

contributions39-43. More importantly, it neglects the inherent compliance of the contact 

itself which will always be present. Contact compliance will be discussed further in 

Chapter 6. 

- the two-dimensional stick -slip effects observed in experimental images can be 
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displacement 

Figure 4.5 A one-dimensional "atomic Tomlinson model". Total energy Vis plotted vs. 
displacement for an AFM in three positions. A single point potential is assumed for the tip. 
The atomic periodicity of the tip-sample interaction is superposed upon the parabolic elastic 
strain energy (dotted line) of the cantilever and the contact. The circle represents the 
position of the tip. The tip is initially located at point A, where the tip resides in a local 
energy minimum (dV/dx = 0, iiV/ox2 > 0). At point B, after the lever has been displaced 
by dAB with respect to the sample, the tip remains in a local minimum. At point C, the 
system becomes unstable ( oV/dx = o2V /ox2 = 0) and the tip rapidly slips over by one 
atomic position. The potentials are offset vertically from one another and cropped for 
clarity. 

reproduced in these simulations7,19,2I,22,24,26, including observable effects in the images 

due to anisotropy in the cantilever spring constants (lateral vs. longitudinal)l9,21,23,24,26. 

- the energy dissipated will be distributed amongst the substrate, tip and cantilever 

depending on their relative stiffness27, with the more compliant components dissipating 

more energy. 

- the atoms at the interface can be distorted from their equilibrium positions by the 

interfacial potential17 ,25,28. 

Atomic-scale stick-slip has also been produced in various molecular dynamics 

simulations. For example, simulations have been performed for ordered hydrogen­

terminated diamond surfaces sliding together29,30, and a silicon tip/surface pair34,35.44. 

71 



These simulations provide local pictures of the vibrational motion and energy dissipation 

generated during atomic stick-slip motion, showing that excitations are highly localized in 

the contact zone. 

S!21rensen et a[.31 simulated Cu tips sliding on Cu surfaces. Wearless atomic stick-

. slip occurred for a ( 111 )-terminated tip sliding on a ( 111) surface. The bottom layer of the 

tip (9 x 9 atoms) were shown to slip via a dislocation mechanism. The tip atoms initially 

reside in surface FCC positions. During the rapid slip, tip atoms start to jump from FCC to 

HCP sites to relieve lateral strain. The slipped and unslipped atoms are separated by a 

dislocation which propagates through the contact. Variations with scan velocity and 

relative orientation were also probed. Friction was observed to decrease with increasing 

scan velocity. At higher velocity, more phonons are excited during a slip and can promote 

subsequent slip events. 

The lack of experimental control or even knowledge of the tip atomic structure 

makes comparison with these simulations challenging but not impossible. Another serious 

difference is the gap in time scale and velocity of these simulations - typical MD simulation 

velocities are 10° - 102 rn/s vs. typical AFM experimental velocities of 10-7 to 10-4 m/s. 

Unfortunately, these simulations have yet to shed light on exactly how and why a non­

commensurate interface produces a periodic interaction, although some of these studies 

suggest that the tip atoms may be pulled into registry with the surface lattice by interfacial 

forces. 

4.5 Experiments 

Various samples with different lattice constants were imaged in this experiment. 

Sample cleaving and measurements were performed in UHV, with some measurements 

also performed in air. The materials, the observed stick-slip periodicity, and the lattice 

constant of these materials is listed in Table 4.1. In some cases, measurements were 

performed above or below room temperature, and different tip materials were used. 

The main observation is that atomic-scale stick-slip occurs on all of these materials. 
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Table 4.1 Periodicity of atomic-scale stick-slip measurements. 

Sample Surface Lattice Stick-Slip Periodicity Notes 

Constant (nm) (nm) 

mica(0001) 0.520 0.52±0.02 Si, Si3N4, and Pt-coated 

tips, 100-300K 

MoSi0001) 0.316 0.31±0.01 Si tip, 440K, 

NaC1(001) 0.398 0.40±0.01 Si3N4 tip 

KBr(001) 0.467 0.49±0.03 Si3N4 tip 

KC1(001) 0.445 0.44±0.02 Si3N4 tip 

KF(001) 0.378 0.39±0.02 Si3N4 tip 

Since this involves a range of surface structures, elastic properties, tip materials and 

temperatures, atomic-scale stick-slip is therefore a rather general phenomenon. The details 

of these measurements are discussed below. 

4. 5. 1 Layered Materials 

Mica and MoS2 are highly anisotropic materials. MoS2 consists of layers of in­

plane covalently bonded S-Mo-S species. The layers are held together by weak van der 

Waals' forces, allowing easy cleavage exposing the (0001) plane. Using a Si cantilever, 

stick-slip forces with the periodicity of the surface lattice were observed, consistent with 

observations by Morita et alB. These stick-slip forces lead to apparent topographic lattice 

resolution, which was presented in Chapter 2, Figure 2.6. 

Mica consists of covalently bonded alumina-silicate layers that are negatively 

charged. Layers are held together electrostatically by K+ ions which sandwich the alumina­

silicate layers. The exact chemical formula is KA1iA1Si3)010(0H)2 The surface structure 

is illustrated in Figure 4.2. The surface layer consists of Si04 tetrahedra that point 

upwards, forming rings of 0 atoms. In the bulk structure, the K+ ions reside in the centers 

of the rings. Ideally, cleavage removes half of the K+ layer, although studies have shown 
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. that these ions are unevenly distributed and only weakly ordered45,46. These weakly 

bound species may be displaced by the AFM tip during scanning, although the exact 

structure both with and without the AFM tip present is in fact unknown. Measurements in 

both air and UHV at and below room temperature were acquired. Si, Si3N4 and Pt-coated 

tips all exhibited stick-slip forces with the surface lattice periodicity. An example was 

shown in Figure 4.1. 

4. 5. 2 Alkali Halides 

Alkali halide surfaces are relatively inert because of the closed-shell nature of the 

ionic bonding. Sample cleavage results in atomically flat terraces often several hundred nm 

wide or more. 

The lattice constants of the materials are listed in Table 4.1. These materials form a 

FCC lattice with a basis of two atoms, the cation and anion, known as the "rocksalt" 

structure. The surface structure is illustrated in Figure 4.6. One can think of the ions as 

being packed like billiard balls whose radii are equal to the respective ionic radii. 

Figure 4.6 The rocksalt surface structure 
consists of alternating rows of cations and 
anions. The lattice periodicity d and the 
nearest-neighbor spacing hare shown. 
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Four (001) alkali halide surfaces 

were studies; KF, KCl, KBr and NaCl. 

Once in UHV, crystals were cleaved 

using a knife-edge, producing an 

optically flat (001) plane. All 

measurements were performed at room 

temperature using Si3N4 cantilevers. 

Measurements in air with NaCl were also 

performed. 

Atomic lattice resolution lateral 

force images of all three materials were 

obtained. An example with KF is 

presented in Figure 4. 7, and NaCl was 



shown in Figure 4.4. The images for KCl and KBr are qualitatively similar to these. The 

lateral force images display periodic stick-slip behavior with periodicities of 0.39 ± 0.02 

nm for KF, 0.44 ± 0.02 nm for KCl, 0.49 ± 0.03 nm for KBr, and 0.40 ± 0.01 nm for 

NaCl. In all three cases, the stick-slip exhibits the lattice periodicity d of each material (see 

Figure 4.6). This was consistently observed over a range of low loads for each material, 

typically from just before the pull-off point to a few nN positive load. At higher positive 

loads, the contrast tended to reduce. The stick-slip rows were observed to shift laterally 

across a monatomic step by half the row spacing, consistent with the rocksalt structure. 

Therefore, at all loads where periodic stick-slip behavior occurs, the lattice 

periodicity is observed and is due to the two-dimensional frictional forces between tip and 

Figure 4.7 7.5 x 7.5 nm2 lateral force image of KF(OOl). The scan direction is left to 
right. The stick-slip response has the periodicity of the KF(OOl) lattice, 0.39±0.02 nm. 
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sample. 

4.6 Conclusions and Outstanding Issues 

We have observed atomic-scale stick-slip with a variety of tip and sample materials, 

for a range of cantilever force constants, temperatures, and for samples with both isotropic 

and anisotropic bonding. Atomic-scale stick-slip was observed both in UHV and ambient 

experimental conditions. For the particular materials investigated, stick-slip forces 

exhibited the periodicity of the surface lattice. It is clear that atomic-scale stick-slip is a 

general phenomenon for a nanometer-sized contact, and is an important mechanism leading 

to energy dissipation. 

Several issues remain outstanding. The question of how a (probably) non­

commensurate interface so commonly exhibits stick-slip with the sample's lattice 

periodicity has not been explained. That stick-slip occurs so commonly suggests that in a 

nanometer-sized contact, the tip atoms may be distorted sufficiently by interfacial forces to 

pull them into at least partial registry with the sample's lattice. 

Micrometer-scale stick-slip behavior is observed in SFA experiments47-49 but a 

transition to smooth wearless sliding occurs at higher velocities. No reports of stick-slip to 

smooth sliding transitions have been made with AFM, probably due to the limited scan 

speeds. It would be interesting to quantify this limit by attempting faster AFM 

experiments. This would require instrumental modification to allow high-frequency 

scanning and data acquisition. 

If FFM measurements involve stick-slip motion, then we must keep in mind that we 

are dealing with static friction. The force of interest is thus the lateral force for which the 

tip slips across the surface, i.e., the maximum force measured in a stick-slip plot like that 

shown in Figure 4.1. The following chapters examine the physics that determines this 

force. 
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5. Contact, 
Substrates 

5.1 Introduction 

Friction and Adhesion with Mica 

In the previous chapter we showed that the AFM tip-sample contact exhibits unique 

atomic-scale stick-slip behavior. We saw that there is a well-defined critical lateral force at 

which slip occurs (see Figure 4.1 of Chapter 4). We would like to know what determines 

the value of this force - ho~ does it depend upon the load, the structure and chemistry of 

both the tip and sample, and other experimental conditions. We would also like to know 

the size of the contact, i.e. how many atoms are involved in the contact. To this end, we 

examined how this critical lateral force depends upon the applied load for mica substrates 

with various tips, and compared the results to predictions of tip-sample contact area derived 

from continuum mechanicsl,2. We thus begin with a discussion of the existing theories of 

contact mechanics, then describe the experiments performed. 

5.2 Theoretical Background - Continuum Contact Mechanics 

Contact mechanics describes the deformations, displacements and stresses which 

occur when materials are brought in contact. This field is comprehensively reviewed by 

Johnson3. We shall concentrate on theories that assume the conditions are elastic, i.e. all 

deformations are reversible. A single contact is formed between a sphere and a plane, who 

possess isotropic elastic properties. These are continuum theories which neglect the atomic 

structure of the materials. Furthermore, these particular theories do not take into account 

the tangential stresses that will be present due to frictional forces during sliding, but this 

has been shown for the SFA to be a small effect for low sliding velocities4. For the 

purpose of this discussion, we shall ignore these corrections. 
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5. 2.1 Hertz Theory 

The pioneering work on this topic was performed by Hertz5 in the 19th century. 

He solved the contact mechanics problem for two spheres of radius R 1 and R2 assuming 

only elastic deformations of the materials, thus there is no interpenetration of the surfaces, 

and no attractive forces acting between the surfaces. The interaction force is sketched in 

Figure 5.1. The spheres are actually treated as paraboloids with curvature radii R1 and R 2 

respectively, which is a valid approximation if the contact radius is much less than the 

curvature radii. The symmetry of the problem leads to a flat, circular contact area between 

the materials when they are pushed together. His result leads to the following relation 

Force Force 
Area Area 

Hertz JKR 

Force 
Area 

DMT 

2nRy 

distance distance 

distance 

r 

Force 
Area 

Actual 

distance 

Figure 5.1 Interaction forces (normalized per unit area) for the Hertz, JKR, and DMT 
models, compared to a realistic interaction. There is no attractive force in the Hertz model, 
only hard wall repulsion at contact. The JK.R model includes short range adhesion which 
is essentially a delta function with strength y. The DMf model assumes a long-range 
attractive force. For an actual interaction force, the integral of the force-distance attractive 
well corresponds to the work of adhesion, y. 
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Figure 5.2 The Hertz area-load curve, and the JKR-DMT transition, plotted in 
dimensionless units (R=1, K=1, 7C"f = 1). The exact relationship between contact area and 
load depends upon the range of attractive surface forces. Area-load curves for the JKR 
limit, the DMT limit and an intermediate case are shown. All of these approach the Hertz 
curve in the limit y ~ o (no adhesion). Adhesion increases the contact area from the Hertz 
case for a given load by an amount dependent upon the range of attractive forces. 

between contact area and load: 

(
R. £)2

'
3 

A=7r· --
K 

(5.1) 

where A is the contact area, L is the externally applied load, R is the combined curvature 

radius 

R=(-1 +-1 )-1 
R1 R2 

and K is the combined elastic moduli of the materials, given by 

K=4-(1-v/ +1-v/)-
1

• 

3 E1 E2 

(5.2) 

(5.3) 

Here E1 and E2 are the respective Young's Moduli, and v
1

, V
2 

the respective Poisson ratios. 
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Equation (5.1) is also valid in the case of a tip of radius R and a flat sample, since 

R1 --7 Rand R2 --7 oo. The Hertz area-load curve is plotted in Figure 5.2. We see that for 

an elastic single asperity contact between a round tip and a flat sample, the contact area is a 

non-linear function of load. 

5.2.2 JKR Theory 

The Hertzian model does not take into account attractive forces between the 

contacting surfaces. The Johnson-Kendall-Roberts (JKR) theory6 considers the effect of 

finite surface energy. In particular, the theory calculates the increase in contact area that 

results from the elastic bodies deforming to accommodate their mutual attraction, so that the 

deformations are no longer perfectly Hertzian. As with the Hertz theory, the JKR theory 

applies to the case of two spheres (approximated as paraboloids) in contact. The model can 

be extended to more general shapes7,8. The validity of the JKR model has been verified· by 

SFA experiments9. 

The interface is considered to possess an energy per unit area r= rl+r2-r12' where 

0 and ~ are the respective surface energies and 0
2 

the interfacial energy. yis equivalent to 

the Dupre energy of adhesion which corresponds to the work per unit area required to 

separate the surfaces from contact to infinity. As such, the parameter r effectively 

encompasses all attractive interaction forces. However, the JKR approximation assumes 

that all the interaction forces have zero range, as sketched in Figure 5.1. In other words, 

the surfaces gain an energy per unit area yif they touch, but not if they are separated by an 

infinitesimal amount or more. We shall discuss the limitations of this approximation 

furhter below. 

In the JKR theory, the contact area A as a function of externally applied load L is 

given by: 

Rzt3 zt3 

A= n K213 ( L + 37r}'R + ~67r}'RL + (37r}'R)
2

) • (5.4) 
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The JKR area-load curve is plotted in Figure 5.2. The Hertz formula is recovered by 

setting r = 0. In the JKR theory, the contact zone is significantly deformed from the 

Hertzian case, particularly by the formation of a neck-like structure at the contact zone 

edge, as depicted in Figure 5.3. Significant tensile stresses exist within this region. The 

energy cost of these stresses is paid for by the gain of interfacial energy due to increased 

contact area. In fact, the calculated tensile stress diverges to infinity at the contact zone 

edge. The authors account for this unphysical result by predicting that real materials will 

exhibit small relaxations at the contact zone edge which does not significantly affect the rest 

of the contact. 

The theory predicts that a finite negative load is required to separate the surfaces. 

This value is often referred to as the critical load, Lc, and is given by: 

1 

0.5 
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Figure 5.3 Contact stresses (dotted lines) and contact profile (solid lines) for the Hertz, 
DMT, and JKR models for the same applied load, plotted using non-dimensional units 
(R= I, K= I, 7rf= I, applied load = I) for two spheres in contact. For clarity, only the upper 
sphere is shown. In the DMT model, the Hertz profile is preserved but with a higher 
effective load due to long-range adhesion. In the JKR model, short-range adhesion 
significantly distorts the sphere's profile in and near the contact zone. This leads to a 
diverging tensile stress at the contact zone edge. 
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L = -~.;,.,A;> 
c 2 ~~rn (5.5) 

At the critical load, a finite contact area exists. We shall refer to this area as the critical area, 

Ac, and is given by: 

A = ;r(-31t"fR._,__2 J2t3 
c 2K 

(5.6) 

5.2.3 DMT Theory 

The problem of contact mechanics in the presence of adhesion is treated by a 

significantly different approach by Deijaguin, MUller and Toporov (DMT)lO. Unlike the 

JK.R case, the DMT theory assumes that the shape of the contact is not affected by the 

interfacial forces. Rather, the overall Hertzian deformation profile is maintained, but the 

contact area is increased, as depicted in Figure 5.3. Adhesion forces effectively act as an 

extra external load, as described in Figure 5.1. The DMT area-load relation is given by: 

R213 
( )2/3 A= ;r K2t3 L+2wyR (5.7) 

which is also sketched in Figure 5.2. The critical load Lc in the DMT case is larger than for 

the JK.R case, 

(5.8) 

and the contact area goes to zero at the critical load. Unlike the JK.R case, stresses are finite 

at the contact zone edge. There is only a small tensile stress outside of the contact zone. 

5.2.4 The JKR-DMT Transition 

The DMT and JK.R theories describe vastly different contact properties. In fact, a 

rather acrimonious debate broke out in the literature regarding which theory is correct. This 

was resolved with the realization that both theories are correct, but for different situations. 

Compliant materials with strong, short-range adhesion forces and large radii will behave 

more like a JK.R contact, whereas stiff materials with lower, longer-range adhesion forces 

and small radii will behave more like a DMT contact. Cases that are in between will also 

occur, as illustrated in Figure 5.2. 
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Thus, the JKR and DMT theories are actually limiting cases of a spectrum of 

contact mechanics behavior. The transition between these two limits is discussed by 

Johnsonll, as well as by Maugis12, and MUller et a[I3. The following dimensionless 

parameter, following on a proposal of Tabor14, determines the contact behavior with 

respect to these limitslS: 

= ( I6Rr
2 J

113 

f.Lr 9K2z/ (5.9) 

where zo represents the effective range of adhesion. To be firmly in the JKR limit, J.Lr 

should be about 5 or greater, whereas J.Lr <0.1 implies the DMT limit. Values in between 

correspond to the "transition region". The symbol J.Lr is often called "Tabor's Parameter" 

and is not to be confused with the friction coefficient J.l.. As well, there are different 

conventions in the literature for the exact form of f.Lr, which are listed by Greenwood15. 

Unfortunately, zo is a property of the interfacial forces and is thus not necessarily known. 

It is therefore difficult to know a priori which contact mechanics regime will be appropriate 

for a given interface. 

5. 2. 5 The Relation to Friction 

Now we will discuss how to apply a contact mechanics theory to the study of 

friction. We make the fundamental assumption that friction is proportional to the area of 

contact. SF A experiments with contacting mica surfaces that are either bare or with 

molecular layers between have shown that in the absence of wear, the frictional force F1 is 

directly proportional to the contact area4,16, i.e. 

Fj=-c·A (5.10) 

where 'Cis the interfacial shear strength. 

Let us assume the JKR theory applies for the contact. Thus, there will be a finite 

frictional force at the critical load, which we shall call the critical friction force, Fe, given 

by: 
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(5.11) 

Using the assumption of equation (5.10) and the JKR equation, we can write the equation 

for friction as a function of load in the following compact non-dimensional form after 

completing the square: 

(5.12) 

where the load and friction have been parametrized in terms of the critical load and critical 

friction: 

A Fj A L 
Fj =- and L=- . (5.13), (5.14) 

~ Le 
The above discussion shows that although four physical quantities are involved in 

the friction-load equation (interfacial energy, tip radius, combined elastic modulus, and 

shear strength), there are only two independent parameters in the equation: Le (equation 

(5.5)) and Fe (equation (5.11)). Thus, the entire shape of the curve is fixed, and these two 

quantities (or any other single pair of points (L, F) on the curve) only determine the scaling 

of the axes. Therefore, it will be easy to test the validity of our assumption that F1 = -r ·A. 

If the assumption is valid, and if R and K are known, then the JKR theoiy gives the 

interfacial energy yand the shear strength -rfrom the measured Le and Fe. 

All of these equations are only valid for parabolic tip profiles. However, a non­

parabolic tip shape produces substantially different behavior. We have extended the JKR 

model to predict the contact area for an axisymmetric tip with a general power law height 

profile (z=c·r"). The result is given in the Appendix. In general, for a flatter tip profile, 

such as a quartic tip (zocr4
), the area does not increase as rapidly with externally applied 

load as in the case of a parabolic tip. This is intuitively obvious as the limiting case is that 

of a flat cylindrical punch; the contact area would be independent of load due to the flat tip 

profile. Yet for different tip shapes, it is still true that there will be a finite critical load and 

a finite contact area at the critical load, and the modified area-load relation can still be 
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written in terms of these two parameters. It will therefore be crucial to know the shape of 

our tip for this analysis; then the interfacial energy and shear strength can be determined. 

One can also fit the DMT model to friction data to determine the adhesion energy 

and shear strength. In this case, since the contact area at the critical load is zero, friction 

forces should be parametrized by the value of the friction force at zero load. 

5.3 Experiment 

Experiments were carried out to examine the load dependence of friction using 

mica(OOOl) substrates with different tips. Mica can be cleaved to produce atomically flat, 

ordered terraces and serves as a worthwhile comparison for SF A experiments which have 

used mica extensively. 

5. 3. 1 Sample and Tip Preparation 

We have used two different types of microfabricated cantilevers for these 

experiments: Si3N417, and Pt-coated Si3N4• We believe that Si3N4 tips terminate in a layer 

which has significant nitrogen content as indicated by scanning Auger electron 

spectroscopy performed on the cantilever arm itself. The other type of cantilevers used 

were Si3N4 cantilevers which we coated with nominally 100 nm of Pt. Our experience has 

shown that metal-coated AFM tips may lose the coating at the end of the tip due to tip­

sample contact stresses. To avoid this, the Pt was deposited after a plasma etch of the lever 

and tip which promotes adherence. To determine if the Pt coating remained on the end of 

the tip being used, for each experiment we placed the tip in contact with a conducting 

sample and measured a low contact resistance ( -1.5 kQ including lead resistance) both 

before and after acquiring all the data presented below. The resistance did not vary 

appreciably with applied load, even just before the tip pulled out of contact with the sample. 

Since Si3N4 is an insulator, we conclude that throughout the experiments with Pt-coated 

levers, the Pt coating was not removed. These resistance measurements were carried out in 

atmospheric conditions. 

The mica surface structure was illustrated in Chapter 4, Figure 4.2. The mica 
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sample is held fixed in a sample holder inside the UHV chamber; the exact arrangement is 

described elsewhere18_ A thin steel foil is epoxied on top of the mica sample and protrudes 

outward far enough to be grabbed by a wobble stick. Using the wobble stick, the foil is 

pulled off and carries a few layers of mica with it, exposing a fresh mica surface. The 

AFM is then brought into range to perform the experiment. 

The chamber pressure during the friction experiments was 5 x 10"10 Torr or less, 

and all experiments were performed with the system at room temperature. 

Unfortunately, the tips used for these experiments were too blunt to allow the 

wedge calibration technique to be utilized. Therefore, lateral and normal forces were 

estimated using the calculations described in Chapter 3. 

5. 3. 2 Tip Shape Determination 

By selecting atomically flat regions on our samples, we have a perfectly 

characterized geometry for half of the interface being probed. The geometry of the tip must 

also be known to be able to properly characterize the interface. 

A topographic AFM image is actually a convolution of surface and tip features. The 

smaller and sharper the features of one, the more the AFM image corresponds to the 

topography of the other. Usually, one requires sharp AFM tips to reveal the surface 

topography, but equivalently, a sharp surface feature will reveal the tip structure. Several 

methods have been discussed 19-22 which allow the AFM tip profile to be "imaged" based 

on this principle. In general, the finite lateral extent of the surface feature will increase the 

apparent size of the tip. Thus, the "tip images" acquired by these methods are in fact the 

largest possible tip that could have produced the image, meaning that these methods 

provide upper bounds on the tip dimensions. 

As mentioned in Chapter 3, a sample that can be used for this purpose is the 

stepped SrTi03(305) surface23_ The (101) and (103) facets of the surface meet to form 

long unidirectional ridges which approach atomic sharpness. These ridges are thus much 

sharper than a typical AFM tip, and so a topographic scan over a ridge produces a cross-
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sectional "image" of the AFM tip that reveals its shape at the nanometer scale. Since the 

density of ridges is high, acquired images contain many individual "tip images" which can 

be correlated to reduce the effect of noise and spurious surlace features. Since we need to 

know the tip shape and dimensions, each tip is imaged with SrTi03(305) before and after 

each full set of data. These measurements were performed in air. All references to tip 

shape and size were obtained by this method. Although these measurements are actually 

upper bounds to the tip dimensions, there was no substantial difference between tip images 

acquired on different ridges. This suggests, in combination with TEM images of the 

SrTi03(305) surface23 and the relatively high elastic modulus of SrTi03 that the apparent 

dimensions are not substantially different from the true ones. 

5. 3. 3 Data Acquisition 

We simultaneously measure the normal and lateral bending of the AFM cantilever as 

it is scanned laterally across the sample while the applied load is sequentially stepped24. 

For each line scan, the average value of the critical lateral force required to cause slip is 

calculated. To eliminate any offset in the lateral force signal (due to coupling between 

normal and lateral channels), we calculate half the difference between the critical lateral 

force signals measured for the two opposing scanning directions. Each line scan is 

acquired at a fixed applied load, then the load is changed slightly, and another line scan 

recorded. 256 line scans are recorded for each run. Each run is acquired in roughly 30 

seconds. Other than the averaging, the data is unprocessed. 

These measurements can be perlormed over any desired load range that is attainable 

with the particular cantilever used. For these experiments, we usually begin the 

measurements at a substantial positive load which is sequentially decreased until the tip 

pulls out of contact with the sample. The data can also be acquired while increasing the 

load although, due to the jump-to-contact instability, the low-load portion of the friction v s. 

load curve is not accessed. 

At very high loads with mica, anomalously large lateral forces occur indicating the 
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onset of wear of the surface, similar to effects seen in air24. For these experiments, all 

friction data were acquired with the externally applied load remaining well below the wear 

threshold. Such wear events permanently damage the surface and can be imaged in 

topographic mode after they occur. Regular imaging of each surface confirmed that 

scanning the sample did not instigate wear. In general each set of data was acquired over a 

new area of the surface. 

5. 4 Results and Discussion 

5.4.1 Friction vs. Load 

Figure 5.4(a) shows a characteristic friction vs. load plot for the Pt-coated tip on 

mica in UHV. The x-axis corresponds to externally applied load i.e. normal cantilever 

displacement with respect to zero bending. The zero point is given by the cantilever 

position out of contact with the sample when no normal force is acting. The behavior is 

non-linear with the non-linearity most evident near the critical load. Clearly, there is a finite 

frictional force at the critical load. Figure 5.4(a) also shows three JKR/extended JKR 

curves overlaid for comparison. The three curves correspond to successively flatter 

axisymmetric tip profiles of zoe-?, r4
, and r6 respectively, all fit to the critical load and the 

friction force at zero load (the critical friction force could have been used instead). Clearly, 

only the parabolic tip suits the data, and it does so very accurately. 

One can see that the data cannot be fit by the zocr4 and rP solutions as they predict 

friction values too large at negative loads, and too small at positive loads. The 

disagreement is a consequence of the shape of the curve, as opposed to the relative 

calibration of the axes. Thus, we can determine whether or not the JKR or extended JKR 

equations fit the data independent of the absolute calibration of the cantilever forces. 

Before these data were taken, the tip was imaged using the SrTiOi305) surface. 

An averaged tip profile is shown Figure 5.4(c). The profile is fit well by a parabola with a 

radius of curvature of 140 nm. The parabolic profile agrees with the JKR fit to the friction 

data. 
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Figure 5.4 (previous page) Friction vs. load plots for aPt-coated tip in contact with mica 
in UHV. (a) Friction data (triangles) and JKR prediction for increasingly flatter tip shapes 
(solid lines): (i) parabolic, zoc,:Z; (ii) zocr4

; and (iii) zocl. The data initially follow the JKR 
prediction for a parabolic tip (solid curve (i)). (b) After blunting the tip, friction (circles) 
varies with load according to a modified JKR description for a flatter tip shape. The solid 
lines represent the same tip shapes described in (a) with curve (iv) zocr8 added for further 
comparison. (c) Tip cross-sections confirm that in (a) the tip was nearly parabolic and in 
(b) the tip was flattened, and is fit well by a zocr6 dependence. 

To further investigate the validity of the JKR or extended JKR models, we decided 

to study the behavior of a substantially different tip shape and see if the friction vs. load 

behavior changed accordingly. Since the Pt coating is relatively thick (nominally -100 

nm), we attempted to deliberately alter the tip shape by exerting. large forces on the tip. 

This was done by exerting an extremely high load of -1000 nN on the tip, corresponding 

to an estimated average pressure of roughly 60 GPa, then reducing the load somewhat to 

-500 nN, and then scanning the tip across the surface -20 times. Friction data was then 

acquired at the usual applied loads. Figure 5.4(b) shows one of the resultant friction vs. 

load plots, accompanied by fits for the same three tip profiles as before; zocr, r4
, and r6

, 

with the r8 solution added for further comparison. Now the r6 profile provides a good fit. 

In fact, the r 8 solution fits the data well in the negative load region. This clearly indicates 

that the end of the tip is indeed flatter than before. 

After these data were acquired, we again imaged the tip using the SrTi03(305) 

surface. This time, a much flatter tip profile was observed. Figure 5.4(c) displays the 

cross-section from the "blunted" tip and the original tip plotted on the same scale, along 

with a zoe I fit, which is a suitable fit for the end of the tip, consistent with the friction-load 

data presented in Figure 5.4(b). In fact, the tip shape could certainly be described to 

greater accuracy by a more complicated function for which an area-load curve could be 

worked out for comparison to the data. Our main point is that the tip is qualitatively much 

flatter than before, and that this corresponds to the change in frictional behavior we 

observed after the tip was blunted. Furthermore, the zocr6 solution is seen to be a 
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Figure 5.5 Friction vs. load measurement for a 
Si3N4 tip on mica in UHV (circles) and a JKR fit to 
the data (solid line). 

reasonable estimate of the tip 

shape, · consistent with both the 

''tip imaging" technique and the 

friction vs. load data. 

Calculations based upon this 

estimate of the tip shape are not 

significantly affected by 

considering more exact 

mathematical descriptions. 

A friction vs. load 

measurement for the Si3N4 tip is shown in Figure 5.5. Again, the JKR model fits the data 

extremely well, although the measured forces are very different from the measurements 

with the Pt-coated tip. In particular, friction forces and adhesion were substantially 

smaller. Low adhesion led to "premature" pull-off events, where the tip would snap out of 

contact before the critical load (as measured by taking force-distance curves). This is 

apparent in Figure 5.5. The JKR curve is thus fit using a value of Lc measured from force-

distance curves. 

We have attempted to fit all our data by a DMT fit but the quality was much poorer. 

This can be plainly seen from the data because the DMT theory predicts zero contact area at 

the critical load; in contrast we always observe a finite frictional force at the critical load. 

Even adding a finite offset to the frictional forces fails to make the DMT fit better than the 

JKR fit. Likewise, area-load curves between the JKR-DMT transition did not fit as well as 

the JKR curves. 

Of course, determination of the parameter J.l-r, equation (5.9), would be a valuable 

confirmation that we are in the JKR regime. Unfortunately, we cannot unambiguously 

determine.ur since (i) our calibration is uncertain leading to a possible error in the value of r 

and (ii) the exact value of z
0 

is unknown and thus somewhat arbitrary although we expect 
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short-range adhesion forces to dominate in vacuum. For our data, using z
0
=0.15 nm, 

estimates for J.Lr range from 0.24 to 2.6, which should be in the transition region. Our 

apparent agreement with the JKR fit could be explained if we have underestimated the 

normal forces, so the adhesion energies are actually larger. Alternately, the elastic constant 

values we used, which are from bulk measurements, may be too large. 

The above results show that the variation of our friction data with load is described 

to an excellent degree by JKR/extended JKR model depending on the tip shape. These 

models predict contact area as a function of load, which indicates that the frictional force 

between Pt-terminated and Si3N4 tips and the mica surface is proportional to the area of 

contact. 

It is important and surprising that a continuum model can account very accurately 

for the behavior of a nanometer-sized contact which exhibits lateral atomic-scale stick-slip 

behavior. This is plausible at high loads, where for each load step (typically 1 nN or less) 

the corresponding change in contact area, using the continuum model, would only be a few 

mica unit cells. .Elastic relaxations of tip and sample atoms can easily smooth out the 

changes in contact area. Yet even at the lowest loads, the contact area appears to be 

changing smoothly. Discrete steps in friction corresponding to quantization of the contact 

area were not observed in these experiments. 

As mentioned, shear strength relates frictional force to contact area. A pressure­

dependent shear strength has been observed for organic monolayers between mica surfaces 

in a SFA experiment16. Our data indicates direct proportionality between contact area and 

friction which would imply a pressure-independent shear strength over the pressure range 

we attained, up to nearly 1 GPa average pressure. 

For each set of measurements, fitting the JKR equation to the data gives values for 

Fe and Lc, from which one can determine rand -r: To perform these calculations, we used a 

Young's modulus of 177 GPa for Pt25, 155 GPa for Si3N426, and 56.5 GPa for the mica 

c-axis, calculated from recent Brillouin scattering data27. From the same references, the 
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Table 5.1 Adhesion energy and shear strength measurements for mica in UHV. 

Tip r r vdWaals' 'r 'r frictional 
energy work 

(mJ/m2
) (meV/cell) (meV/cell) (MPa) (pN/cell) (meV/cell) 

Si3N4 24 18 6.7 52 6.0 17 

Pt: max 404 300 12 910 106 345 
Pt: min 19 14 12 270 32 104 

Poisson ratios used are 0.39 for Pt, 0.27 for Si3N4, and 0.098 for mica. The results are 

summarized in Table 5.1. The values quoted are from ensembles of measurements. In the 

case of the Pt-coated tip, there was a systematic reduction of the adhesion and shear 

strength during the experiment, so the minimum and maximum values observed are quoted. 

This variation of adhesion and shear strength will be discussed in detail in the next section. 

No such variation was observed with Si3N4 tips. 

The highest interfacial energy measured with the Pt-coated tip, 404 mJ/m2 is more 

than an order of magnitude higher than adhesion energies of 20 - 50 mJ/m2 measured with 

the SF A for inert hydrocarbon surfaces in air9. The interfacial energy of two freshly 

cleaved mica surfaces in contact has been measured with the SF A to be ~ high as 

150 mJ/m2 in dry nitrogen28, which is closer to our measurement. In these SFA 

experiments, adhesion energy is seen to decrease with time due to contamination. The high 

interfacial energy we measure is not surprising considering that in UHV, contamination is 

minimized. 

Adhesion between Si3N4 tips and mica, with an interfacial energy of 24 mJ/m2
, is 

more than on order of magnitude less than the maximum adhesion measured with the Pt-

coated tip. The expected nitride/oxide termination of Si3N4 is relatively inert. Not 

surprisingly, this inertness leads to lower adhesion. 

In Table 5.1 we convert the measured adhesion energies to meV per mica unit cell, 

and compare this to the van der Waals' energy for the respective interfaces29. Attractive 
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van der Waals' forces act for every pair of materials. However, we see that the van der 

Waals' energy is not large enough to account for the observed adhesion in both cases. 

Therefore, some other short-range attractive force is acting. 

The shear strengths listed in Table 5.1 are converted to pN/mica unit cell, and the 

amount of energy dissipated, which we call frictional work, is given in meV/mica unit cell. 

The maximum shear strength observed between Pt-coated tips and mica was 910 MPa, 

more than an order of magnitude larger than 52 MPa measured for Si3N4 tips, and large 

compared to the bulk yield strength metals, but of the same order of magnitude of the ideal 

shear strength of metals in the absence of dislocations30. A method for determining the 

ultimate shear strength of a metal-ceramic interface was used for a silica-copper interface31. 

The ultimate shear strength was measured to be in the range of 0.56-1.67 GPa, attributed to 

strong metal-oxide bonds formed at the interface. The Pt-mica interface thus initially 

possesses a shear strength equivalent to a covalently-bonded interface. Israelachvili 

measured a shear strength of 25 MPa for a mica-mica interface with the SF A, where the 

surfaces had been exposed to laboratory air and thus were covered with hydrocarbon 

contaminants. The Si3N4-mica interface exhibits shear strengths in this range, but much 

lower than for the covalently bonded interface. 

To obtain an order-of-magnitude estimate of the number of phonons generated 

during sliding, we can compare the frictional work listed in Table 5.1 to the energy of 

longitudinal acoustic phonons in mica with a wavevector corresponding to the contact size. 

In a single slip event, 85 phonons/mica unit cell are generated for the Si3N4 tip, and 1700 

phonons/mica unit cell for the Pt-coated tip. 

Application of the JK.R model allows us to explicitly calculate the area of contact. 

The contact area and radius at the critical load is listed in Table 5.2 for the two tips. We see 

that even at the lowest attainable loads and with the lower adhesion cases, many surface 

unit cells are in contact with the tip, which we had stated previously in more general terms. 

Clearly, if the AFM tip is used to image a sample, it will not resolve individual atoms. 
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Table 5.2 Tip-sample contact size at the critical load. 

tip contact radius contact area area in terms of # 
(nm) (nm2

) of mica unit cells 

Si3N4 5.3 87 740 

Pt: max. adhesion 8.6 230 2000 

Pt: min. adhesion 3.0 29 250 

5.4.2 Variation of Shear Strength and Adhesion 

Another surprising finding of this study was the variation of the frictional properties 

of the platinum tip on mica as a result of repeated scanning. For the initial set of data 

(before the tip was blunted), every friction curve obtained could be fit with a JKR curve. 

However, the values of Le and Fe changed with repeated scanning. In particular, both Le 

and Fe were seen to decrease slightly from one run to the next (less than 5% per run). 

Figure 5.6 displays a selection of the friction-load curves obtained. Clearly, Le and Fe 

progressively decrease as runs are performed, which after many runs results in a large 

overall change. Each run was performed over a new area of the mica surface. 

Throughout the experiment, we were able to obtain atomic lattice resolution images 

of the mica surface. Despite the dramatic change in frictional forces that occurred, no 

noticeable changes were observed in the atomic-lattice resolution images. This does not 

rule out any changes of the tip, but merely indicates that the stick-slip behavior persisted. 

Only a change in the surface of the tip, either structural or chemical, can explain our 

observations. We established that this adhesion decrease was related to the tip, and was 

induced by scanning the tip in contact with the mica as follows. The change in Le and Fe 

did not depend upon the time interval between runs, as one might expect if there was some 

sort of accumulating surface contamination. For example, some of the curves in Figure 5.6 

were in fact acquired 12-24 hours apart, whereas most of the other curves were acquired a 
' 

few minutes apart, yet the change in Le and Fe are about the same from one curve to the 

next. Our microscope is capable of coarse lateral position adjustment, and so we took 
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Figure 5.6 Scanning-induced reduction of adhesion energy and shear strength is revealed 
by friction vs. load plots for aPt-coated tip in contact with mica in UHV. After each plot, 
the pull-off force decreased in magnitude, implying a scanning-induced. decrease in the 
adhesion energy. Curve fitting reveals that the shear strength also decreased. This implies 
that changes in the structure or chemistry of the interface can dramatically affect friction and 
adhesion. 

advantage of this by positioning the cantilever over several new regions of the sample. The 

subsequent values of Lc and Fe continued to monotonically decrease, independent of the 

imaging location. 

We also investigated whether or not a brief tip-sample contact had any effect. This 

was done by taking several force-distance curves. Without scanning, the tip-sample 

separation was varied, bringing the tip in and out of contact with the sample. The force 

required to pull the tip out of contact with the sample corresponds to Lc. We were not able 

to cause Lc to decrease simply by acquiring force-distance curves. Finally, we rule out any 

change in the large-scale structure of the tip to account for the adhesion decrease. As 

mentioned above, changes in the tip shape are clearly reflected in the friction-load curve. 

Our friction-load curves were all consistent with a parabolic tip profile, and inconsistent 
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with any substantially different tip profile. Furthermore, looking at equations (5.5) and 

(5.11), for Le and Fe to decrease would require the tip radius R to systematically shrink, 

which seems implausible. 

In summary, Le and Fe decreased if and only if the tip was scanned in contact with 

the sample. Since a JKR curve can describe each friction measurement, and R and K were 

constant, we conclude that the variation of Le and Fe correspond to changes in the interfacial 

energy yand the shear strength 'T brought about by changes in the inteifacial chemistry or 

structure induced by scanning32. Table 5.1 shows the largest and smallest values of y and 

'T that we measured for the initial set of experiments. 

Since we are unable to spectroscopically analyze the tip, explanations of this effect 

are purely conjectural. One particular chemical change worth discussing is scanning­

induced transfer of potassium from the mica surface to the tip. The mica cleavage plane 

exposes potassium ions which are strongly bound to the mica surface, but during tip­

sample contact there is a finite probability that a potassium atom will transfer to the metal tip 

and adsorb. An energetic barrier to this process as well as diffusion of potassium on the 

platinum tip33 would necessitate repeated transfer events to eventually saturate the end of 

the tip. Furthermore, it has recently been observed that potassuim will also incorporate 

itself into the platinum lattice34. This is all consistent with our observation of a gradual, 

scan-by-scan change in adhesion. Potassium adsorption lowers the surface free energy of 

the platinum, thus the work of adhesion will decrease as potassium adsorbs since the 

sample, being much larger than the .~on tact zone itself, provides a reservoir of potassium to 

replenish vacancies in the mica surface. In other words, the partially potassium-covered tip 

will not have as strong a chemical attraction to the potassium-covered mica surface as a 

cleaner metal tip would. Note that our estimated total decrease in the work of adhesion is 

-0.39 Jfm2 (see Table 5.1). The energy of adsorption of potassium on the clean Pt(111) 

surface at one monolayer coverage in UHV has been measured33 to be -0.94 Jfm2 which is 

of the same order of magnitude. Attributing the adhesion energy decrease to potassium 
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adsorption is therefore not physically unreasonable. 

Another possibility is a structural rearrangement of tip atoms at the interface caused 

by sliding. It has been postulated that changes in the atomic commensurability of the 

contacting surfaces would cause changes in friction and adhesion35-37. Increased 

commensurability is expected to increase friction and possibly adhesion as tip and sample 

atoms can "lock together" more easily. Indeed, mica surfaces in contact that were rotated 

with respect to one another produced maximum adhesion36 and friction37 when the 

orientation of the two mica sheets matched38. From this point of view, the observed 

decrease in friction and adhesion with scanning implies that scanning reduces 

commensurability. Whether this occurs in our case is not known, and it is not obvious that 

the tip structure should have any degree of commensurability with the mica to begin with. 

Nevertheless, further experiments are needed to investigate this interesting possibility. 

In any case, it is remarkable that such a dramatic change in friction and adhesion 

occurs as a result of interfacial changes. Order of magnitude changes in adhesion and 

friction can thus occur even though bulk properties such as the tip radius, phonon spectrum 

and specifically the elasticity, which also play crucial roles in determining friction, are 

unchanged. As stated previously, we did not observe such a variation of adhesion and 

friction in experiments with silicon nitride tips. This may reinforce the idea that the 

chemistry of the surface of the tip plays a role, as platinum has very different chemistry 

than the expected passive terminations of silicon nitride tips. Alternately, platinum is more 

ductile than silicon nitride which is a fairly brittle material. Thus, a structural change in the 

tip termination brought about by shear forces is also more likely to occur with platinum. 

As mentioned above, the platinum-coated tip was blunted after this set of 

experiments and further friction measurements performed. This was· followed by 

measuring the contact resistance between the tip and a conducting sample which confirmed 

that the platinum coating had not been removed. Immediately after blunting the tip, the 

adhesion and friction recovered, but again progressively decreased with scanning. From 
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the~e measurements, we estimate that immediately after blunting the tip, the intetfacial 

energy had recovered to -100 mJ/m2
, a value in between the initial and final values 

measured before blunting the tip. This further supports the idea that the tip chemistry is 

affecting the adhesion, since blunting the tip presumably exposes new unreacted platinum, 

thus restoring the adhesion. 

We thus have a set of measurements for a single system where rand -r vary due to 

intetfacial changes. We can therefore probe the relation between rand 'r . For each set of 

data in Figure 5.6 (i.e. before blunting the tip), Fe and Le can be determined. Figure 5. 7 

shows a plot of Fe vs. Le. The dependence is nearly linear. Since Le is proportional to y, 

while Fe is proportional to -r·'f3, this implies that -r is only weakly dependent upon y. By 

calculating 'rand yfor each point (Fe, Lc) in Figure 5. 7, we determined that 'r oc: y-~· where 

A= 0.44 ± 0.10. Any uncertainty due to calibration does not affect the functional 

dependence of shear strength upon adhesion. 

The weak dependence of the shear strength upon the adhesion is a surprising result. 

Sophisticated models relating friction and adhesion simply do not exist, although in the 

most simple case, one might expect 'r to be linearly proportional to y. A simple model 

relating sutface energy and shear strength in the absence of wear is the so-called 

"Cobblestone Model"4,39-41. Sutfaces sliding with respect to one another are considered in 

a similar fashion to the wheels of a cart rolling over a cobblestone street. If at rest, the 

wheels will be settled into grooves between the cobblestones. To initiate motion, a lateral 

force is required to lift the wheels out of the grooves and over the cobblestones. In this 

model, the force of gravity is replacing the attractive sutface forces. For an atomically 

smooth sample, the "cobblestones" could represent the atomic corrugation. SF A 

experiments for contacts between hydrocarbon sutfaces or sutfaces with layers of liquid 

molecules in between show general agreement with the model4,9,40. However, the model 

predicts that the shear strength is linearly proportional to the intetfacial energy (A = 1)9, 

which we do not observe in this case. The model is essentially geometric in nature, which 
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Figure 5. 7 Plot of the values ofF c and Lc measured from a large number of runs, some of 
which are displayed in Figure 5.6. The dependence is nearly linear. The interfacial energy 
g and the shear strength t were calculated for each point. A fit to a power law -r oc yil 
gives A.= 0.44 ± 0.10. 

is too simple to describe the atomic-scale interactions taking place at the interface. 

Another model relating friction and adhesion has been proposed by Israelachvili9,42 

Experiments with the SF A have shown that for systems of chain-like molecules between 

contacting surfaces, the adhesion energy increases while surfaces are in contact. 

Hysteresis of the contact area then occurs between approach and retraction of the surfaces, 

and evidence suggests that frictional forces are larger when adhesion hysteresis is larger. 

However, this is inconsistent with our observations as we do not observe any frictional 

hysteresis when comparing increasing and decreasing loading. lsraelachvili' s theory is 

based on studies of particular molecular structures such as long hydrocarbon chain 

molecules, whereas according to the theory adhesion hysteresis is not expected for solid-
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solid contacts. The theory attributes the hysteresis to complex phenomena occurring at the 

interface, namely reorientation, interdiffusion and interdigitation of the molecules. These 

processes have long relaxation times which are comparable to the time the surfaces spend in 

contact with each other, and so equilibrium is not reached during contact. . In contrast, we 

do not expect processes with long relaxation times to occur on surfaces in UHV as the 

interface is much less complex. Also, the model predicts a cyclical hysteresis as opposed 

to the progressive changes in adhesion and shear strength which we observe. 

It is thus not clear yet whether the observed power law represents a very specific 

case of the friction-adhesion relation for the particular platinum-mica system studied here, 

or is a more general phenomenon. More experiments with other systems are needed to 

understand this important relation. 

5.5 Summary 

Macroscopic theories and experiments have shown that friction is proportional to 

applied load, where the constant of proportionality is defined as the friction coefficient. 

These macroscopic situations involve multiple asperity contacts and plastic deformation. 

The results presented here are the first comprehensive measurements ever in UHV of 

nanometer-sized single asperity contacts. Our results demonstrate that the concept of a 

friction coefficient, i.e. Amonton's Law, is not valid in the elastic single-asperity regime 

for nanometer-sized contacts. Rather, the frictional force is proportional to the contact area 

predicted by the JKR theory of elastic adhesive contacts. These results demonstrate the 

surprising applicability of continuum mechanics theories at the nanometer scale. 

These results demonstrate that one can calculate interfacial energies and shear 

strengths, to the extent that the tip dimensions, elastic moduli, and AFM signal calibrations 

are known. The entire shape of the JKR curves are fixed by selection of one pair of points 

on the friction-load plot, allowing us to see the difference between a parabolic tip versus a 

flatter tip that was deliberately blunted. This difference was verified with ''tip images" 

acquired by scanning sharp ridges on the SrTi03(305) surface. This establishes that the tip 
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shape and composition are critical in determining the frictional behavior observed in an 

AFM experiment on a particular surface. Friction measurements with AFM cannot be 

considered to be fundamental unless these considerations are taken into account. 

Our results indicates that the shear strength is pressure-independent in the pressure 

range we examined. Using the JKR theory, adhesion energies and shear strengths were 

calculated for the interface between mica and Pt-coated and Si3N4 tips in UHV. In the case 

of the Pt-coated tip, the tip-sample adhesion dropped by more than one order of magnitude 

during the experiment, as did the measured frictional forces. These dramatic changes were 

induced by scanning the tip in contact with the mica sample. We attribute the substantial 

friction and adhesion decreases to changes of the interface, either structural or chemical, as 

opposed to changes in bulk structure or properties. The interfacial energy, y, dropped by 

more than one order of magnitude while the shear strength, -r, decreased to a lesser extent. 

Our observations indicate that for a platinum-coated tip on mica, 'l" oc rA. where 

A=0.44±0.1 0. This is a new observation of a relation between adhesion and friction, and 

is not explained by existing theories. 

5.6 Appendix - Extended JKR Model 

The JKR model can be applied to an axisymmetric tip with height profile z = c· rn. 

The analytic result expresses the load as a function of contact area as follows: 

(5.15) 

where 

( .!!.)12 2n 

l/f = 2 
• , n even 

(n + 1)! 
(5.16) 

(n + 1)! 
l/f = ( n;! )!2 2n+l ' n odd. (5.17) 

Assuming 0 = 'l" ·A, the non-dimensional form of the equation in terms of the frictional 

force F1 is given by: 

L=- ·F + -- ·F 2 
~ (2n+2) ~ 314 ( 3 ) ~n+l 

2n-1 1 2n -1 f 
(5.18) 
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where 

I 

L = (2n-1) ·[(6nrr+I.Kn-z]zn-1 
c 2(n + 1) (n(n + 1)c11f)3 (5.19) 

and 

[(61r')') 1 ]2n
2
-1 

F,; = 'r. Ac = 'r. 7C. K . (n(n + 1)c11f)2 (5.20) 

in analogy to equations (5.5) and (5.10)-(5.14). 
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6. The Lateral Stiffness Measurement Technique 

6.1 Introduction 

The results of the previous chapter demonstrate that AFM is capable of measuring 

fundamental friction and adhesion properties of nanometer-sized contacts. However, 

quantitative analysis requires choosing a specific continuum mechanics model to describe 

the tip-sample contact area. Instead of relying upon a model, it would be desirable to have 

an independent experimental measurement that is related to the tip-sample contact area. We 

subsequently discovered that this is possible by measuring the lateral stiffness of the tip­

sample contact 1. This chapter describes the technique to perform this measurement, and 

presents examples of lateral stiffness measurements. 

6.2 Theoretical Framework 

As we showed in the last chapter, the AFM tip can form a single-asperity contact 

with a surface2-5 and wearless interfacial sliding occurs. Friction scales with load in 

proportion to the area of contact as predicted for a continuous, elastic, single asperity 

contact. In other words, 

(6.1) 

where F1 is the frictional force, A the contact area, a the contact radius, and -r the shear 

strength (shear force/area). However, the contact area is not directly measured, so a 

contact mechanical model must be chosen to properly investigate the relationship between 

friction and contact area. The particular model utilized, such as the Hertz or JKR model, 

depends upon the strength and range of the tip-sample interaction forces (among other 

things), which is uncertain in each case. The contact area - load relation for a single 

asperity also depends upon the tip shape, as demonstrated in the previous chapter. 
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Furthermore, if the shear strength is not independent of load (pressure) then the load 

dependence of shear strength and contact area become convoluted in the friction 

measurement3. Indeed, pressure dependent shear strengths have been reported in SFA6 
) 

and macroscopic experiments7,8. For these reason's, an independent measurement related 

to the contact area is desirable. 

Contact stiffness is defined as the amount of force per unit displacement required to 

compress an elastic contact in a particular direction, has the units of Nlm, and is essentially 

the "spring constant" of the contact. For example, the normal stiffness is given by 

K=d.Udz, where Lis the applied load (normal force), and z is the elastic penetration depth. 

In the Hertz case, a sphere-plane contact, . 

1C contact = 2 a E" (6.2) 

where E" = [(1- v/) I £ 1 + (1- v/) I E2r; E1 and £
2 

the respective Young's Moduli, and 

V
1 

and v
2 

the respective Poisson ratios (in the previous chapter we used the symbol K 

which is related to E" via K = ~E"). From equation (6.2) the normal stiffness, for the 

Hertz model, is directly proportional to the contact radius. Typically the contact strain is 

concentrated within a volume of the order a3
• 

With AFM, the plane corresponds to the sample, and the sphere corresponds to the 

tip. In addition, the sphere is attached to a spring, i.e. the cantilever, which has its own 

stiffness (the normal spring constant 1C
1 

'. The cantilever and the contact are thus two 
eve,-/ 

springs in series, as described in Figure 6.1(a). 

For nanometer-sized contacts between common materials like metals and ceramics, 

stiffness values are roughly 50-500 Nlm. However, the normal stiffness of typical 

commercial cantilevers, 1C
1 

, is on the order of 0.01 to 1 Nlm. Thus nearly all the elastic 
ever 

compression is taken up by the lever and not the contact, so the measurement is relatively 

insensitive to 1C • Notably, Pethica and co-workers9 have designed a substantially 
contact 

modified scanning force microscope using custom-made cantilevers where a magnetic force 
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(a) 
1CJever 

Q?- 1Ccontact 

(b) 

kJever kcontact 

Figure 6.1 The cantilever : contact system consists of two springs in series depending on 
the mode of compression. If the relative normal displacement between the cantilever and 
sample is changed, as shown in (a), compression of both the cantilever, with normal spring 
constant k , and the contact (tip+ sample), with normal stiffness k , will occur. (b) 

lever contact 
depicts the case of a relative lateral displacement; lateral compression of the contact, with 
stiffness k , will occur along with a twisting of the lever with spring constant k

1 
• 

contact ever 

is directly applied to the tip. This effectively allows control of the compliance of the 

cantilever, and so the normal contact stiffness can be sensitively measured. This set-up is 

not trivial to implement. 

A different approach is suggested by the fact that the typical lateral stiffness of 

commercial AFM cantilevers, k
1 

, is around 50-200 N/m (as shown in Chapter 3)10, i.e. 
ever 

of the same order as the lateral contact stiffness; k , so typical cantilevers can accurately 
contact 

measure variations in the lateral stiffness of nanometer-sized contacts, i.e. 

( J
-1 

dF. 1 1 lateral = k = __ + __ 
dx tot klever kcontact 

(6.3) 
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whereF is the lateral force (cantilever torsion), andx is the lateral displacement (Figure lateral 

6.l(b)). For. a sphere-plane contact, k is given byll contact 

kconract -= 8G* a (6.4) 

where 

G* =(2-v1 + 2-v2 J-t 
Gl G2 

(6.5) 

Here G1 and G2 are the tip and sample shear moduli, respectively. Again, k is directly contact 

proportional to the contact radius. Equation (6.4) is a very powerful equation because it is 

extremely general. It is valid regardless of the tip-sample interaction forces12, unlike the 

analogous equation for normal stiffness, equation (6.2), which must be modified for non­

Hertzian contacts. It is also valid for any axisymmetric tip shape, not just a paraboloid. 

A simple explanation of (6.4) is obtained by considering an applied lateral force 

dFia 
1 
at fixed load, i.e. applying a lateral stress da over the contact area A, producing a tera 

proportional strain de, where de oc dx/a (since a is the length scale of the stress 

distribution). Stress and strain are related by Hooke's Law, 

da= Gxde (6.6) 

where G is the shear modulus, appropriate for the direction of the applied stress considered 

here. Hence 

which gives 

dF/atera/ G dx ---'='"'-oc X-
A a 

dF. lateral oc G X a 
dx 

(6.7) 

(6.8) 

as in equation (6.4). Note the simplifying assumption that the contact radius is not affected 

by the lateral displacement dx. This is reasonable and expected for small lateral 

displacements12. In the case of normal stiffness, the normal displacement dz does change 

the contact radius even for an infinitesimal displacement. This is because load, normal 
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displacement, and contact area are all interdependent. This essentially explains why normal 

stiffness is not generally proportional to contact radius (except in the Hertz case). 

Thus, a measurement of the lateral contact stiffness produces a quantity that is 

proportional to the contact radius. This can be compared to a friction measurement to see 

how friction and contact area are related. We can see if equation (6.1) holds, and if so, 

determine the load dependence of the shear strength. 

6.3 Lateral Stiffness Experimental Technique 

6. 3.1 Instrumental Setup 

As long as there is finite static friction between the tip and sample, the lateral 

stiffness can be measured. Consider the lateral force response of a cantilever as it scanned 

across a sample (Figure 6.2). Typically atomic scale stick-slip behavior is preceded by an 

initial sticking portion, the slope of which corresponds to dF ldx=k , the total lateral 
lateral ' tot 

stiffness. It is this slope which we wish to accurately measure. 

A block diagram of the experimental setup is shown in Figure 6.3. At a fixed load, 

the relative position between the cantilever base and the sample is modulated laterally in a 

sinusoidal fashion with an amplitude that is small enough to avoid the onset of sliding 

H lattice spacing 

~------------------------------------------~x 

Figure 6.2 Lateral force signal vs. lateral displacement (x). Solid line: a relatively stiff 
contact. Dashed line: a more compliant contact - there is less cantilever bending per unit 
displacement as the contact is compressed more. 
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Figure 6.3 Block diagram of the experimental set-up for measuring lateral stiffness. 

(which occurs most easily at low loads). Typically the amplitude of relative displacement is 

less than 0.5 nm. The amplitude of the lateral response of the cantilever is measured with 

a lock-in amplifier. 

It is easy to determine whether or not the amplitude of this displacement is too large 

by monitoring the lateral response on an oscilloscope, as described in Figure 6.4, since the 

slips show up clearly in the time response. The response is no longer harmonic if slip 

occurs. Therefore, the lock-in amplifier will detect a significant out-of-phase component. 

A two channel lock-in can monitor this, to allow discarding of measurement points where 

slip occurred. An example using this will be presented in section 6.4.3. 

The lock-in output is divided by the amplitude of relative displacement, dx. This 

corresponds to the total lateral stiffness of the system, k (equation (6.3)). We chose an 
tot 

oscillation frequency of 200Hz to avoid a resonance of our microscope head near 1 kHz. 

Higher frequencies would otherwise be suitable to use. The lock-in time constant is set to 
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Figure 6.4 (a) Lateral force response for a lateral modulation displacement amplitude that is 
less than the critical value for slippage to occur. The response is completely harmonic. (b) 
After increasing the modulation amplitude slightly, slippage begins and one atomic slip per 
cycle is clearly observed. This produces a measurable out-of-phase response easily 
detected with a lock-in amplifier. The transition between the signals shown in (a) and (b) is 
quite sharp. (c) Lateral force response for a modulation amplitude that is even larger. 
Several slips per cycle are clearly observed. 

be long enough to sample many cycles. We sample two data points at each load, then 

change the load slightly, and take another measurement, and so on. The lock-in signal 

gives dF
1
aterat' while dx must be determined by accurately knowing the piezo response 

calibration. We note that virtually the same equipment and setup was used by Colchero et 

al. 13 to measure sliding friction with AFM. In their experiment, the lateral displacement 

amplitude was deliberately large so that relative tip-sample sliding took place. The resulting 

signal amplitude was deconvoluted to get a measure of the frictional force during sliding. 

6.3.2 Data Analysis 

·We wish to extract k from the measurement of k . Thus we must know k
1 

, 
contact tot ever 

the lateral force spring constant of the cantilever. Although k - asymptotically approaches 
tot 

k
1 

at high loads, generally the load at which this asymptotic value is reached can be very 
ever 
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high, even beyond the load range of the experiment. This is seen by considering equation 

(6.3): fork to reach 90% of k , k must be 9 times greater than k
1 

• Using the 
tot lever contact ever 

Hertz model to calculate, this requires a 729 (=93)-fold increase of the load from the value 

at which k = k . 
lever contact 

If k is known from a precise lever calibration, then that value can be used for 
lever 

k . However, for reasons we have pointed out in Chapter 3, an accurate knowledge of 
contact 

lever force constants is difficult. Furthermore, Lantz et a[.14 have pointed out that for high 

aspect ratio tips, the tip structure itself can have significant lateral compliance, which for 

would add another force constant in series with the cantilever (i.e. renormalizing the value 

of k1ever in equation (6.3)). In our case, we only rely upon K"
1 

(the normal force spring 
ever 

constant), and the lateral vs. normal force sensitivity ratio, which we can determine 

experimentally using the wedge calibration technique. We have not assumed a value for 

k
1 

• If we do choose a contact mechanics model to fit the data, then k can be an 
ever lever 

adjustable fitting parameter. However, this again necessitates choosing a particular contact 

mechanics model. To avoid this, a direct comparison between friction and stiffness ' 

measurements can be made to determine kiev as follows. If equation (6.1) applies, then it 
er 

can be combined with equations (6.3) and (6.4) to give 

k -1 = k -1 .. J,r · -r . F -1t2 
tot lever + g . G* f (6.9) 

Therefore, a plot of ktot.
1 vs. F/'2 will yield a linear relation, if friction is directly 

proportional to the contact area. From equation (6.9), they-intercept is equal to k
1 

• For 
ever 

all the data presented in this chapter, this linear relation was confirmed and k1ever thus 

obtained. In principle, one could use the slope of the plot of equation (6.9) to also 

determine 'f. However, the expected non-linear dependence of both friction and stiffness 

upon load will lead to a clustering of points about the larger values of friction and stiffness. 

It is better to plot -r as a function of load, as described in the next section. 
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6.4 Lateral Stiffness Measurements 

6.4.1 Si3N4 tip/Mica in Air 

Lateral stiffness (k ) was measured vs. load for a silicon nitride tip contacting 
tot 

freshly cleaved muscovite mica in humid atmosphere ( -,?5% relative humidity (RH)) using 

a Si3N4 cantileveriS with a nominal normal force constant 0.58 N/m (Figure 6.5 -crosses). 

k shows a distinct load dependence with a good signal to noise ratio. The fit (Figure 6.5 
tot 

- solid line) indicates how k should vary with load, assuming the DMT model applies. 
tot 

-E ...... 
z -
tn 
tn 
CD 
s:::: .... 

:!:: .... 
C/) 

At 55% RH, a substantial water meniscus forms about the tip-sample contact. This 

80 15 
%k 

lever 

~ 

60 32% 

1oz 
40 21% s:::: -
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0 ·-• .... 
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(,) 

20 ·-... 
5 

LL 
~ 

0 

-20 ..__ _ _.....__ _ ___.~.--_ ___. __ ___,_ __ __,_ __ __, 0 
60 -60 -40 -20 0 
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' Figure 6.5 Crosses: lateral stiffness (k ) vs. load for a Si3N4 tip on mica in air. As load 
tot 

increases, k asymptotically approaches k ( -190 N/m), although even at the maximum 
tot lever 

load, k - 35% k
1 

• Triangles: Ff vs. load, acquired shortly after the stiffness 
tot ever 

measurement. Solid lines: fits of the DMT model to both measurements. 
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can act like a long-range attractive force, and so the DMT model ought to apply. In fact, an 

exact treatment of the effect of capillary condensation upon contact areas has been 

formulated by Fogden and White16 and Maugis17. The contact area depends upon the 

elastic constants, tip radius, and relative humidity. Using their model, we have determined 

that the DMT fit should apply in our case, at 55% RH. A more detailed discussion of this 

approach has been presented elsewhere3. 

We see in Figure 6.5 that k only reaches 35% of k at the highest load; in this 
tot lever 

case and in many other AFM experiments, the lateral contact deformation is equal to or 

greater than the lateral lever deformation for typical conditions18. 

From these results, we can determine the load dependence of r. To do this, 

friction, F1, was measured as a function of load (Figure 6.5 - triangles) immediately after 

the stiffness measurement. To see how r varies with load, we can divide the measured 

friction by the square of the contact stiffness. Equations (6.1), (6.3) and (6.4) are 

combined to give 

,... 
0 .----.----.----.---,r---.----,----.----, 
0 

-u 
as - LO c 0 0 
u 0 •• 

~ 0 •• ...... • • -LL 

0 
-40-30-20-10 0 10 20 30 40 

Load (nN) 

Figure 6.6 Fj jk;onracr vs. load for the Si3N4 tip on mica in air, calculated from the stiffness 
and friction data in Figure 6.5. 
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Fj(L) _ 1r · -r(L) (L) 
~"---- - 2 oc 'f 
k;ontact(L) 64 · [ G*] 

(6.10) 

Therefore, our measurements give us a quantity that is proportional to the shear strength. 

Importantly, this equation is independent of the tip shape and dimensions, adhesion energy 

and adhesion force range. We calculate and plot this quantity at each load value from the 

separately acquired measurements of friction and stiffness. The result is plotted in Figure 

6.6. For this measurement, -r appears to be independent of load, except near the pull-off 

point( --40 nN). This low-load anomaly occurs because of slippage at low loads; this 

produces a stiffness measurement that is lower than the true value, so the apparent shear 

strength is higher than the true value. From the DMT fit to the friction data we calculate -r = 

110 MPa. 

6.4.2 Si3N4 tip/Mica in UHV 

Friction and stiffness measurements were carried out in UHV for the same Si3N4-

mica interface. Stiffness and friction vs. load are plotted in Figure 6. 7. This time, we see 

that the data is fit very well by the JKR model. Our model-independent plot of Fj jk;ontact 

vs. load is shown in Figure 6.8. Again, the shear strength is seen to be load-independent. 

The JKR fit to the friction data gives 'f= 52 MPa. 

This example also shows· that the contact area behavior depends strongly on the 

experimental environment. In air, the DMT model applies as a consequence of long-range 

capillary forces. In UHV, short range adhesion forces dominate and the JKR model 

applies. In both cases, the shear strength is experimentally observed to be load­

independent. 
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6.4.3 Si3N4 tip/NaCI in UHV 

The measurements using the mica sample were relatively straightforward because 

the tip-sample frictional force prevented slippage during the measurement at most if not all 

loads. That is, the total lateral stress built up in the system at any point remained less than 

the critical lateral force at which the initial "slip" in stick-slip motion takes place (see Figure 

6.2). If the critical lateral force is exceeded, the lateral stress will suddenly be relieved and 

so the resulting "amplitude" measured by the lock-in will be less than the no-slip value. 

This effect is manifested in the anamolously high apparent shear strength values near the 

critical load in Figure 6.6. Thus, it is important to prevent slippage from occurring during 

the measurement. 

Slip can occur if substantial lateral thermal drift between cantilever and sample 

exists since this builds up additional lateral stress in the system during the measurement. 

More generally, as the load is changed, stress builds up in the cantilever along its long axis 

(longitudinal stress) because of the fact that AFM cantilevers are held at an angle with 

respect to the sample surface. This can lead to a slip event which involves lateral as well as 

longitudinal slip19,20, as we described in Chapter 4. For some systems, friction will be so 

low that slip will occur throughout much of the measurement for this reason. We found 

this to be the case for friction between a Si3N4 tip and NaCl(lOO) in UHV. We observe 

that during a measurement, the system fluctuates between slip and no-slip conditions. 

Therefore, a fraction of the stiffness measurement points are invalid. As we stated in 

Section 6.3.1, we can monitor the out-of-phase response of the lock-in amplifier. Points 

associated with significant out-of-phase response can then be filtered from the data set. 

The end result is still not as accurate as measurements where slip is avoided, but at least 

some measurement can be made. 

An example showing stiffness vs. load data before and after filtering is given in 

Figure 6.9. The unfiltered data appears nearly random. However, the filtered data is 

consistent with a JKR fit, as is the measured friction vs. load data (Figure 6.10). The 
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filtering process thus allows ~s to plot F1 / k?omacr vs. load in Figure 6.11: From the JKR 
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6.5 Deriving an Effective Modulus from Stiffness Measurements 

We can use the contact mechanics fits to the stiffness data to back out a value for the 

combined shear modulus, G*, by using equation (6.4), and compare this value to the 

expected bulk value. The bulk and derived values for G* are listed in Table 6.1. To 

calculate G* we used the following values of the elastic constants: Gmica=l3.5 GPa, 

vmica=0.09821 , GNacr24.6 GPa, VNacF0.2022 , Gs;r61 GPa, Vs;r0.2723. 

The striking result is that the derived values of G* do not match the bulk values. In 

all cases, the sample is much less stiff than the tip, and so the samples' elastic constants 

primarily determine the value of G *. Therefore, it is possible that the bulk values of the 

samples' elastic constants are simply not correct. Local impurity or defect concentrations 

could affect the elastic constants. Furthermore, the shear modulus may be different from 

the bulk in the vicinity of the surface; only the first few atomic layers of the sample are 

involved in the elastic deformations that occur for these measurements. The first layer 

surface atoms may experience less restoring force because of having fewer neighbors, and 

so the shear modulus could be lower. Indeed, a theoretical study of an FCC Lennard­

lones solid predicted a 20% lower shear modulus for the surface layer24. However, this is 

nowhere near as large as the discrepancy we observe. To our knowledge, no other 

theoretical or experimental studies of the shear modulus for the surface atoms have been 

performed. Our technique may be the first observation of a low surface shear modulus at 

the nanometer scale. Further detailed studies would be required to investigate this 

Table 6.1 Bulk and derived values of G* 

interface G*, bulk values (GPa) G *, from stiffness 

measurement (GPa) 

Si3Njmica in air 5.9 2.3±0.9 

Si3Njmica in UHV I 5.9 1.0±0.4 

Si3NjNaCl in UHV 9.9 3.3±1.3 
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possibility. 

· Another possibility is that the continuum mechanics theories used to fit the· contact 

area are quantitatively incorrect. The functional form of the equations, as seen in the 

figures above and in the previous chapter, are quite convincing. However, there are some 

refinements to these theories that have been proposed. In particular, Greenwood 

numerically solved the contact area problem assuming a Lennard-Jones interaction between 

a sphere and a plane25. This produces the JKR and DMf forms in the limiting cases, but 

also provides solutions for intermediate cases (i.e. for 0.1 <,u,-<5, where J.Lr is defined in 

equation (5.9)). By defining the contact radius as the radius at which the Lennard-Jones 

attractive stress is maximal, he found that area-load curves resemble the JKR curves in their 

shape, for values of ,u,->0.5. An analytic form by Maugis for solutions within the JKR­

DMf transition26 was adapted by Johnson27 where he defined a distinct effective area of 

contact. Similar to Greenwood's results, Johnson's model produces curves that resemble 

the JKR curve even when J.Lr is not in the JKR regime. 

Following on this, Johnson fit this effective contact area to friction data obtained by 

this author27, specifically the data presented in Figure 5.4(a). The curve agreed nearly as 

well as the JKR fit. If Johnson's model is correct, then by using the JKR model the 

contact area is overestimated by about 15%. An overestimation by this amount is still not 

large enough to account for the discrepancies we observe in G* for the data presented here. 

One complication that arises from fitting Johnson's model is that one must assume a value 

for z0, the unknown range of attractive forces that appears in equation (5.-9), although this 

value should be roughly of atomic dimensions. A worthwhile future goal would be to 

investigate in detail how well this model fits other friction and stiffness data. Notably, 

Lantz et al. have found agreement with this model for measurements with Si tips on NbSe2 

in UHV28. 

6.6 Correct Measurement of Friction 

The effect of contact stiffness has manifestations for the correct measurement of 
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friction forces where stick-slip occurs. The frictional force F1 that we have discussed 

throughout this chapter and Chapter 5 corresponds to the maximum value of the lateral 

force during sliding as defined in Figure 4.1 of Chapter 4 as well as Figure 6.12 here. 

This definition differs from that discussed in other publications2,3,29. In those papers, the 

average value of the difference in bi-directional lateral force signals is calculated at each 

load. This average value, Fave' is incorrect when stick-slip motion is taking place. When 

the stick-slip amplitude is significant compared with the friction force, a load-dependent 

shift in the average friction compared to F1 will occur and so fitting a particular contact 

mechanical model to such data could lead to erroneous conclusions. This occurs essentially 

because the stick-slip amplitude changes with contact stiffness, i.e. with load. 

This problem is illustrated schematically and with actual friction data in Figure 

6.12. It is seen from the data in Figure 6.12 that neither the stick-slip amplitude nor the 

change in the stick-slip amplitude with load is negligible compared with the magnitude of 

the friction force. Thus, F ave essentially mixes different physical quantities. This has not 

been previously considered by other researchers who utilize schemes such as the ''2D 

histogram technique"25 and straight averaging of the friction data, in which the 

aforementioned error will be inherent. Only sometimes will it be negligible. 

For our analysis, we have developed a software routine that calculates the average 

values of the maximum lateral force scanning in each direction at a given load. We then 

take half of the difference between these two values, and plot this as the friction force F1 . 

In Figure 6.13, we show both F1 and Fave' plotted vs. load for the Si3N4 tip on mica in air. 

We see that the difference is substantial. We emphasize that the physically meaningful 

force here is the lateral force required to initiate shear, i.e. to cause slip. It is this quantity 

that we have compared to the contact area in our measurements. 
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Figure 6.13 Maximum friction, F1 , and average friction, Fave' measured as a function of 
load for a Si3N4 tip on mica in air. The difference is substantial and varies with load. 

6.7 Summary 

We have described a technique to measure the lateral stiffness of a nanometer-sized 

contact formed between a AFM tip and a sample surface. AFM cantilevers possess 

stiffness values comparable to the lateral contact stiffness and thus are optimum for 

performing the measurement. The measurement is proportional to the contact radius, 

which can then be compared to sliding friction measurements to determine the load 

dependence of shear strengths independent of contact mechanical models. The technique is 

straightforward and quick to perform. In general, we conclude that friction and lateral 

stiffness measurements are complimentary techniques which should be employed in tandem 

when studying nanotribology with AFM. 

Our measurements on three different systems appear to indicate that the bulk values 

of the elastic constants are incorrect at the nanometer scale, although the quantitative 

application of contact mechanics models may also be incorrect. Further measurements 
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should be performed to quantify and investigate this discrepancy further. 

Finally, understanding the concept of contact stiffness also allows for proper 

definition of friction in the stick-slip regime. 
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7. Frictional Properties and Surface Modification of 
Potassium Halide Substrates 

7.1 Introduction 

The investigations reported in the previous chapters concerned friction in the 

apparently wearless regime, where tip-sample interactions are elastic. However, in 

macroscopic tribological situations, inelastic processes play an important and often 

dominant role in sliding contacts. Wear processes are considerably more complex to study, 

and so a systematic investigation of related materials would be desirable, to correlate 

observed tribological behavior with the materials' properties. We have thus studied a series 

of alkali halide single crystals where only the halogen ion is varied, namely KF, KCl and 

KBr. These particular alkali halides are relatively soft and so it ought to be possible to 

initiate wear at low loads without seriously damaging the AFM tip. 

In general, alkali halides present relatively inert surfaces because of the closed-shell 

nature of the ionic bonding. Surfaces with atomically flat terraces can be prepared by 

cleavage in ultrahigh vacuum (UHV). An important difference amongst these materials is 

the different ionic radius of the anion. Almost all physical properties of these crystals 

(lattice constant, binding energy, elastic constants, etc.) vary from one material to the other 

in the same order as the anionic radii. Our goal is thus to examine whether observed 

friction and wear properties also vary in such a fashion. 

While the bulk properties of alkali halide materials have been extensively studied, 

surface properties have received less attention I. The strongly insulating nature of these 

materials renders electron spectroscopy methods, so common for surface science 

investigations, difficult to utilize. Specifically, the understanding of surface defects of 

these materials remains minimal. With AFM, of course, sample conductivity is not 
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required of samples under investigation. 

7.2 Properties of Potassium Halides 

Various relevant physical properties of KF, KCl and KBr are listed in Table 7. 1 . 

The materials are listed in order of increasing anionic radius, which naturally corresponds 

to increasing atomic number. These materials all form the NaCl "rocksalt" structure, an 

FCC lattice with a basis of two atoms, the cation and anion. This structure is illustrated in 

Figure 7 .1. The highly ionic bonding character allows one to describe the ions as being 

packed like billiard balls whose radii are equal to the respective ionic radii2. The F and K+ 

ions actually posses similar radii which leads to efficient packing of the ions and hence to 

the smallest nearest-neighbor distance of 0.267 nm. The larger Cl" ion results in a 

significantly larger nearest-neighbor distance of 0.315 nm. Br· is slightly bigger than Cl" 

and correspondingly KBr has a nearest-neighbor separation slightly larger than KCl of 

0.330 nm. Similarly, the cohesive energies of KCl and KBr are nearly the same, with KCl 

slightly more strongly bound. The binding of KF significantly stronger than both3. The 

elastic properties as exemplified by the Young's modulus vary in a similar fashion4. 

Another important mechanical property is the yield strength. However, yield 

strength measurements are macroscopic in nature and thus invariably determined by 

dislocation behavior. The nanometer-sized contacts relevant for AFM may in fact possess 

Table 7.1 Properties of potassium halide crystals 

cation (K+) anion lattice cohesive energy Young's ideal 

sample radius radius periodicity (eV/ion pair) modulus strength 

(nm) (nm) d(nm) (GPa) (GPa) 

KF 0.133 0.136 0.378 8.2 60 1.3 - 2.6 

KCl 0.133 0.181 0.445 7.2 39 0.63 - 1.3 

KBr 0.133 0.195 0.467 6.9 33 0.53- 1.0 
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Figure 7.1 The rocksalt structure. Cations (small dark spheres) and anions (large light 
spheres) are arranged in an FCC lattice whose basis consists of a cation at (0,0,0) and an 
anion at (1/2, 1/2, 1/2). Indicated here are the dimensions of the conventional unit cell a0, 

the ion periodicity h ( = aJ2, which is the nearest-neighbor distance), and the lattice 
periodicity d ( = aJ .fi) which is the nearest separation of equally-charged ions. The 
monatomic step height is equal to h. The values of d for the three materials studied are 
given in Table 7 .1. The ionic radii in the drawing are reduced from the actual values to 
display the structure more clearly. 

yield strengths closer to the theoretical idealS which for ionic materials, as with others, are 

proportional to the elastic constants6. We expect, based on other work with nano-scale 

contacts 7, that the strength of these materials at the nanometer scale will vary accordingly. 

Specifically, the ideal yield strength of these materials is estimated to be within G/1 0 and 

G/5, where G is the shear modulus, and this range of values is indicated in Table 7 .1. 

In general the potassium halides are more weakly bound and thus less stiff and less 

strong than the corresponding sodium or lithium halides. Obviously, smaller ionic radii 

leads to stronger bonding since the electrostatic forces which bind the crystal together are 

stronger at shorter range. 
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In this chapter, we again present results obtained using contact-mode AFM. As 

discussed previously, we do not expect contact-mode AFM to resolve individual atoms, 

nor point defects because it is impossible, even at the lowest loads, to obtain a single-atom 

contactS. The contact area will involve at least a few unit cells if not tens or hundreds. 

This is commonly revealed in AFM imaging by the lack of observation of point defects, as 

well as by the apparent width of atomic steps. True atomic resolution can in fact be 

obtained with AFM by using a non-contact dynamic force modulation technique9. Recently 

Bammerlin et al. succeeded in applying this technique to the surface of NaC1(001) in UHV 

and individual point defects were observed10. 

7.3 Experimental Section 

For these experiments, we used commercially obtained high-purity optical grade 

single crystals of KBr and KClll, and a laboratory-grown high purity single crystal of 

KF12. Crystals were mounted with epoxy into a sample holder. Once in UHV, crystals 

were cleaved using a knife-edge, producing an optically flat (001) plane. All measurements 

were performed at room temperature with the chamber pressure below 5•10-10 Torr. The 

same silicon nitride cantilever was used for all experiments13. The force const~t of the 

cantilever was estimated to be 0.11 N/m, derived from the calculations described in Chapter 

3. The relative lateral force to normal force sensitivity ratio of this lever was experimentally 

determined using the "wedge" calibration technique of Chapter 3. A nanometer scale 

profile of the tip was obtained using the SrTi03(305) tip imaging technique described in 

Chapter 5. The tip shape was confirmed to be essentially parabolic with a curvature radius 

of 45±5 nm. 

Two types of data are presented in this chapter. Images were obtained in the usual 

"topographic mode" by maintaining a constant applied normal force, while simultaneously 

recording the lateral force signal. Friction vs. load plots were obtained by plotting the 

average difference in bi-directional lateral force signals during a 10 nm lateral scan on an 

atomically flat terrace for a series of loads, as described in Chapter 5. 
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7.4 Results 

7. 4.1 Sample Topography 

Images were acquired as soon as 20 minutes after cleavage of the crystals. Surface 

structures (i.e. steps) remained stable over periods of several hours (changes to the surface 

induced by tip-sample contact will be discussed in Section 7 .4.2). 

In all cases, vacuum cleavage produces flat terraces with lateral dimensions of 

typically several hundreds of nanometers. Many steps are observed and are 

overwhelmingly monatomic steps, i.e. the step height h = arJ2 where a0 is the conventional 

unit cell size. This corresponds to a single (00 1) slab of material. The steps are oriented 

predominantly, but not exclusively, along the [100] and [010] lattice directions (Figure 

7.2). We determined this by observing the relative alignment of these steps to be 90•, and 

Figure 7.2 (a) 400 x 400 nm2 topographic image of KC1(001) showing a large flat terrace 
and several steps in the lower left part of the image. The steps are oriented primarily along 
the <100> and <010> directions. Note the thin bright li~es representing material present at 
certain step edges. These structures are 0.26 ± 0.02 nm high, which is equivalent to the 
KCl step height of 0.267 nm. We believe the bright lines are simply a narrow strip of KCI. 
The strips are exclusively present on steps along <100>, which may be a consequence of 
the cleavage dynamics. (b) 400 x 400 nm2 topographic image of KBr(001). Monatomic 
steps are seen, some of which cross each other. Some are oriented along low index 
directions as indicated, although two kinked steps are seen which are not oriented as such. 
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comparing their orientation to the direction of rows in the lateral force stick-slip images 

which were discussed in Chapter 4. The direction of these steps is also consistent with the 

orientation of the crystal in the sample holder. We refer to these steps as "low index 

steps". 

In Figure 7.2(b) we see an example from the KBr surface. Along with low index 

steps we also see two kinked steps oriented in a unique direction. The low index steps are 

seen to cross each other as well as the kinked steps. The low index steps are most likely 

the result of edge or screw dislocations that are exposed by cleavage. It is energetically 

favorable for dislocation features to run along low index directions. Figure 7.3 shows 

three screw dislocations (marked by arrows) exposed on the surface of KCl with low index 

steps emanating from the origin of the dislocation. 

Highly stepped regions are observed as well. An example from the KF surface is 

Figure 7.3 620 x 620 nm2 topographic 
Image of KC1(001). Three screw 
dislocations are present, with monatomic low 
index steps emerging from the point where 
the dislocation line intersects the cleavage 
surface. This is in agreement with the known 
Burgers vectors for rocksalt structures6. 
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Figure 7.4 1.2 x 1.2 J.Lm2 topographic image 
of KF(001) showing a highly stepped region 
of the crystal. The image is presented in 
light -shaded mode to reveal the step structure 
clearly. 



shown in Figure 7 .4. Numerous pointed terraces with relatively consistent opening angles 

are present. Areas with large terraces were also observed on this sample. These regions 

may be the result of the interaction between preexisting dislocations and the cleavage 

process. 

The steps observed on these surfaces in vacuum are markedly different than those 

observed on surfaces imaged in laboratory atmosphere. At various humidities, steps on 

rocksalt crystal surfaces are observed to have rounded shapesl4. Increased mobility of 

surface ions due to hydration allows step flow to occur, leading to an equilibrium 

configuration. 

These results demonstrate that interesting structural surface properties such as steps 

can be studied with AFM. A systematic study of the structure and conditions leading to 

these steps was however not the main emphasis of this work. 

7. 4. 2 Friction: Domains and Load Dependence 

The most remarkable phenomenon observed during these measurements was the 

existence of higher friction domains on the terraces which appeared after the tip made 

contact with the sample, and continued to grow with successive scans. In Figure 7 .5, we 

show an example of this phenomenon on the KBr surface. The topographic image, Figure 

7.5(a), shows a number of atomically flat terraces separated by monatomic low index 

steps. Figure 7 .S(b) is the simultaneously acquired lateral force image. Two distinct 

friction domains are observed. Some domains are bound by steps, but sometimes their 

boundary exists on the terrace itself. Most of the boundaries on terraces in this example are 

oriented roughly perpendicular to the low index steps, i.e. along the [100] direction. The 

higher lateral force is consistent between both left-to-right and right-to-left scans, therefore 

the two domains correspond to regions of lower and higher friction force. These 

differences between the domains are not visible in the topographic image. If any 

topographic contrast exists between the domains on the KBr surface, it is less than the 

noise level of 0.02 nm. 
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Figure 7.5 Topographic (a) and simultaneous lateral force (b) images of a 1.2 x 1.2 ~m2 

region of KBr with a number of low index monatomic steps present. The lateral force 
image shows clearly resolved domains of low (dark) and high (bright) friction on the 
terraces. In this example, the domains are sometimes bound by steps but are also bound on 
terraces themselves perpendicular to the low index steps. There is no apparent topographic 
contrast corresponding to the friction domains. 

The higher friction domains exist within the imaging region and spread between 

successive scans. This indicates that the low friction domains are associated with the native 

cleaved surface, while the high friction domains are induced by tip-sample contact. A 

series of images demonstrating the domain growth is shown in Figure 7.6. Figure 7.6(a) 

is a 1.2 x 1.2 ~m2 topographic image of the KBr surface in a region with a rather 

interesting and complicated step structure. Figure 7 .6(b) is the corresponding lateral force 

image and Figure 7.6(c)-(g) are subsequent lateral force images. Figure 7.6(d)-(f) are 2.5 

x 2.5 ~m2 scans, larger than the original scan area. 

The high friction domains are seen to spread out across terraces and appear to 

continue outside of the imaging region even though scanning has not occurred there. Some 

regions remain unaffected even though they are surrounded by high friction domains. 

Between Figure 7.6(b) and (c) there is a region indicated on a terrace which initially was 

part of a high friction domain, but has then reverted to a low friction domain while a high 
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Figure 7.6 (a) 1.2 x 1.2 J.Lm2 topographic image of KBr. (b) Simultaneous lateral force 
image. (c)- (f) Subsequent lateral force images: (c) 2nd scan (d) 3rd scan (e) 6th scan (f) 
13th scan. Note: (d)-(t) are 2.5 x 2.5 J.Lm2 images of the same region, with the imaging 
region for (a) indicated by the white box. There is some lateral drift between images. High 
friction domains grow from one scan to the next. The terrace indicated by the arrow in (b) 
initially has a high friction domain covering part of it which reverts to low friction (c) -(d), 
while another part of the terrace is converted to a high friction domain. Later, the entire 
terrace reverts to low friction again (e). Most of the other high friction domains remain 
once formed. Domains appear to be growing beyond the scan area. 

friction domain appears elsewhere on the terrace. Later on, in Figure 7.6(e), the entire 

terrace has reverted to a low friction domain. In this series of images some of the domain 

boundaries are curved or are not aligned perpendicular to the low-index steps as in Figure 

7.5, although some domain boundaries are aligned as such. The average ratio of friction 

forces between high and low friction domains on the KBr surface is 1.24 ± 0.03. 

Often the very first image of a new surface region contains these domains as the tip 

has already made contact with the surface region during the approach cycle. Since contact 

is necessary for scanning, it was not possible to determine whether the domain formation 

140 



Figure 7.7 (a) Topographic image of a 1.2 x 1.2 J..lm2 region of KCI. (b) Simultaneous 
lateral force image. As with KBr, a connected high friction domain has appeared on some 
of the terraces. The topographic contrast associated with high friction domains is 
approximately 0.04 ± 0.02 nm. 

was due to contact itself (i.e. normal forces) or scanning (i.e. lateral forces). 

This phenomenon was observed on the other samples as well but with different 

ch(lfacteristics. An example from the KCl surface is shown in Figure 7. 7. The friction 

contrast is. significantly higher ( 1. 7~ ± 0.17). This time, there is a small but observable 

topographic contrast between high and low friction domains of 0.04 ± 0.02 nm. Like the 

KBr surface, the high friction domains spread out on terraces from one scan to the next and 

form several continuous domains, often bound by steps. 

As with KBr and KCl, friction domains which spread from one scan to the next 

appeared on the KF surface as well, but with significantly different properties. The 

topographic contrast of the domains, 0.20 ± 0.03 nm, was substantially larger than with 

KBr and KCI. The friction contrast between domains was also higher, 2.3 ± 0.2. The 

lateral domain structure was also distinct. While the high friction domains on KBr and KCl 

formed large connected domains, the high friction domains on KF were generally 

disconnected. This is illustrated in Figure 7.8. Figure 7.8(a) and (b) show, respectively, 
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topographic and lateral force images of a 1.2 x 1.2 Jlm2 region of KF which includes a 

step. The topographic contrast of the domains is not far from the KF step height of 0.267 

nm. The subsequent lateral force image, Figure 7 .8( c), shows that the area converted to 

high friction domains increases, but the domains are often disconnected or possess rough 

boundaries. The domain properties for all three materials are summarized in Table 7 .2. The 

domain properties are clearly correlated with the materials' properties as exemplified by the 

Young's modulus, anioni.c radius and cohesive energy. 

Figure 7.8 (a) Topographic image of a 1.2 x 1.2 Jlm2 region of KF. (b) Simultaneous 
lateral force image. (c) Subsequent lateral force image, 4 scans later. High friction domains 
grow from one scan to the next. The topographic contrast of the domains is approximately 
0.20± 0.03 nm. The domains are more disconnected than with KBr and KCl and have 
rougher boundaries. 

Table 7.2 Properties of friction domains 

anion domain adhesion- adhesion- domain lateral 

sample radius height high friction low friction friction structure 

(nm) (nm) domain (nN) domain (nN) contrast 

(hi:lo) 

KF 0.136 0.20 ± 0.03 4.6 ± 0.5 4.7 ± 0.6 2.3 ± 0.2 disconnected 

KCI 0.181 0.04 ± 0.02 2.7 ± 0.5 2.9 ± 0.4 1.79 ± 0.17 connected 

KBr 0.195 < 0.02 3.2 ± 0.3 3.4 ± 0.2 1.24 ± 0.03 connected 
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The nature of these domains is striking but unknown. We know of no previous 

reports of similar observations. Nor have we observed similar phenomena on UHV FFM 

measurements with mica or NaCl samples which were described in Chapters 5 and 6. We 

can rule out the possibility of accumulation of contamination on the surface from the 

background since the occurrence of domains is always associated with tip-sample contact: 

after moving from a heavily scanned area where many high friction domains have been 

created, a newly imaged region will have only a few high friction domains which again 

increase as scanning/contact proceeds. Therefore, two possibilities exist: 

1. The domains are produced by contamination transferred from the tip to the sample. 

2. Tip-sample contact mechanically alters the sample by modifying the organization or 

density of surface or near-surface atoms. This structural change may involve surface or 

sub-surface defects such as vacancies or interstitials, or relative motion causing misfit or 

misalignment of near surface layers, and is produced by the substantial stresses present 

around the tip-sample contact zone. 

The results we have obtained so far are. not conclusive enough, nor is the present 

day understanding of nanometer scale tribology comprehensive enough, to allow us to 

categorically confirm either of these possibilities. However, several factors favor the 

second explanation. Although there is some observable shifting of the domain boundaries, 

once they are formed they are generally maintained. There is no sign of destruction of a 

layer of contamination by the tip. For example, no domains were observed to have 

boundaries or modifications along the scan direction. Yet one might expect to be able to 

modify a contamination or adsorbate layer with the tip, as observed for example by LUthi et 

al. in the case of C60 and AgBr islands on NaCl on UHV15. Repeated attempts at this were 

unsuccessful. At very high loads,. the tip gouged through the surface producing a hole. 

This will be discussed further below. It was not possible to alter a high friction domain 

without altering the substrate itself. . Therefore, if the high friction domains are a 

contamination layer then they are very strongly bound to the substrate. It is surprising that 
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material which could readily transfer from the tip to the substrate could then be strongly 

bound to the substrate especially considering the inert quality of alkali halide surfaces. 

No reduction in the rate of domain formation was· observed during the experiment. 

If contamination from the tip occurred, then the source was never depleted during the 

course of the experiment, which was 14 days of data acquisition involving over 400 

images. It seems surprising that tip contamination could persist for such a duration, 

whereas surface alteration obviously would occur steadily. 

Furthermore, it is peculiar for a contamination layer to exhibit different topographic 

contrast on the different materials. However, it is conceivable that the topographic 

properties of surface structures associated with defects ought to vary with the type of 

material. Let us assume that interstitial creation is occurring. Packing ions into interstitial 

positions when the neighbors are of the same size (as with KF) will necessitate more 

rearrangement of the neighbors than packing a much smaller ion (as with KCl or KBr). 

Indeed, we observe that the topographic contrast is greatest for KF (0.20 nm, compared to 

0.04 nm or less for KCl and KBr), where the anion and cation are nearly equal in size. 

Tip-sample adhesion was measured on high and low friction domains on all three 

materials by measuring pull-off forces (see Table 7.2). On each material, there was no 

difference in the measured pull-off force between high and low friction domains. As 

discussed in Chapter 5, adhesion depends upon surface and interfacial energy, and so not 

surprisingly it has been observed that chemically distinct surfaces exhibit distinct pull-off 

forcesl6,17. 

The lack of adhesion contrast between domains despite the presence of significant 

friction contrast on all three materials is challenging to explain if the domains are assumed 

to be contaminants, since contamination is expected to change the adhesion. However it is 

conceivable that structurally distinct domains would not produce significant adhesion 

contrast. Although it is not known exactly how adhesion depends upon atomic structure, 

adhesion may not be strongly affected by atomic scale roughening or disorder as it may be 
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determined by electrostatic or van der Waals' forces whose effect goes beyond the surface 

layer. On the other hand, atomic scale roughening could strongly affect friction by 

presenting a "bumpy path" which the tip needs to traverse. Furthermore, the presence of 

defects provides a number of new vibrational modes for energy dissipation, particularly 

soft modes associated with vacancies and interstitials which lead to facile atom 

displacement. 

Figure 7.5 shows that some terraces remain unaffected while high friction domains 

have been born on neighboring terraces. It would be surprising that contamination would 

so strongly favor a particular terrace for growth while completely avoiding a neighboring 

terrace. Furthermore, as seen in Figure 7 .6, a large domain can appear from one image to 

the next and then remain the same size. Again this behavior would be hard to understand if 

contamination were involved since a more uniform increase in the affected area would be 

expected. However, a modified surface structure could conceivably be dependent on the 

initial presence of defects which would not be equal amongst terraces, and which could 

determine the boundaries of the domains. 

The domains often appear to grow from step edges themselves. This can be seen in 

Figure 7.6 as well as Figure 7.9, which clearly shows domains originating from step 

comers, i.e. from dislocation intersections. These would be the most highly stressed 

regions of the surface. The domains may in fact be a stress relief mechanism initiated by 

tip contact. 

The creation of surface damage that is not apparent in AFM topography is 

consistent with previous results by Hu et al. with mica substrates lB. In that work, a single 

scan at a high applied load could produce a monolayer deep hole in the mica sample. A 

single scan at an intermediate load produced no such hole and no apparent topographic 

effects. Repeated scans over the same area at these intermediate loads were similar to the 

first until suddenly the surface ruptured and once again a monolayer deep hole was 

produced on the surface. Multiple scans at lower loads produced no hole at all, even after 
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Figure 7.9 (a) Topographic image of a 2.5 x 2.5 J..t.m2 region of KBr. (b) Subsequent 
lateral force image. High friction domains grow from step edges as well as comers where 
steps cross, and sharp kinks in steps (indicated by the arrow). The series of round 
domains across the middle of the image corresponds to where a series of horizontal line 
scans were performed prior to acquiring the images. 

hundreds of repetitions. This strongly suggests that at the intermediate load regime, defects 

which were imperceptible in topographic scans must have been accumulating, leading to 

eventual surface damage on a larger scale. Furthermore, the absence of this effect in the 

lowest load regime suggests a threshold for defect creation. Mica exhibits strong lateral 

covalent bonding within a molecular layer, and these layers are bound together by 

electrostatic forces. To produce a hole, the covalent bonds within a layer must be ruptured. 

In the present case, we found that domain formation was unavoidable even if the lowest 

possible loads were utilized. This may not be so surprising since these alkali halides are 

less strongly bound than the covalently bound species of mica. Furthermore, our tip was 

relatively sharp, ensuring substantial contact stresses. 

Using the JKR contact mechanics theory 19, we can perform rough estimates of the 

compressive stresses that would be present in the contact zone. These calculations utilize 

the tip radius measurement described above, and bulk values of the elastic constants for the 
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tip and sample materials. For example, in the case of KCl with zero externally applied 

load, we estimate an average contact pressure of 180 MPa, and a maximum contact 

pressure of 720 MPa at the contact zone center. For KF, the corresponding estimates are 

250 MPa average pressure, and 1.0 GPa maximum pressure. The maximum pressures are 

close to or within the range of the materials' ideal yield strengths (see Table 7.1 ). 

Furthermore, short-range adhesion, which is likely in UHV, contributes to high tensile 

stresses at the contact zone edgel9,20. Shear stresses due to tip-sample friction will be 

comparable in magnitude. Surface alteration due to any of these stresses is therefore 

feasible. 

We can also estimate, very roughly, the energy dissipated by friction and compare 

that to defect formation energies. Using KCl as an example, the average force relaxation 

observed for a single atomic stick-slip event is 2.0 ± 0.3 nN, measured at zero externally 

applied load. This corresponds to 5.5 eV of energy dissipated. For lack of a better 

comparison, the bulk formation energy of a Frenkel defect (vacancy-interstitial pair) is 

estimated to be in the range of 3.2- 3.6 eV for a cation interstitial, and 3.4 - 4.4 eV for an 

anion interstitial21. Thus, there is more than enough energy dissipated in a single stick-slip 

event for a Frenkel defect to be created. At zero applied load, the JKR theory predicts a 

contact area of 16 nm2
, which is about 82 KCl unit cells. If the tip is scanned laterally by 

one contact radius, enough energy has been dissipated to create 8.3 defects, or roughly 

10% of the sites within the contact zone. This is for one line scan; an area scan would 

consist of multiple line scans which could create many defects. Of course, much of the 

energy could be dissipated through phonon excitation or other ways. Nevertheless, 

significant defect formation is not out of the question. Therefore, both friction and the 

substantial stresses present in the contact zone could alter surface and near-surface atoms. 

Experimental work by Wilson and Williams22 demonstrates that surface damage 

can be assisted by tip-sample contact for the case of an alkali halide. They examined the 

potassium iodide (KI) surface using AFM while exposing the sample in-situ to UV light. 
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The UV light creates surface and near-surface defects by electronically induced desorption 

of halogen ions. While the measurements were not carried out in UHV, the relative 

humidity was kept around 15%, low enough to eliminate most wear effects attributable to 

humidity. While the UV light created surface damage on its own, regions that were 

scanned by the tip during UV light exposure showed significantly enhanced damage 

compared to neighboring regions that were not scanned during UV exposure. The authors 

therefore concluded that the damage was accelerated by tip-sample contact. It is clear from 

this example that substantial structural modification was accelerated by tip-sample contact, 

at a load of around 10 nN. 

The theoretical work of Shluger et al. concerning the creation of defects by AFM on 

alkali halides23,24 is relevant here. These authors simulated the AFM scanning process 

using a zero-temperature static atomistic technique for a hard, sharp ionic MgO tip scanning 

a N aCl sample. In their simulations they found that under moderate loading conditions, 

transfer of ions from sample to tip and creation of Frenkel defects occurred frequently. In 

their simulation, these processes could be avoided at low loads with an inert tip, but were 

unavoidable at higher loads and with a less inert (i.e. a charged) tip. In addition, these 

processes frequently reversed, i.e. the interstitial atom relaxed back into the vacancy 

position. However, their simulation involved a very sharp tip (the comer of a (Mg0)32 

cube). More complex behavior would be anticipated for the larger contact area present 

under experimental conditions. The ease with which defects were created in these 

simulations suggest that substantial defect formation in actual experimental conditions is 

plausible. 

Interestingly, domain formation was observed only with potassium halide samples, 

and not with NaCI. In terms of cohesive energy, NaCI is more strongly bound than KCl 

and .KBr, and nearly as strongly bound as KF. Furthermore, the NaCl experiments were 

carried out with a significantly more blunt tip ( -140 nm) than that used for the potassium 

halide samples, and far more blunt than the single-atom terminated tip used in Shluger et 
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al.'s simulation. Contact stresses are therefore lower with the NaCl experiment. It appears 

then that the threshold conditions for domain formation were not achieved in the NaCl 

experiment. It would be interesting to investigate other alkali halides to determine which 

exhibit this domain formation, and if it is correlated entirely with the binding strength of the 

material, or if perhaps the chemical identity of the ions is important. 

The connected form of the domains on KCl and KBr and their interaction with 

steps, as well as the uniformity of the friction force on the high friction domains for each 

material, suggests a uniform nature that involves some kind of lateral interaction within a 

domain. It is possible that the domains are regions of enhanced surface relaxation, or 

regions of the surface layer that are slipped or displaced with respect to the layer below. 

Materials are highly strained in the neighborhood of dislocations. Thus, the electrostatic 

energy cost of such a rearrangement could be paid for by the reduction of strain which is 

associated with dislocations. The presence of a surface itself is known to allow relaxation 

of strain near dislocations6. However, it is difficult to propose specific mechanisms since 

so little is known about defects and dislocation properties at surfaces of ionic materials. At 

the very least we can state that the domains appear to be structurally, but not chemically 

distinct from one another, either in their organization or density. 

Friction vs. load measurements were acquired on all three materials. As we 

demonstrated in Chapters 5 and 6, friction is proportional to the contact area predicted by 

continuum mechanics theories, at low loads. However, for the present experiments, no 

such proportionality was obtained. Furthermore, it was found that the load dependence of 

friction was generally not reproducible from one measurement to the next. The. lack of 

correlation with continuum mechanics models of elastic contacts suggests that the tip­

sample contacts are not elastic in these cases. However, some features of the friction 

forces were reproducible. An example from the KBr surface is shown in Figure 7.1 0. 

The common feature of all the friction measurements on these materials is that some 

finite shear force exists even at the lowest loads, and that only a modest increase of friction 
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Figure 7.10 Friction vs. load plot for KBr within a low load 
regime. There is a significant finite friction force at the pull­
off point, and the Diction only has a weak, nearly linear 
dependence upon load. This is unlike previous 
measurements of friction vs. load on other materials which 
corresponded to elastic behavior. 

with load is observed for 

the low-load regime. This 

example shows an 

apparently linear 

dependence of Diction 

upon load, although other 

measurements displayed a 

small non-linear 

component. The value of 

the Diction force at the 

pull-off point varied 

significantly from one 

measurement to the next 

but was typically between 0.3 to 1.5 nN for all three materials. In Chapter 5 we showed 

that finite Diction at low loads in elastic contacts is due to short range adhesion that 

produces a finite contact area. In this case, however, it may also be related to energy 

dissipation by surface modification. 

Friction vs. load measurements can be acquired for higher load ranges and exhibit 

distinct behavior characteristic of larger scale wear. An example from the KCl surface is 

shown in Figure 7 .11. The experiment begins with the tip out of contact with the sample. 

At the indicated snap-in point, finite Diction is observed which initially increases gradually 

with load. In this example, above 9 nN the rate of increase becomes substantially greater. 

Eventually friction actually reduces with increasing load. Upon retraction, significant 

hysteresis is observed. In Figure 7.11 (b) and (c), an image of the scan region reveals the 

creation of a hole approximately one atomic layer deep , with material piled up at the sides. 

We believe that the region of steep increase of Diction with load is associated with the 

actual gouging process. The reduction of friction with load at high loads may be associated 
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Figure 7.11 (a) Friction vs. load plot for KCl for a wide load regime. Friction increases 
gradually with load until -5.5 nN where the increase is more rapid. At 9 nN, a sudden 
increase is followed by a fluctuation of the friction force. Upon retraction, friction does not 
recover to original values. (b) Topographic image of the region scanned in part (a). A line 
has been gouged in the sample with material piled up at the sides. (c) A line profile of the 
gouged area. 

with the completion of removal of the first layer of material. These measurements clearly 

represent a more advanced stage of wear than the domain formation described above. 

7.5 Summary 

We have measured surface properties of KF, KCl and KBr(001) surfaces in UHV 

using contact mode AFM. UHV cleavage produces atomically flat terraces with stable 

monatomic step structures. We have observed a new phenomenon where tip-sample 
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contact induces higher friction domains. 

While the observations are not entirely conclusive regarding the nature of the 

observed friction domains, the evidence suggests that defect formation is involved. This is 

an interesting phenomenon to study since it has implications for our understanding of the 

initial stages of wear and the ability of AFM to measure it. Specifically, these observations 

indicate that domains of surface or near-surface defects can be created by tip-sample 

contacts. Furthermore, the presence of defects is manifested in both the magnitude and 

load dependence of the friction force. This suggests an important and observable 

relationship between defects and energy dissipation. 

Future experiments should attempt to elucidate the mechanism of domain creation 

and determine their exact structure and properties. This can be accomplished by attempting 

non-contact force modulation experiments which are capable of resolving i!ldividual point 

defects9. This experiment requires high bandwidth fin-demodulation detection circuitry 

which was not available at the time of these experiments. Furthermore, a wider assortment 

of alkali halides should be investigated, since domain formation was not observed on 

N aCl. This may lead to a correlation between the appearance of domains and a specific 

material property, such as the theoretical yield strength, binding energy, defect formation 

energy, lattice parameter or some combinations thereof. 
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8. Concluding Discussion 

This work presented in this thesis began just 7 years after the invention of the 

AFM. Only a handful of other UHV AFM' s existed and few results pertaining to 

nanotribology had been obtained. The task at hand has been to build both the experimental 

techniques and the physical understanding of this new field from the ground up. The main 

accomplishment of this thesis is the demonstration that AFM is capable of obtaining 

fundamental, quantitative knowledge regarding contact, friction and adhesion at the atomic 

scale. 

Before we summarize the conclusions in detail, we first tum our attention to the 

greater challenge of how to utilize this newfound atomic scale knowledge at practical length 

scales. 

8.1 Macroscopic Friction: Is There a Connection? 

We began this thesis with the statement of Amonton' s Law of friction: 

F1 =J..L·L 

but later showed that for elastic single asperities, 

(8.1) 

(8.2) 

and since, according to all the contact mechanics theories, A is not linearly proportional to 

L, these two laws appear to be incompatible. However, they describe different situations. 

Macroscopic contacts involve rough surfaces with multiple asperities, not a single asperity, 

and furthermore the interactions may not be completely elastic. If somehow the total 

contact area is in fact proportional to load, then these two equations become consistent. 

Can such a connection between these two laws be established? In other words, can we use 
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our knowledge about how single asperities behave to understand the properties of a 

collection of asperities? 

Bowden and Tabor 1,2 suggested that during contact, asperities plastically deform 

and adhere to one another. The hardness, H, of a material generally determines the 

resulting plastically deformed contact area at a given load: 

A=L/H . (8.3) 

During sliding, these adhering contacts will be sheared. The friction force required to shear 

the junctions is proportional to the contact size, as in equation (8.2), 

't' 
Fj ='t'·A=-·L 

H 
(8.4) 

where 't' here represents the critical shear strength of the adhered junction. From equation 

(8 .4) we regain Amon ton's Law of friction and have a form for the friction coefficient: 

J-L = 'l'/H ' (8.5) 

the ratio of the asperity shear strength to the hardness. 

Archard pointed out a fundamental objection to this approach3. We know that 

Amonton' s Law can hold for surfaces that are rubbed together not just once, but millions of 

times. If irreversible plastic deformation is taking place at each pass, the expected wear rate 

would far exceed that which is observed. 

Greenwood and Williamson4 (GW) considered the sum of elastic deformations for 

a collection of asperities that experience a normal load from a flat rigid plane. The statistics 

of asperity distributions lead to some very important conclusions. Figure 8.1 depicts a 

surface that resembles one that might be encountered in an engineering application. Note 

that the vertical scale is roughly 100 times greater than the horizontal scale. GW' s 

approach is to assume that there is a Gaussian distribution of asperity heights (which turns 

outto be true for many actual surfaces) and that the asperity radii are all equal (which is a 

fair approximation in many cases as asperity radii are often distributed about some mean 
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Figure 8.1 Sketch of a rough surface, based upon profilometry data like that shown in 
Greenwood and Williamson4, where the vertical scale is roughly 100 times greater than the 
horizontal scale. d represents the distance of approach of an ideal flat rigid surface toward 
the rough surface. 

value). GW uses Hertzian mechanics to calculate the contact area for individual asperities. 

We reproduce the essentials of the GW model here as it is quite straightforward. 

From Figure 8.1, if the separation between the plane and the mean asperity height is 

d, then any asperity of height z, above the height d, will be compressed by 8=z-d. For the 

Hertz model, the relations between contact area A 1, load L1 and elastic deformation 8 for 

one asperity of radius Rare given by: 

(8.6) 

(8.7) 

where K is the usual elastic parameter defined in Chapter 5. The total number of asperities 

is N. Let the asperity height distribution be specified by the function (j>(z), such that there 

are N(j>(z)dz asperities between z and z+dz. Then the total area of contact and load are 

obtained by summing the contributions of each contact from d upward: 

A= NnR J}z- d)· ¢(z)dz (8.8) 

L = NKR112 L .. (z- d) 312 
• (j>(z)dz (8.9) 

For an exponential asperity height distribution ¢(z) = e-k, the above integrals can be 

solved and the result is that the contact area is directly proportional to the load. Using a 

more realistic Gaussian height distribution ¢(z) = u..k e-z
2

/
2
u

2

, we can divide the area by 
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the load and make the integrals non-dimensional, giving: 

A ;rRI/2 ro (x- a)e-x\lx 7rRII2 

-= . a =--·I (8.10) 
L Kaln 100 (x- a)312 e-xl dx Kal/2 

where the lower limit of the integral a=dlcr. Numerical integration reveals that the ratio of 

the integrals I only varies from about 1.8 to 1.2 over four orders of magnitude of the load 

(see Figure 8.2), and thus for a Gaussian height distribution, contact area is very nearly 

proportional to load. This is true even though the individual asperities' contact area 

increases as L213
• The reason for this is that the main effect of increasing the load is not just 

to increase the area of the contacts that are already established, but also to produce many 

more new contacts which have lower heights. As long as an increasing number of new 

contacts are being formed, the sum total of the area increases in a nearly linear fashion. 

Experiments have found good agreement with the GW approach for a variety of systems5. 
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Figure 8.2 The ratio of the integrals, I, in equation (8.1 0), plotted vs. non-dimensional 
load units on a logarithmic scale. I is nearly constant over four orders of magnitude in the 
load variable. 
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Using Hertzian analysis neglects adhesion, so the GW theory has been refined to take into 

account adhesion between the asperities in both the JKR6 and DMT7 regimes. 

The GW approach also allows one to calculate the fraction of asperities that will 

undergo plastic deformation, i.e. those for which the pressure has exceed a critical value -

the yield stress. Although the number of plastically deformed asperities will increase with 

load, so too will the total number of asperities. It turns out that the fraction of plastically 

deformed asperities is independent of load, and depends only upon the elastic modulus E*, 

the hardness H, the asperity radius R, and the standard deviation of the asperity height 

distribution a. From this, GW defines a non-dimensional quantity called the plasticity 

index, ljl: 

(8.11) 

1jf.=1 roughly corresponds to 1% of the contact area being plastically deformed; the larger 

lfl, the greater the fraction of the contact that involves inelastic deformations, independent of 

the load. For lj/<0.6, the contact will be almost entirely elastic, for lfl> 1, plastic flow will 

occur even at the lightest loads. Therefore, material parameters (E* and H) and surface 

topography parameters (R and a) will determine the amount of elasticity in the contact. For 

example, Greenwood and Williamson measured for a steel roller bearing that 0'=0.024 Jliil 

and R=150 J.Lm, from which 1jf.=0.25, well within the elastic regime. For many materials, 

the fraction of plastically deformed contacts can be rather small. Therefore, knowledge of 

the frictional properties of elastically deformed single asperities is indeed useful. 

In fact, for a mostly elastic contact, we can derive a form for the friction coefficient 

within the framework of the GW theory. We assume that equation (8.2) holds, i.e. that for 

each asperity, the friction force is proportional to the contact area. Therefore the total 

friction force will be proportional to the total contact area: 

(8.12) 
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If we assume the reasonable value of 1.5 for/, then we have a form for the macroscopic 

friction coefficient in terms of the single asperity shear strength: 

'!~ f..l= 1.5n- - . 
K CJ' 

(8.13) 

· Therefore, if we knew '! from an AFM measurement, we could predict the friction 

coefficient for a pair of m~terials with a given K, R and CJ', if the plasticity index indicated 

we were in a mostly elastic regime. For example, a moderately smooth surface may have 

-J Rja = 200.8 For the Si3N4-mica interface we measured in Chapter 5, -rj K = 8.9 x 10-4. 

This would give f..l=0.8 .9 

This is nonetheless a very simplified model. Utilizing it for understanding friction 

requires some additional considerations. Johnson and co-workersiO have extended the 

GW analysis to include frictional sliding. The plasticity index lJI is still a meaningful 

parameter, but instead of using the hardness H, the asperity's strength is determined by a 

quantity called the asperity shakedown pressure, p s• which depends upon asperity shape, 

the yield strength, and the amount of friction between contacting asperities. p s represents 

the stress beyond which a sheared asperity will yield, due either to the normal compression 

or frictional shearing. Thus, the important parameter becomes the "plasticity index in 

repeated sliding", given by 

(8.14) 

Furthermore, the total load does matter for determining the behavior. At very high 

loads, a large amount of plastic deformation can repeatedly occur. However, for a given 

value of lJis• there is a threshold load below which the interaction will be mostly .elastic. 

Furthermore, many surfaces that initially involve significant plastic deformation will 

progress toward an elastic steady state because of the increase in asperity size, R, due to the 

wear. Furthermore, sheanng off of high asperities leads to a reduction of the asperity 

height distribution, a. From equation (8.14), an increase in Rand a decrease in CJ' means a 

reduction in lJis and hence a more elastic state. More generally, repeated sliding causes 
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blunting and flattening of the asperities, strain hardening and residual stresses due to plastic 

deformation, all of which tend to lead toward an elastic steady state. This is called the 

"shakedown" process and has been observed experimentally. 

The threshold load for elastic steady state behavior depends upon the surface 

topography parameters as well as p s· Therefore, the asperity shakedown pressure is a 

critical parameter to evaluate. To calculate Ps• Johnson and co-workers, as well as others, 

have assumed that the frictional force experienced by the single asperity is given by 

Amonton's Law, equation (8.1). In light of the results presented here, it would be 

worthwhile to assume instead that equation (8.2) determines the friction force for a single 

asperity. This would require knowing 't' for the materials of interest. Thus, AFM 

measurements could provide a critical contribution here. Although AFM tips are much 

sharper than typical surface asperities, it is possible to use blunter tips with etched wires or 

attached particles. Furthermore, the fact that continuum mechanics appears to apply even at 

the nanometer scale may imply that shear strength measurements at the nanometer scale can 

be extrapolated to larger length scales. This hypothesis is worthy of further investigation. 

Therefore, in principle, AFM experiments can provide measurements of 't' for a 

range of materials, sliding conditions and asperity sizes (if indeed a size dependence 

exists), and from this provide the missing piece of information to allow for prediction of 

frictional behavior at the macroscopic scale for a wide range of practical situations. The 

interfacial energy r could also be important for strongly adhering materials; AFM can 

measure this quantity as well. 

8.2 Summary of Results 

We have attempted to understand and quantify the force interactions taking place at 

nanometer sized contacts. The major accomplishments of the thesis are listed below. 

~ Development of instrumentation for studies of nanotribology. A novel 

home-built ultrahigh vacuum atomic force microscope was implemented. The 
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instrument allows variable temperature operation, and surface science analysis of 

sample properties. 

=> Development of techniques for instrument calibration, and tip shape 

determination. We conceived and implemented an experimental calibration 

method which provides the relative lateral to normal force sensitivity of the system. 

The method uses the expected geometrical coupling of forces on a tilted surface to 

determine the sensitivity ratio. The faceted SrTi03(305) surface is ideal for this 

purpose as it provides two well-defined atomically flat planes for the experiment. 

Empirical calibration is important since there are several uncertain factors which 

determine the force constants for microfabricated cantilevers. The SrTi03(305) 

_ sample also allows for acquisition of a cross-sectional tip profile by scanning over 

the sharp edges where the facets meet. 

=> Demonstration of the generality of atomic-scale stick-slip 

phenomena, its relation to the origin of "atomic resolution" in 

topographic images, and consequences for the correct definition of 

friction. Atomic-scale stick-slip friction forces with lattice periodicity were 

observed with a number of samples and appear to be a general phenomenon of 

nanometer sized contacts. The apparent topography in atomic-scale images is a 

consequence of stick-slip motion of the tip in the longitudinal direction. The lateral 

force amplitude during stick -slip depends upon the contact stiffness and thus varies 

with load. Therefore, if stick-slip motion is taking place, one must carefully 

measure the maximum friction force i.e. the force at which slip occurs, to obtain a 

correct measurement of the friction force Fr 

Verification of continuum mechanics at the nanometer scale; proof of 

the elastic single asperity friction law: F1= -r A. We have observed that 

Amonton' s Law is not valid for an elastic single asperity contact. Rather, using 

mica(OOO 1) as a substrate in UHV, friction varied with load in proportion to the 
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area of contact predicted by the JKR theory of elastic adhesive contacts. The area 

of contact depends upon the tip shape and size, therefore nanotribology studies with 

AFM must characterize the tip shape. 

=> Measurement of fundamental friction and adhesion parameters with 

AFM. Applying the JKR theory allows the determination of the interfacial shear 

strength 'l' and the interfacial adhesion energy y. These should be regarded 

respectively as the fundamental friction and adhesion parameters of the interface. 

Example of a relation between adhesion and friction. The shear strength 

and adhesion energy between Si3N4 tips and mica was constant, whereas they 

varied for Pt-coated tips. The variation was most likely due to a chemical change of 

the tip surface, possibly from adsorption of potassium ions from the mica surface to 

the tip. This resulted in an order of magnitude drop in the adhesion energy and a 

corresponding reduction of the shear strength by a factor of -4. The relation 

between adhesion and friction is not understood or explained by any current theory. 

These experiments provided a set of measurements relating r and 'l' for a single 

system, for which we observe 'l' oc y 0
·
44

±0. 
10

• 

Development of the technique and measurements of lateral contact 

stiffness. We have demonstrated that the lateral stiffness of tip-sample contacts 

can be sensitively measured with AFM. The lateral stiffness provides a 

measurement that is proportional to the contact radius and the combined shear 

modulus of the materials. A comparison between friction and stiffness 

measurements thus allows, experimentally, determination of the relation between 

friction and contact area. In this fashion we observe that friction is directly 

proportional to contact area with a load-independent shear strength for three 

systems: Si3N4 tips and mica in air, Si3N4 tips and mica in UHV, and Si3N4 tips 

and NaCl(OOl) in UHV. Humid atmosphere causes water condensation about the 

contact which in tum changes the surface forces and the resulting tip-sample contact 
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area. 

Indication that bulk elastic constants may not be accurate for nm-size 

contacts at surfaces. Applying contact mechanics models to the stiffness 

measurement reveals that the apparent shear modulus is much lower than the bulk 

value for all three systems. This may be due to actual weakening of the elastic 

response of the materials near their surface, or additionally that refined contact 

mechanics theories should be utilized for quantitative analysis. 

Observed formation of friction domains on potassium halide 

substrates which may be indicative of atomic-scale wear. Frictional 

properties of KF(OOI), KCl(OOl) and KBr(OOl) samples were studied in UHV 

with a Si3N4 tip. UHV cleavage produces atomically flat terraces with mostly 

_ monatomic steps. We observe consistently that tip-sample contact creates domains 

on the terraces which exhibit higher friction. The domain properties, namely their 

lateral structure, topographic height, and friction contrast, vary systematically with 

each type of material. Furthermore, friction varies with load in a fashion that is 

inconsistent with previous observations with elastic contacts. The most likely 

hypothesis for this unexpected and unique behavior is that tip-sample contact 

modifies the surface by rearranging atoms at or near the surface. Further study 

should attempt to elucidate what appears to be an atomic-scale wear mechanism. 

8.3 Future Directions 

There are many outstanding issues in the field of nanotribology in general, and 

several problems which are worthy of attention for this project. 

Instrumental issues worth addressing include developing an empirical calibration 

method for the normal force constant of cantilevers. Also, since the wedge calibration 

technique works better for lower effective friction coefficients, experiments to determine 

the optimum experimental environment (low humidity, high humidity, UHV) for the 

calibration measurements should be carried out. We often encounter blunt tips which 
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cannot be used with the SrTi03(305) sample because of the facet size limit. It would be 

worthwhile investigating alternative sloped surfaces that can be used with blunt tips. 

Further attempts to measure and/or control the tip structure should be carried out. 

1EM measurements can be used for three-dimensional imaging of the tip apex. In-situ 

deposition of tip coatings, or tip treatments such as sputtering or plasma etching should be 

attempted to take full advantage of the vacuum environment to ensure a well-determined tip 

chemistry. 

Further work clarifying the applicability of continuum mechanics would be useful. 

Although the JKR model seems to describe the contact area behavior very well in UHV for 

a variety of systems, the newer continuum models should be considered. The effect of 

sample anisotropy, lateral forces, and other corrections may be significant in some cases. 

Complementary friction and stiffness measurements on well chosen samples are the way to 

address this. Using adsorbates, molecular layers, or different crystal faces of the same 

material to change the surface energy would be a way to access a variety of values of }.lp 

the adhesion force range parameter defined in Chapter 5. Interesting effects such as the 

adhesion and shear strength reduction described in Chapter 5 call for related theoretical 

efforts to help interpret and explain such behavior. 

There has not been experimental verification yet that bulk values of elastic constants 

apply at the nanometer scale for surfaces, and our results suggest that in fact they may not. 

A force-controlled instrument could measure normal stiffness, to access the Young's 

modulus E, which could be compared with bulk values, along with G as derived from 

lateral stiffness measurements. As well, theoretical modeling could help guide the way to 

resolve this uncertainty. This is important, as uncertainty in the elastic constants could be a 

barrier to obtaining accurate shear strength measurements. 

Contact conductance is also related to contact area, and so measurements with 

conducting tips and samples are worth of further pursuit. In this respect, it is important to 

continue work recently begun on this project using Pt( 111) and doped diamond substrates 
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with conductive W 2C tips. Conducting tips offer the further advantage of allowing S1M 

measurements. Furthermore, metal single crystals allow a wide array of adsorbate 

structures to be explored. The adhesion and friction properties of a series of adsorbate 

structures could help clarify the relation between adhesion and friction and the role that 

chemistry and structure plays in determining them. Such studies are also ideally suited for 

theoretical modeling because the adsorbate structures are well characterized. It would also 

be interesting to study how friction and adhesion vary due to changes with temperature. 

For example, vibrational or structural phase transitions of adsorbates could be studied to 

take advantage of the variable temperature capability of our instrument. Overall, this 

represents an exciting future direction. 
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