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ABSTRACT 

HIGH-RESOLUTION STRUCTURAL STUDIES OF ULTRA-THIN MAGNETIC, 

TRANSITION METAL OVERLAYERS AND Two-DIMENSIONAL TRANSI­

TION METAL OXIDES USING SYNCHROTRON RADIATION 

by 

Scot Arthur Kellar 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor David A. Shirley, Co-Chair 

Professor Armand P. Alivisatos, Co-Chair 

This thesis reports the surface-structure determination of three, ultra-thin magnetic 
transition-metal films, Fe/ Au(lOO), Mn/Ni(lOO), and Mn/Cu(lOO) using Angle­
Resolved Photoemission Extended Fine Structure (ARPEFS) and photoelectron. 
holography. These structural studies are the first to use non-s initial states in the 
ARPEFS procedure. This thesis also reports an ARPEFS surface-structure determi­
nation of a two-dimensional transition-metal oxide, [(lxl)O /W(llO)]xl2. 

We have analyzed the ARPFES signal from the Au 4£715 core level of the Au(l 
ML)/Fe(lS ML}/ Au(lOO) system. Our analysis shows that the Fe grows layer by 
layer with one monolayer of gold, acting as a surfactant, remaining on top of the 
growing Fe layers. These surface gold atoms sit in the four-fold hollow site, 1.67 ± 
0.02 A above the iron surface. The grown Fe layer is very much like the bulk, bee 
iron, with an interlayer spacing of 1.43 ± 0.03 A.. 

Analysis of the Mn 3p ARPEFS signals from c(2x2)Mn/Ni(lOO) and c(2x2)Mn/ 
Cu(lOO) shows that the Mn forms highly corrugated surface alloys. The corruga­
tion of the Mn/Ni{lOO) and Mn/ Cu(lOO) systems are 0.24 ± 0.02 A and 0.30 ± 0.04 A 
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respectively. In both cases the Mn is sticking above the plane of the surface sub­
strate atoms. For the Mn/Ni(lOO) system the first layer Ni is contracted 4% from 
the bulk value. The Mn/ Cu(lOO) system shows bulk spacing for the substrate Cu. 
Photoelectron holography shows that the Mn/Ni interface is very abrupt with 
very little Mn leaking into the second layer, while the Mn/Cu(lOO) case has a sig­
nificant amount of Mn leaking into the second layer. 

A new, five-element electrostatic electron lens was developed for hemispherical 
electron-energy analyzers. This lens system can be operated at constant transverse 
or constants angular magnification, and has been optimized for use with the very 
small photon-spot sizes. Improvements to the hemispherical electron-energy ana­
lyzer are also discussed. 
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... You shall know the night - its space, its light,ritasic. 
You shall see earth sink in darkness and the universe appear. 
No roof shall shut you from the presence of the moon. 
You shall see mountains rise in the transparent shadow 
before dawn. 
You shall see - and feel! - first light, and hear a ripple in the 
stillness. 
You shall enter the living shelter of the forest. 
You shall walk where only the wind has walked before. 
You shall know immensity, and see continuing 

the primeval forces of the world. 
You shall know not one small segment but the whole of 
life, strange, miraculous, living, dying, changing. 
You shall face immortal challenges; you shall dare, 

delighting, to pit your skill, courage, and wisdom 
against colossal facts. 
You shall live lifted up in light; 
You shall move among clouds. 
You shall see storms arise, and drenched and deafened, 
shall exult in them. 
You shall top a rise and behold creation. 
And you shall need the tongues of angels 

to tell what you have seen. 
Were all learning lost, all music stilled, 
Man, if these resources still remained to him, 
could again hear singing in himself 
and rebuild anew the habitations of his thought . 

. . Tenderly now 
let all men .. 

Turn to the earth . 
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Now I see the secret of the making of the best persons. 
It is to grow in the open air, and to eat and sleep with the earth. 

Walt Whitman, Leaves of Grass 
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CHAPTER 1 

INTRODUCTION 

This dissertation describes the application of photoelectron diffraction, in its vari­
ous forms, to determine the local atomic structure of transition-metal overlayers 
and transition-metal oxides. The transition-metal overlayers of interest in this the­
sis are those that are predicted to exhibit novel magnetic properties as two dimen­
sional overlayers. The study of these transition-metal overlayers represents an ex­
tension of the Angle-Resolved Photoemission Extended Fine Structure (ARPEFS) 
technique to structural studies using photo-excited electrons from initial states with 
orbital angular momentum greater than zero. Additionally the metal oxide study 
is the first ARPEFS study using a chemically shifted core level. This thesis also 
describes in Chapter 5, instrumental improvements to the electron lens system used 
with hemispherical electron-energy analyzers, in addition to other improvements 
to hemispherical analyzers in general. 

The first section of the introduction will give a general overview of the electron 
diffraction technique and some footing for why the information this technique pro­
vides is useful. The secort.d section compares the photoelectron diffraction tech­
nique to other structural probes and gives a very selective and abbreviated history 
of its development. The third section describes a simple physical model containing 
the basic physics of the electron diffraction process. 

I. General Overview 

As Physical chemists our goal is often to relate form with function. Of the many 
interesting phenomena associated with condensed matter, Magnetism has enjoyed, 
of late, a kind of renaissance. This renewed research interest has followed the dis­
covery of a variety of new phenomena associated with artificially made thin-tran­
sition-metal films. Among these phenomena are the theoretical prediction of en­
hanced magnetic moments in ultra-thin films and at surfacest, the discovery of 
perpendicular magnetic anisotropy in layered structures2. 3, and the discovery of 
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giant magnetoresistance effects (GMR)4. 5 and oscillatory exchange coupling' in 
multilayers. These multilayer materials are made by growing alternating thin films 
of magnetic and 'nonmagnetic' metals. These newly discovered magnetic phenom­
ena are already being incorporated into new consumer products. One example is 
the spin-valve sensors now being used as magnetic read heads on hard drives. 
Another example is the use of GMR materials as a non-volatile (the information is 
stored in magnetic bits which are not affected when power is lost) alternative to 
semiconductor based direct random access memories (DRAMS)7. 

Many of these interesting materials are layered structures consisting of alter­
nating ultra-thin layers of different metals. These layers range in thickness from 
less than a monolayer to a few atomic layers. It has already been shown that the 
two-dimensional nature of these structures affects their physical properties3• Addi­
tionally 'the crystal structure of these thin layers can be very different from that of 
the bulk material, changing the magnetic moments and their preferred bulk orien­
tations, 9• Detailed knowledge of the local atomic structure may be critical to under­
standing the complex phenomena exhibited by these new materials. While many 
techniques can probe the atomic structure of the bulk material, the lower concen­
tration of surface and near-surface layers requires a technique that is selectively 
sensitive to this region. Furthermore, because the magnetic properties of the mate­
rial are most often the result of a specific element, a technique that can selectively 
investigate the structure around a selected element and even a specific chemical 
state of one element is highly desirable. These are the strengths of photoelectron 
diffraction. 

Atomic scale structural determinations of bulk crystals have been routine for 
some time. X-ray diffraction is the most commonly used for bulk crystalline 
samples. Extended X-ray absorption fine structure (EXAFS) has also been used in 
studies of crystalline, as well as non-crystalline, bulk materials. This technique 
uses the fine structure modulations in the photoabsorption cross section caused by 
final state interference effects of a photoexcited core electron. Fourier analysis of 
the fine ~tructure modulations provides information about the radial bond lengths 
of the nearest neighbor atoms surrounding the adsorbing atom. EXAFS main ad­
vantage'is that, unlike X-ray diffraction, it has elemental selectivity through the 
binding energies of the core electrons. 

When one is interested in the surface and near-surface region, one must use a 
technique that is more sensitive to this region than bulk techniques. There are of 
course many creative solutions to this surface sensitivity problem; I will only 
briefly describe a few. Two direct methods are scanning tunneling microscopy 
(STM)10 and atomic force microscopy (AFM). The STM technique scans an ex­
tremely thin needle across surface of a metal or semiconductor. When the tip of the 
needle is brought very close to the surface, electrons tunnel across the intervening 
space. Measuring the current between the surface and the needle gives a measure 
of the distance of the needle from the surface. STM can detect atomic-scale varia-
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tions in the height of the surface, but it is limited to studying only conducting or 
semiconducting surfaces, while AFM is applicable to any surface including, insula­
tors. AFM measures the van der Waals force between the sample surface and an 
ultra-fine silicon tip mounted on a spring-loaded cantilever. Laser light is focused 
onto the cantilever and the reflected light is measured by a position sensitive detec­
tor which converts cantilever deflection into an electrical signal. As the tip scans 
over the sample, the variation in the tip deflection produces an image of the surface 
with sub-nanometer resolution. While Both techniques provide atomic images of 
the surface layer, neither technique has the ability to identify specific elements or 
provide much reliable information about distances perpendicular to the surface. 

To achieve surface sensitivity, low energy electron diffraction (LEED) and pho­
toelectron diffraction use the limited mean free path of electrons with kinetic ener­
gies between approximately 50 eV and 1000 eV. In LEED, a primary electron beam 
is incident on a surface with long range order and one collects the diffracted elec­
trons. The measured two-dimensional LEED pattern provides direct information 
about the periodicity and translational symmetry of the surface. More quantitative 
information, such as bond lengths and adsorption sites, can be obtained by mea­
suring the intensities of the reflected electrons as a function of incident electron 
kinetic energy, and comparing these intensities to theoretical calculations. While 
LEED is convenient as an in-laboratory technique it has some drawbacks. The first 
problem is the radiation damage caused by an intense electron beam. For delicate 
overlayers, the incident electron beam can damage the surface layer while the mea­
surements are being made. LEED may not be suitable for very complex systems 
because it requires that the sample have long-range order, on the order of 100 A. 
Also, for buried films composed of materials of similar atomic number, the differ­
ence in scattering factors is insufficient to allow LEED to distinguish the relative 
position of the elements in the film. Photoelectron diffraction has the added benefit 
of elemental specificity because of the unique binding energy of core~level elec­
trons. 

In a photoelectron diffraction experiment one records the angle-dependent or 
energy-dependent oscillations in the core level photoemission partial cross section. 
The unique binding energies of core-level electrons give photoelectron diffraction 
elemental specificity~ The process begins with the ejection of a core level electron by 
an incoming photon of sufficient energy. The dipole selection rules for this process 
are: 

&=lf -li =±1 
~=mf-mi =±1 

(1a) 
(1b) 

where li and mi are the angular momentum and the magnetic quantum numbers 
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of the initial core level and lf and mf describe the continuum final state. Once the 
free electron is created, part of this wave function, <po, propagates directly to the 
detector, and part of the wave, cpj, scatters elastically off nearby atomic potentials 
before reaching the detector. The interference between these two parts of the pho­
toelectron wave creates an intensity pattern in the 27t steradians above the crystal 
surface. The intensity of the photoemission peak is given by 

I(k,e,<j>) oc: cp0 + I,cpj 
j 

2 

(2) 

where j represents all scattering paths, including multiple scattering paths, taken 
by the electron. k is the magnitude of the wavevector k and the angles e and <I> 

represent the emission direction. 

k = jkj = _:_~_2m__;e::.._E..::..k 
h/27t 

(3a) 

(3b) 

This interference pattern is unique to the local geometry around the emitter. Through 
suitable calculations one can reconstruct the local geometry from the interferogram. 
Direct methods use Fourier transforms of the interference pattern to produce atomic 
positions that are within 0.1 A of the true positions11' 

12
• More accurate structural 

determination requires comparison of the interference patterns to theoretical cal­
culations11' 12• In the past, these theoretical calculations required significant amounts 
of computing time. However, with the improvements in computer hardware and 
improved calculation codes computing time is no longer a limiting factor13

• 

The interference pattern consists of maxima and minima in the photoelectron 
intensity depending on the detection angle and the electron kinetic energy. In 
angle-scanned diffraction, one samples the interference pattern at Qne kinetic en­
ergy over several angles. The extension of this method to many hundreds of angles 
is known as photoelectron holography. The analogy to optical holography is inten­
tional. In fact, this was the initial intention of Gabor when he first proposed holog­
raphy. This method requires that either the sample or the analyzer rotate in both 
azimuthal and polar angles in order to record most of the 27t pattern. Through the 
appropriate three-dimensional Fourier transform one can obtain a real-space map 
of the atomic positions around the emitter. The lateral accuracy of this technique is 
quite good, better than one-tenth of an Angstron. In the vertical direction, perpen­
dicular to the surface however, the atomic positions are only known to about one 
Angstrom resolution. Still, this technique is attractive in that it gives a direct 
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method, without the need for theoretical calculations, of determining the structure 
of the near surface. At high-kinetic energies, in the regime where forward scatter­
ing is the dominant scattering process, the holographic images are very useful, 
even without transformation. The forward scattering peaks which will be dis­
cussed more in Section III (Fig. 2) can provide elementally and chemically specific 
information about the symmetry of a buried layer. 

If instead of recording the photoemission intensity as a function of emission 
angle, one measures the modulations as function of electron kinetic energy, the 
technique is then called energy-scanned diffraction by some researchers. We refer 
to this technique as Angle-Resolved Photoemission Extended-Fine Structure 
(ARPEFS), because of its similarity to EXAFS. The method requires a tunable x-ray 
source, such as a synchrotron. In the energy-scanned method one again records the 
angle-resolved photoemission intensity, but now the incoming photon energy is 
varied such that out-going photoelectrons from the core level will range from 
about 100 eV to 500 eV kinetic energy. 

If the photoelectron is from a non-s initial state, li =t 0, then by the dipole selec­
tion rules, Eqn. la, there are two possible emission channels. The final state inter­
ference between these two partial waves must be accounted for in the multiple 
scattering calculations. The computational complexity of handling these final state 
effects has, in the past, limited ARPEFS studies to s-initial states. The new calcula­
tion code developed by Chen, Wu, and Shirley makes it possible to fit the diffrac­
tion patterns created by electrons from non-s initial states to extract the most accu­
rate structural parameters14• 

The ability to use non-s initial states in ARPEFS calculations enhances ARPEFS 
applicability to the study of transition metal overlayers. For s-initial states the pho­
toemission cross sections are generally quite small compared to other levels, which 
makes their detection in dilute systems difficult over the whole ARPEFS range. · 
While ls states have larger cross sections than s-states with larger principal quan­
tum numbers, they are very tightly bound. The K-shell of 3d transition metals re­
quires hard X-rays for an ARPEFS experiment, while the K-shells of the 4d and Sd 
metals are inaccessible. For the 3d metals the use of very hard X-rays precludes one 
from performing an ARPEFS experiment with chemically shifted peaks. Measur­
ing the ARPEFS modulations of a chemically shifted photoemission peak allows 
one to determine the chemically specific atomic structure. To resolve these energy 
shifts, one needs very good photon and electron-kinetic-energy resolution, as well 
as a naturallinewidth that is narrow in comparison to the chemical shift. Hard X­
ray monochromters generally do not have the necessary resolution to distinquish 
between chemically shifted peaks in the photoemission spectrum. 

In a photoelectron diffraction experiment when one varies the detection angle 
or the photoelectron kinetic energy, Ek' one varies the amplitudes and phase differ­
ences between <p0 and <i>j in Eqn. 2. The amplitude variations are due to the angle 
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and energy dependencies of the photoemission process and the atomic-scattering 
factors. The phase differences have two causes. The first is the interaction of the 
electron with the atomic potential in the scattering process. The second is the dif­
ferent path lengths traveled by the direct wave and the scattered waves before 
reaching the detector. It is the phase difference caused by path-length differences 
that carries the structural information. These intensity modulations, known as dif­
fraction patterns, can then in principle be related to the local geometry around the 
emitting atom. The most accurate structural information is obtained by comparing 
experimental diffraction patterns to theoretical simulations. 

Detector u 

Figure 1. This schematic shows the important aspects of photoelectron scattering. A 
photon of energy hv polarization tf ejects an electron from a surface atom. This atom is 
the emitter, labeled 'E'. The primary photoelectron wave propagates to the detector 
and part of the wave scatters off a nearby atom labeled 'S'. Rj is the scattering vector 
and ej is the scattering angle. The detector is a hemispherical electron-energy analyzer 
with an angle-resolving lens. It is shown here sampling the diffraction pattern at nor­
mal emission. 
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II. Scattering Theory 

The electron scattering inside the solid is a complicated computational problem. A 
rigorous theoretical treatment must account for the curvature of the photoelectron 
wave, final state interference effects in photoemission from non-s initial states (Sec­
tion II), and the multiple scattering events inside the solid. Most of these effects act 
to diminish the overall size of the diffraction modulations and are most important 
at lower kinetic energies. In this section we will discuss the important aspects of 
the scattering process in terms of plane-wave, single-scattering approximation. 
The single scattering of a plane wave is the simplest approximation of photoelec­
tron diffraction. This approximation is easy to understand and contains most of the 
important physics of the scattering process. A fully quantitative treatment accounts 
for multiple-scattering effects, final-state interference effects, and the curvature of 
the electron wave front. In the single scattering model, one assumes that the por­
tion of the photoelectron incident on the scatterer has sufficiently low curvature, 
compared to the dimensions of the scattering potential, that it can be represented 
as a plane-wave. This is the small-atom approximation. To avoid the complications 
of final state interference effects, one also assumes that the initial state has zero 
angular momentum so that the final state before the scattering event is a p-wave. 
The final expression for the intensity at the detector, l(k) is: 

(4) 

where Il is the wave vector of the photoelectron and kits magnitude. ~ is the 
scattering angle as shown in Fig. 1. F, is the photon polarization vector and Rj is the 
vector pointing from the emitter to the scatterer. Lo is the distance from the emitter 
to the surface, and Lj is the total path length traveled by the photoelectron from the 
emitter to the scatterer to the surface. Wj is a Debye-Waller factor that accounts for 
the attenuation of the diffraction oscillation amplitude by the scatter's and emitter's · 
thermal vibrations. {. p[ and {. Rj represents the s-level photoemission cross sec­
tion of the photoelectron in the direction of the detector artd the scatterer, respec­
tivr,ly. f~(Sj) is the complex, plane-wave scattering-factor with a magnitude equal 
to lfj(ej'l and a phase equal to 'l'j(Sj). The scattering factor can be calculated from 

(5) 

wgere lj is the angular momentum of each partial w~ve, dJi is the phase shift of the g partial wave for the jth scatterer, and P1i is the lj order Legendre polynomial. 
The limit on the sum is lmax = kRMT, where RMT is the effective or muffin-tin 
radius of the scattering potential. 

The magnitude and phase of this scattering factor for scattering from Ni atoms 
at energies from 100 eV to 500 eV are shown in Fig. 2. The amplitude of the scatter-
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ing factor has a prominent peak in the forward-scattering direction, 8; = 0° and a 
significant amplitude in the back-scattering direction, 8; = 180°. The generally 
small phase shift in the forward-scattering direction also implies that this peak in 
forward-scattering direction will produce enhanced intensity in that direction. 
Some authors have called this forward-scattering preference "forward focusing". 
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Figure 2. Top panel: the Ni scattering factors for electron kinetic energies from 40 eV to 
600 eV. Note the enhancement of scattering in the forward direction, 9;= 0°, as the 
electron kinetic energy increases. Bottom panel: Ni scattering phase shift for electron 
kinetic energies from 40 eV to 600 eV. Again the forward scattering direction is note­
worthy because of the small phase shift. 
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This phenomena is very useful for studying the structure of near-surface, buried 
films with photoelectron holography. These forward-scattering peaks correspond 
to very short path-length differences. The back-scattering peaks in the scattering­
factor plots are the most important for ARPEFS. The APREFS data reduction re­
moves most of the information from the forward-scattering peaks and emphasizes 
the back-scattering information. ARPEFS emphasis on back scattering makes it an 
excellent probe of adsorbate structure. 

The quantity kRi (1- cos ei) in Eqn. 4 represents the geometric phase shift asso­
ciated with extended path followed by the scattered part of the photoelectron 
wave. This phase difference arises due to the different distances traveled by the 
primary wave <J>o and the scattered wave <i>j before reaching the detector. This 
phase shift contains the bond-length information. 

Photoelectron diffraction is an inherently surface and near surface technique. 
The reasons for this are two-fold. The first is the lfRi dependence of the outgoing 
spherical wave as it passes to each scatterer, Eqn. 4. Additionally, the inelastic 
scattering of the electrons in the solid further limits the information depth. The 
inelastic mean free path of the photoelectrons is accounted for in Eqn. 4 by the 
factors e -Lo/2/..e and e-Lif2A.e where Ae is the mean free path of the electron in the 
scattering medium. 

The first step in ARPEFS data analysis usually is to take the Fourier transform 
(FT) of the x(k) curve. This transforms the diffraction curve from k-space to real­
space path-length differences (PLD). This method ignores multiple-scattering and 
phase-shift effects, but usually allows one to determine the adsorption site and the 
bond lengths within two-tenths of an Angstrom. The next step is to fit the x(k) data 
to multiple-scattering spherical-wave (MSSW) calculations to obtain very accurate 
structural parameters, usually better than 0.010 A. 

In summary, photoelectron diffraction is an excellent technique for obtaining 
very accurate information about the local atomic structure of interesting thin-metal 
films. The thin films studied in this dissertation are the basic building blocks of the 
new layered materials which exhibit exotic magnetic behavior. Detailed knowl­
edge about the local atomic structure is essential for a fundamental understanding 
of the two-dimensional magnetic behavior. ARPEFS, or energy-scanned diffrac­
tion, is most sensitive to emitters in a strong back scattering environment, that is 
adsorbates. New scattering calculation codes enable one to study the diffraction 
signal from arbitrary electron initial states, greatly broadening the range of materi­
als that can be studies. The importance of forward scattering in high-energy photo­
electron holography makes this technique especially sensitive to probing the 
atomic abruptness of the interfaces of theses intertransition-metallayered materi­
als. The elemental specificity of photoelectron diffraction makes it a very attractive 
alternative to LEED for many of the studies of these systems. The hope is that accu-

11 



rate knowledge about the local geometry of these materials will lead to a better 
understanding of two-dimensional magnetism. 

Ill. Contents 

The remainder of this dissertation is organized as follows: Chapter 2 describes the 
ARPEFS study of thin-Fe films grown on Au(lOO). The Fe grows layer-by-layer 
with one monolayer of Au atoms, acting as a surfactant, remaining on the surface 
of the growing Fe film. In Chapter 3, I examine two manganese surface alloys, 
MnNi and MnCu. The one-half monolayer coverage alloys are highly corrugated. 
Using a combination of ARPEFS and photoelectron holography we accurately de­
termine the local atomic structure of the alloy layer, and using holography deter­
mine the atomic discreteness of the Mn layer. Chapter 4 is an ARPEFS study of a 
two-dimensional oxide grown on W(llO). The oxide has very long-range order, as 
shown by the complex LEED pattern, but the local structure is very similar to other 
0 /W(llO) phases. Chapter 5 describes instrumental improvements to the electron 
lens system used with a hemispherical electron-energy analyzer, as well as im­
provements to the analyzer itself and the analyzer power supplies. 
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... But when you grow up in those suburbs-when you've seen the streams, 
woods, farms, and ponds dying all around you but have been lucky enough to 
escape every weekend or vacation to a wild river full of beautiful game fish, only 
to return home to the sight of hopeful little kids with impossibly crappy poles 
plying poisoned creeks where even the crawdads have died- it does something: 
something way inside me would start to die ... 

... Across the road from my cabin was a huge clear-cut-hundreds of acres of 
massive spruce stumps interspersed with tiny Douglas firs-products of what 
they call"Reforestation," which I guess makes the spindly firs en masse a "Refor­
est," which makes an individual spindly fir a "Rem" which means you could 
say that Weyerhauser, who owns the joint, has Refir Madness, since they think 
that sawing down 200-foot-tall spruces and replacing then with puling 2-foot 
Refirs is no different from farming beans or com or alfalfa. They even call the 
towering spires they wipe from he earth's face forever a " crop" -as if they'd 
planted the virgin forest! But I'm just a fisherman and may be missing some 
deeper significance in their strange nomenclautre and stranger treatment of 
primordial trees ... 

... There's just nothing like the feel of a trout dancing through the river, mak­
ing the pole pulse like a heart in your hands. It does to the hands what the sight 
of your sweetie does to your body, what dreams of eternity do to your heart, 
what milk chocolate does to your mouth ... And yet we killed two trout. It's 
strange to kill your dance partners, but that's what we did. We did it because the 
world is strange-because this is a world where no matter who you are or where 
you live or what you eat or whether you choose or don't choose to undersatnd 
and be grateful, it is sacrifice-sweet. bleedomg sacrifice-that sustains you. So we 
killed two trout, but knew no sacrificial prayers, and so simp ley knelt by the 
river, commended them on how well the' d fought ... then broke their bodies to 
sustain our own. 

David James Duncun, The River Why 
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CHAPTER 2 

SURFACE STRUCTURE DETERMINATION OF 

Au(l ML)/FE(lS ML)/ Au(lOO) UsiNG 

ANGLE-RESOLVED PHOTOEMISSION EXTENDED FINE STRUCTURE 

I. Introduction: 

A great amount of attention has been given to investigating thin magnetic films 
and magnetic multilayers, especially systems involving iron and the noble metals1-s. 

In most of these studies the authors assume that the Fe layers will maintain bulk 
spacing even at interfaces. However, it is well known that for the clean metal the 
first and second layer spacing is contracted from the bulk value, and that absorbates 
can significantly expand this spacing9

•
20

• Atomic structural details about these in­
terfaces are important because the electronic states that are localized at the inter­
face between the two different materials are critical in determining the magnetic · 
properties of ultra-thin films and multilayers21• 22• For example, the bonding at the 
interface induces a magnetic moment in the non-magnetic material, thus ferromag­
netic order is attained in the non-magnetic noble metal overlayers on iron. The 
resulting magnetization is often sizable but decays rapidly away from the interface 
on the scale of a few atomic layers23• 

In this study we use Angle-Resolved Photoemission Extended Fine Structure 
(ARPEFS) to investigate thin {ca. 10 and 15 monolayers) Fe films grown on a 
Au(100) single crystal. ARPEFS is a well established technique for determining the 
atomic structure of atomic and molecular adsorbates on metal surfaces18• 

19
• 
2
4-

27
• The 

technique's advantages are its atomic selectivity due to the unique binding ener­
gies of core level electrons, the large oscillations, which in this study are± 40%, and 
its inherent accuracy. In the past, structural determinations have only been done 
with ARPEFS signals from initial states with zero angular momentum because of 
the difficulties in treating non-s initial states in the scattering calculations. This 
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study presents the first structure determination of a bimetalic system using the 
ARPEFS from non-s initial states. We report results from a new computer simula­
tion and fitting procedure based on the Rehr and Albers formalism28

• This pro­
gram, developed by our group, uses second-order matrices (6x6) and up to eighth­
order scattering to produce a convergent calculation at these electron energies and 
inter-atomic distances29

• 

II. Experimental 

The experiment was performed at the Advanced Light Source (ALS) on the bend 
magnet beamline 9.3.2, which covers the photon energy range of 30 eV to 1500 eV. 
The ultra-high vacuum (UHV) chamber is equipped with a high precision, five­
axis manipulator capable of a temperature range from 80 K to 2500 K and other 
standard surface science techniques for sample preparation· and characterization. 
The photoemission data were collected with two-axis rotatable, 50 mm mean ra­
dius hemispherical, electron energy analyzer equipped with multichannel detec­
tion. The angular resolution of the electron lens system for the analyzer is± 2.0 
degrees. Kevan describes the analyzer more completely-3°. 

The gold crystal was spark cut from a high-purity boule and oriented with 
Laue x-ray back reflection to within± 0.5 degree of the [100] direction. The crystal 
was mechanically polished with six flm and one flm sized diamond paste, and 
finally with a 0.05 f.1ffi Ce02 slurry. Because gold is very soft, the mechanical polish­
ing steps create a deep, polycrystalline, damaged layer which must be removed in 
order to obtain high quality, ordered surfaces. Electro-polishing is the best method 
to remove this damage layer. We used the Markinovich method described in ap­
pendix A31 • After repeated cycles of Ar ion sputtering, Ek = 500 e V, Ie = 10 flA, and 
annealing to sso· C in vacuum, we could detect no carbon or sulfur, and saw a 
sharp 5x20 LEED pattern. 

The :iron source was a 99.999% purity iron wire heated by electron bombard­
ment. The base pressure in the experimental chamber was 7x10-11 torr, while during 
the evaporation, which lasted 15 minutes, the pressure rose to 8x10-10 torr. To deter­
mine the iron coverage, we plotted the gold 4f

712 
photoemission peak intensity and 

the iron 3p peak intensity against the Fe evaporation time, assigning a value of 1 
monolayer (ML) to the first break in the slope of each of these two curves, Fig. 1. 
The bulk iron layer was then grown at room temperature with evaporation times 
of ten and 15 times the 1 ML evaporation time, and ARPEFS curves taken of these 
two samples. After the Fe evaporation we detected no contaminants on the crystal 
surface and observed a bright and sharp 1x1 LEED pattern, unrotated relative to 
the substrate Au(100) face. 

The sample temperature, measured with a liquid nitrogen reference junction 
and a thermocouple mounted very near the sample, was 80 K for all the data 
shown here. 
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Figure 1. Fe 3p peak area vs evaporation time. Circles are the data points taken every 
15 seconds. The solid line is a linear fit showing each break in the slope at each com­
pleted monolayer. 

Ill. Data analysis 

The primary ARPEFS data consist of three sets of Au( 4f) photoelectron spectra, two 
collected in the [100] direction and one collected in the [110] direction. In each data 
set the photon energies were chosen such that the Au(4f) photoelectron kinetic en­
ergies are equally spaced in electron wave number, k; k ranges from 5.3 A-1 to 12.0 
A-1 in 0.1 A-1 steps. Each of the 67 individual photoemission curves for each data set 
was fitted with a Voigt function, s step function for each peak and a background 
offset. A Voigt function is the convolution between a Lorenztian describing the peak's 
naturallinewidth and a Gaussian describing the experimental contribution to the 
peak's width. Fig. 2 shows a typical spectrum and fit. We fitted each spectrum to 
extract the most accurate peak intensities to construct the x(k) diffraction curve. 
The function x(k) is defined by24 

(k)= I(k) -1 
X Io(k) 

(1) 

where I(k) is each individual peak area plotted as a function of its position ink­
space. 10 (k) is a smooth, slowly varying function with a much slower oscillation 
frequency than I(k), which depends on the inelastic scattering processes and the 
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Figure 2. A typical photoemission spectrum from the 15 ML Fe/ Au(lOO) system. The 
open circle are the data, the solid line is the fit to the data and the dashed lines the Voigt 
function peaks and background. 

varying atomic cross section. We determined I0(k) by fitting a smooth, cubic spline 
through the intensity curve. The experimental ARPEFS data thus obtained are plot­
ted in Fig. 3 along with the best fit results from the multiple scattering calculations 
which will be discussed later. 

The generally accepted growth mode of iron on Au(100) is Fe layer by Fe layer 
with one monolayer of gold, acting as a surfactant, migrating to the surface of the 
growing iron layei'' 7, 32• To test this growth model, at the end of ARPEFS data col­
lection we lightly sputtered the Fe/ Au(100) sample with 200 eV Ar+ ions, periodi­
cally checking the Fe 3p and Au 4f712 peak intensities. After a total sputtering time 
of 20 minutes, the Au 4~12 signal was undetectable, and the sample'still showed a 
bright, 1x1 LEED pattern. We also compared the Fe 3s and Au 4f peak intensities 
from the 15 monolayer Fe sample following a procedure outlined previously by 
Fadley33. For a substrate with a uniform over layer of thickness t, the substrate peak 
intensity, N s' and the overlayer peak intensity N 1 are given by Equation 2: 

Ns = Ioilo(Es )Do(Es )ps(dcrs I dQ). e(-t/t...(E.)cos8) 

Nl = Ioilo(Es)Do(Es)Pl(dcrl I dil)· (1- e(-t/I..I(EI)cos8)) 
(2) 
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Experimental Data and Mulitiple Scattering Fits 
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Figure 3. ARPEFS data from theAu4fcore level for 1MLAu/15MLFe/ Au(100) in the 
[001] and [011] directions. Schematics of each experimental geometry are shown. 
Dashed lines are the best fit multiple scattering modeling calculation results. The larg­
est-amplitude oscillations in each curve arise from strong backscattering off the near­
est-neighbor Fe atoms in the [001] and [011] directions, respectively. See Fourier trans­
forms in Fig. 5. 
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Where 10 is the photon flux, and no is the electron analyzer's mean acceptance 
angle for a given kinetic energy along a given emission direction. The mean emis­
sion direction is assumed to be at an angle q with respect to the surface normal. Do 
represents the detector efficiency for a given kinetic energy, and Ps and p1 are the 
respective atomic desities of the substrate and the overlayer. A.8 (E8 ) is the electron 
attenuation length in the substrate, AJ (EI) the attenuation length in the over layer, 
and (dcr I dQ) is the subshell photoionization cross section from reference34 The 
electron attenuation length was determined for each material using the Tanuma, 
Powell, and Penn (TPP-2) formula35• Fig. 4 shows the plots of attenuation length for 
both gold and iron versus electron kinetic energy determined from this formula. If 
we assume that those quantities in Eqn. 2 which depend on the electron's kinetic 
energy are equal for both the iron and gold peaks because the Fe 3s and Au 4£ 
binding energies differ by only 3.7 eV, and that the photon flux is constant during 
the data acquistion time, then the intensity ratio of the Au 4£

712 
to the Fe 3s is given 

. by 

NAu = PAu(dcrAu I d.Q)A.Au(E) ·(l-e(-t/A.Au(EAu)sin9)e(t/A.Au(EFJsin9) 
Npe PFe(dcrpe I d.Q)A.pe(E) 

(3) 

Comparing the theoretical ratio from Eqn. 3 with the experimental ratio taken as 
the average of several fitted photoemission curves (Fig. 2) we find the experimen­
tal intensity ratio to be 22% smaller that the theoretical calculation for a monolayer 
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Figure 4. The mean free path for iron(solid line) and gold( dashed line) vs electron ki­
netic energy calculated by the TPP-2 formula. 
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coverage of gold on bulk iron. We take this as further evidence for a single mono­
layer growth mode. The 22% error is within the error limits for such a calculation, 
considering the weakness of the Fe 3s signal and the fact that this is an angle-re­
solved photoemission experiment so that electron wave interference effects can 
affect the peaks' intensity ratios. We note that the surface free energies of gold (1.410 
J I cm2> and iron (2.150 J I cm2

) make it thermodynamically favorable for gold to be 
the surface layer. 

The auto-regressive linear-prediction based Fourier transform (ARLP-FT) 
transforms the diffraction data from momentum space to real space36

• In ARPEFS, 
the positions of the strong backscattering peaks in ARLP-FTs from adsorbate I sub­
strate systems can be predicted with fairly good accuracy using the single-scatter­
ing cluster model together with the concept of strong backscattering from atoms 
located within a cone around 180° from the emission direction. The effective solid 
angle of this backscattering cone is ca. 30° to 40°, though signals from scattering 
atoms very close to the source atom may be observable even if the scatters lie out­
side the nominal backscattering cone. Most notably this applies to the nearest 
neighbor Au atoms in the surface layer for this system. 

The ARLP-FT peaks correspond to path-length differences between that com­
ponent of the wave which propagates directly to the detector and those compo­
nents which are first elasticly scattered by the atomic potentials within this back­
scattering cone .. This scattering takes place within the crystal, which requires that 
the ARPEFS data be shifted to account for the effect of the inner potential. In the 
modeling calculations the inner potential is treated as an adjustable parameter, but 
for the Fourier analysis we estimate its value as the sum of the work function and 
the valence band width which for the present case we take to be 12.6 V. Thus we 
shifted the ARPEFS data by 12.6 e V to higher kinetic energy before calculating the 
ARLP-FT. 

Analy~is of the ARLP-FT provides information about the adsorption site as· 
well as the bonding distance of the gold atoms. The 1x1 LEED pattern suggests a 
high-symmetry absorption site, and the fact that the lattice constant for bee iron is 
a factor of ..fi smaller than the lattice constant of FCC gold further points to the 
four-fold hollow as the likely binding site. Using the bulk F~ interlayer spacing, 
1.43 A and ignoring phase-shift effects, the strongest peak in the [100] ARLP-FT at 
6.0 A can be used as a calibration to calculate the distance between the Au and the 
first-layer Fe atoms for each high symmetry absorption site, atop, bridging, or 
four-fold hollow. Using only plane geometry one can then calculate the path length 
differences (PLD) and scattering angles for strong scattering events from each ad­
sorption site geometry and compare to the observed peaks in the ARLP-FTs. This 
comparison for both the [100] and [011] emission directions is shown in Fig. 5. 

The Fourier analysis agrees best if the Au atoms adsorb in the four-fold hollow 
ca. 1.57 A above the first layer iron. The peak at 6.0 A corresponds to backscattering 
from the second layer iron atoms. For this geometry the predicted and observed 
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Figure 5. ARLP-FTs of the ARPEFS [001] data (solid line) and the [011] data (dashed 
line). A model of the lattice with the backscattering cones for each emission direction 
indicates the scattering atoms coresponding to the FT peaks. Note the excellent agree­
ment between peak positions and calculated values. 

PLD are in very good agreement and the relative peak strengths are reasonable for 
the scattering angles. 

Fitting the experimental diffraction curves to a multiple-scattering model 
yields more precise structural parameters than that given by the Fourier analysis 
alone. Chen, Wu, and Shirley recently developed a new multiple-scattering code, 
based on the Rehr-Albers formalism, which can model initial states with arbitrary 
angular momentum and which is fast enough to allow practical fitting to be 
done28

• 
29

• This calculation requires both structural and non-structural parameters. 
We used the structural parameters determined by the Fourier analysis as the initial 
guesses in the fitting procedure. The non-structural parameters include the initial­
state angular momentum, the atomic scattering phase-shifts, the crystal tempera-
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ture, the inelastic mean free path, the emission and light polarization directions, 
the electron analyzer acceptance angle, and the inner potential. 

To account for the vibrational effects of the bulk atoms, the mean square rela­
tive displacement was calculated and the correlated Debye temperature was set to 
265 K. The atomic-scattering phase-shifts were calculated using the atomic poten­
tials tabulated by Moruzzi et aP7• The emission and polarization directions and the 
analyzer acceptance angle were set to the experimental values described previ­
ouslt<>. The inelastic mean free path was included using the exponential damping 
factor e -i where A, was calculated using the Tanuma, Powell, and Penn (TPP-2) 
formula35

• 

The scattering code allows for several curves of the same initial state to be fitted 
simultaneously. In this case the two x(k) curves from the 15 ML sample with emis­
sion along the [100] and [110] directions were fit simultaneously. The [100] emis­
sion x(k) curve from the 10 ML sample was fitted separately. We determined the 
best fit by minimizing the A-factor function defined as 

. 2 

A-factor= L(Xc -xe) 
:L{x~ +x~) 

(4) 

We employ the A-factor in the fitting routine instead of the conventional R-factor 
because when the fit is far from its minimum the A-factor emphasizes the impor­
tance of the structurally-sensitive x(k) curve periodicity, over the absolute peak 
intensity. Near the minimum the A-factor and R-factor analyses are functionally 
equivalent. We report the conventional R-factor throughout this paper. 

We show the experimental x(k) curve and the best fit for each emission direc­
tion in Fig. 3. For these fits we used an 88-atom cluster and allowed the Au-Fe1, 
Fe1-Fe2, and Fe2-Fe3layer spacings to vary, as well as the inner potential and the 
Debye temperatures of the near surface layers. During the data analysis it was ob­
vious that, for initial states with orbital angular momentum greater than zero, the 
diffraction curves are very sensitive to small errors in the measured emission direc­
tion. For this reason an iterative process was employed to find the best fit. First, a 
fitting to the multiple-scattering calculation ·was performed with the Fourier 
analysis parameters as the starting structural parameters. The best-fit results of 
this fitting process were then held fixed as the emission direction in the code was , 
allowed to vary. The resulting best-fit value for the emission angle was then used 
as the input for the next set of calculations. This iterative process was continued 
until the emission direction converged. We found that the true emission direction 
was 4· from that determined experimentally for both the [100] and the [011] direc­
tions. We attribute this error to a misalignment of the experimental-chamber 
viewports used in the laser auto-collimation orientation procedure. 
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The best fits determine the Au-Fe1 spacing to be 1.67 A, and the Fe1-Fe2, and 
the Fe2-Fe3 spacing to be that of the bulk iron, 1.43 A, within the experimental error 
limits. It is interesting to note that this value is a slight expansion of interlayer 
spacings relatiave to the clean metal38

• A surface De bye temperature of 265 K and 
an inner potential of 13.8 V were found to give the best fit. The best fit value for the 
Debye temperature is noteworthy because it is a measure of the disorder in the 
system. ARPEFS observes the thermal averaging of the interference effects in 
which the vibrational motions of the surface atoms attenuate the oscillation ampli­
tude of the x(k) function. In the same manner sample imperfections, i.e. intermix­
ing of the gold and iron layers and roughness of the grown iron layers will also 
attenuate amplitude of x(k). Analysis of the ARLP-FTs shows peaks correspond­
ing to scattering events from as far away as the fourth iron layer. Wang et al. 
showed previously that information from such large (PLD) is lost as the sample 
temperature approaches the Debye temperature, that is as the sample becomes 
more disordered39

•
40

• The fact that we see such long PLD is another indication of the 
qualitiy of the iron films and the sharpness of the iron-gold interface. The very 
good agreement between the predicted and the observed peaks in the ARLP-FT 
and the presence of sharp ARLP-FT peaks due to scattering from the fourth Fe 
layer, shows the Fe lattice to be very like the Fe bulk. 
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minimum is at a layer spacing of 1.67 
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tance is held constant. 
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for A) Au-Fel B) Fel-Fe2, and C) Fe2-Fe3. The inner potential is fixed at 13.6 V for all 
calculations. 

IV. Error Analysis 

To establish the sensitivity of the fitting procedure to the layer spacings and estab..:. 
lish error bars we calculated the R-factor for the various interlayer spacings and 
inner potential. It has been shown that the inner potential may affect the derived 
layer spacings and must be included in the R-factor analysis27

• Fig. 6 shows the R­
factor contours versus the Au-Fe llayer spacing and the inner potential. Fig. 7 shows 
a similar plot for the distance bewteen the first and second layer Fe and the inner 
potential. These plots show very steep valleys in the interlayer spacing direction 
with very broad valley floors in the inner potential direction, indicating the relative 
insensitivity of the fits to the inner potential value. With the inner potential held 
fixed at the best-fit value of 13.8 V the R-factor analysis for the gold first layer 
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spacing, first layer iron second layer iron, and second layer iron third layer iron are 
shown in Fig. 8. Huang discussed the determination of error bars in ARPEFS from 
the R-factor analysis26• Following his treatment we quote error bars of plus or mi­
nus one standard deviation. We conclude from the MSSW calculation and the R­
factor analysis that the Au-Fe1 spacing is 1.67 ± 0.02 A, the Fe1-Fe2 spacing to be 
1.43 ± 0.03 A, and the Fe2-Fe3 spacing to be 1.46 ± 0.05 A. 

V. Conclusion 

We have measured the Au 4£ ARPEFS signal from 1ML Au/ 15 ML Fe I Au(100) and 
find that the iron grows layer by layer with one monolayer of Au sitting in the four­
fold hollow site of the bee iron. We find that the layer spacing between the top gold 
layer and the first iron layer is 1.67 ± 0.02 A, the spacing between the first and 
second layer iron atoms is 1.43 ± 0.03 A, and the interlayer spacing for second and 
third layer iron atoms is 1.46 ± 0.05 A. The Fourier analysis indicates that the grow­
ing iron layers are very like bulk Fe with a BCC lattice. We have also demonstrated 
a new multiple-scattering code and fitting procedure based on the Rehr-Albers 
formalism that can calculate up to eighth-order scattering, using 6x6 scattering ma­
trices rapidly enough to allow practical fitting to be done. 
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It is not given to human beings, happily for them, for otherwise life 
would be intolerable, to foresee or to predict to any large extent the 
unfolding course of events. In one phase men seem to have been right, 
in another they seem to have been wrong. Then again, a few years 
later, when the perspective of time has lengthened, all stand in a dif­
ferent setting. There is a new proportion. There is another scale of 
values. History with its flickering lamp stumbles along the trail of 
the past, trying to reconstruct its scenes, to revive its echoes, and kindle 
with pale gleams the passion of former days. What is the worth of all 
this? The only guide to a man is his conscience; the only shield to his 
memory is the rectitude and sincerity of his actions. It is very impru­
dent to walk through life without this shield, because we are so often 
mocked by the failure of our hopes and the upsetting of our calcula­
tions; but with this shield, however the fates may play, we march 
always in the ranks of honour. 

Winston Churchill, Speaking before the 

House of Commons 
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CHAPTER 3 

THE STRUCTURAL DETERMINATION' OF MNNI AND MNCU SURFACE 

ALLOYS USING ANGLE-RESOLVED PHOTOEMISSION EXTENDED FINE 

STRUCTURE AND PHOTOEMISSION HOLOGRAPHY 

I. Introduction 

Understanding the crystal structure that results from the growth of one metal on 
the surface of another is one of the most challenging aspects of thin-film growth, 
with potential applications for magneti~ multilayers and for highly reaction-spe­
cific catalysts1• A number of unusual magnetic phenomena are expected in these 
two-dimensional structures, including magnetization perpendicular to the surface 
plane at temperatures above the bulk Curie temperature, and enhanced magnetic 
moments. These phenomena are critically dependent on the local atomic structure2

-

4 

Manganese is an interesting candidate for t:h.in-film growth because of its var­
ied magnetic and structural properties, with four different lattice structures, de­
pending on temperature. The a and the ~ phases are. complex cubic structures 
with 58 and 20 atoms per unit cell, respectively, while the "{ c;m.d the i) phases are 
face-centered cubic and body-centered cubic with nearest-neighbor spacings of 
2.73 A and 2.67 A respectively. Recently, ultra-thin films of manganese on Ni(lOO) 
and Cu(lOO) have received attention because of the reported existence of stable, 
surface alloys that form at one-half monolayer (ML) coverage6-13• These surface al­
loys form at or near rooq1 temperature and exhibit a c(2x2) low energy electron 
diffraction (LEED) pattern. LEED I-V studies and some scanning tunneling micros­
copy (STM) of these two similar systems. suggest that the surface alloys are much 
more corrugated than would be expected from a simple comparison of the hard­
sphere radii. However, the STM study by Noh et al. disputes the existence of this 
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corrugation for the copper system13. Wuttig et al. proposed that the large surface 
corrug~tion is driven by the magnetic ordering of the surface Mn atoms10. 

In this study we use Angle-Resolved Photoemission Extended Fine Structure 
(ARPEFS) to investigate two manganese surface alloys, c(2x2)Mn/Ni(l00) and 
c(2x2)Mn/ Cu(lOO). ARPEFS is a well-proven technique for determining the atomic 
structure of adsorbates and the near-surface region of the substrate with high accu­
racy14-21. ARPEFS is advantageous in studying these bimetallic systems because it 
has elemental selectivity through the binding energy of core electrons, because the 
oscillation amplitudes can be quite large, and because it is spatially accurate, to a 
few hundreths an Angstrom. In addition, we used high-energy, angle­
scannedJ photoelectron diffraction or holography to study the quality of the grown 
film, because knowledge of the atomic abruptness of the magnetic interface is im­
portant.for comparing the theoretical to the experimental magnetic properties of 
these two-dimensional structures. Photoelectron holography allows one to image 
the atomic symmetry near the emitter directly . High kinetic-energy electrons, with 
kinetic energy greater than 500 e V, are very strongly scattered in the forward direc­
tion along internuclear axes22

• 
23

• This scattering preference and the long mean free 
path of these electrons, make holography especially sensitive to the local symme­
try around and especially above the emitter. Of course, for structural determina­
tions that are accurate to much better than one-tenth Angstrom, one must compare 
the diffraction data with a multiple-scattering calculation and this is ARPEFS 
strength. 

Lastly, while other researchers have studied this system with LEED, the atomic 
sensitivity of photoelectron diffraction is especially advantageous for these sys­
tems involving metals that have similar atomic numbers. This selectivity allows us 
to probe the local geometry of the emitter, and thus easily determine where the 
adatom is in relation to the surface plane. The LEED measurements instead rely on 
the small differences in scattering factors between Mn and Ni, or Mn and Cu, to 
make such a determination. As the Fe/ Au(lOO) case shows, one cannot assume 
that the adatom remains on the substrate surface. This information about these 
two-dimensional magnetic systems may be critically important. 

II. Experimental 

The experiments were performed by Jonathan Denlinger and Eli Rotenberg, in an 
ultra-high vacuum (UHV) chamber with a base pressure of lxl0-10 torr. The UHV 
chamber is equipped with the standard surface-science diagnostic and preparation 
tools and a high-precision, five-axis, horizontally mounted manipulator that al­
lows the crystal to be heated to 2500 K by electron bombardment. The photon source 
for these measurements is Beamline 7.0, at the Advanced Light Source (ALS). 
Beamline 7.0 is an undulator-based spherical-grating monochromator (SGM) 
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beamline with an energy range from 75 e V to 1200 e V. The photoemission spectra 
were collected using a Physical Electronics hemispherical, electron energy analyzer 
which has a 140 mm radius and a 16-element multichannel detector. The angular 
acceptance of the analyzer lens system is+ 1.0°. It is further described in reference 
24 

A schematic of Beamline 7.0 and a sketch of the experimental geometry are 
shown in Fig. 1. The analyzer is fixed at an angle of 60° from the Poynting vector, 
and all changes in the measured electron-emission direction were accomplished by 
rotating the sample. The ARPEFS photoemission data were collected at two differ­
ent emission angles, normal emission, e = 0°, and e ·= 45° along the [011] direction. 
The holography photoemission data were excited with a Mg Ka. source. The Mn 
2p photoemission signal was then measured in constant-solid-angle steps over a 
range of polar angles from e = 0° to e = 80° and azimuthal angles from <I> = 0° to <I> 

= 90°. The sample was at room temperature for all the measurements. 

Scm x 89 period 
undulator 

A 

n 

Vertical Refocus 
(Variable Curvature) -

<110> 

Ni(001) · 
Cu(001) 

Figure 1. Top panel: optical layout of Beamline 7.0 at the ALS. Bottom panel: Experi­
mental geometry. The angle e is the polar angle between the emission direction and 
the surface normal, r{. The azimuthal angle, cjl is defined as rotation about the surface 
nomal. The off-normal emission is along the <110> direction. The angle between the 
analyzer and the light's J[ is fixed at 60°. The light polarization vector is perpendicular 
the analyzer dispersion direction. 
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The Ni(OOl) and Cu(OOl) crystal were aligned to within ± 0.5° of the [001] direc­
tion with Laue backscattering and then mechanically polished with six Jlm and one 
Jlffi diamond paste. Once in vacuum, the crystals were cleaned with repeated 
cycles of Argon ion sputtering and annealing. The Cu was annealed to 950 K and 
the Ni to 1100 K. We checked the sample cleanliness with core-level photoemission. 
Neither crystal had any detectable oxygen contamination and the Cu crystal was 
also free of any detectable carbon. The carbon signal from the Ni crystal was just 
out of the background noise, less than one or two percent of a monolayer. 

The manganese source consisted of 99.99% pure Mn pellets, heated in an alu­
mina crucible, surrounded by a water-cooled jacket. The Mn was evaporated at a 
rate of - 1.0 monolayer per minute with the chamber pressure below 1.5xl0-9 torr. 
We monitored the evaporation rate with a quartz-crystal microbalance (QCM) cali­
brated by comparing the Mn-3p to the Ni-3p photoemission peak intensity ratio 
for the Ni case and the Mn-3p I Cu-3p ratio for the Cu case. The c(2x2)Mn/ Cu(OOl) 
sample studied here was prepared by evaporating lf2 ML of Mn directly onto the 
Cu(OOl) substrate at room temperature_ No subsequent annealing was necessary to 
obtain a sharp (2x2) LEED pattern. The crystal was still free of any detectable oxy­
gen or carbon contamination after the Mn evaporation. 

In contrast to the Cu case, and to the results reported by other authors, in this 
study evaporating one-half monolayer onto the Ni substrate at room tempurature, 
without annealing, never led to a clear c(2x2) LEED pattern11• Instead, the c(2x2) 
Mn/Ni(OOl) sample studied in this work was prepared by evaporating one mono­
layer of Mn onto the clean Ni(OOl) surface at room temperature. The resulting 
LEED pattern is a fuzzy c(2x2) structure. After annealing the crystal for 30 seconds 
at 350° C the Mn coverage drops by half and the LEED image sharpens consider­
ably. We assign a value of lf2 monolayer to this c(2x2) structure. The Mn 3p photo­
emission-peak intensity supports this assignment (Fig. 2). Following the evapora­
tion there was no detectable oxygen, and the carbon contamination was still less 
than one to two percent of a monolayer. 

Ill. Data Analysis 

The experimental ARPEFS data for each sample are two series of manganese 3p 
angle-resolved photoemission spectra taken at two different emission angles, nor­
mal emission and 45 degrees from normal along [011]. In each series the photon 
excitation energy is varied so that the kinetic energy of the Mn 3p photoelectrons 
ranges from 90 e V to 450 e V in electron wavevector steps of 0.1 A-1• The conversion 
from kinetic energy, Ek. to wavevector, k, is: k(A-1) = 0.512~Ek(eV). The total col­
lection time for one series of spectra is approximately 30 minutes. We fitted each of 
the 65 spectra in each series to extract the most accurate peak intensites with which 
to construct the diffraction curve, x(k). However, because the Mn 3p photoemis-
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Figure 2. Photoemission spectra for Ni 3p and Mn 3p taken with a photon energy of 250 
eV. Solid line 1/2 ML Mn, dotted line 1 ML Mn, and dashed line 2 ML Mn. The 1 ML 
and 1/2 ML coverage spectra were taken after annealing the 2 ML sample at 350 K for 
30 and 60 seconds respectively. 

sion 'peak' is a complex manifold of six peaks we developed an empiricallineshape 
to represent the manifold in the peak fitting routine. This empiricallineshape is a 
Mn 3p photoemission spectrum taken with very good statistics, scaled to unit peak 
height, and set to a peak position of zero eV kinetic energy. Using an empirical 
lineshape allows us to obtain accurate peak intensities, while saving considerable 
time in the fitting process. The Mn 3p peak intensites are extracted by fitting each 
spectra in the series with this lineshape and a li~ear background. We take the am­
plitude of the lineshape as the measure of the photoemission intensity. The Mn 3p 
lineshape is significantly broader for the Cu sample than for the Ni sample, and we 
used a different lineshape for each sample in the fitting routine. We will address 
this lineshape difference in Section IY. 

The intensity of each Mn 3p peak in the series plotted against the electron 
wavevector, k, is denoted as I(k). This function I(k) has two components; a slowly 
varying, atomic-like portion, l

0
(k), upon which is superimposed a rapidly oscillat­

ing beat pattern that arises from interference between the primary wave propagat-
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ing directly to the detector, and waves that scatter elastically off nearby atomic 
potentials before they reach the detector. The experimental and calculated diffrac­
tion curves, x(k), are obtained by removing the slowly varying l0(k) portion from 
I(k). 

(k)= I(k)-10(k) 
X Io(k) (1) 

We construct I
0
(k) in two steps, designed to eliminate the low frequency oscilla­

tions in I(k). The first step is to create an intermediate I
0
(k) consisting of seven 

points. The first and seventh points are the first and last points of I(k). The five 
points in between the first and seventh are calculated by dividing I(k) into five 
sections of equal length in electron wavevector, k. The average value of I(k) in each 
of these five sections is one of the five points in the intermediate I

0
(k). In the second 

step we set I
0
(k) equal to the fit of a cubic spline through the seven points making 

up the intermediate I0(k). For consistency this routine is automated and used for 
both the experimental and calculated data. The resulting X (k) curves for each 
sample in the two emission directions are shown in Figs. 3 and 4. 
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Figure 3. Experimental Mn 3p c(k) curves for the [001] and [011] emission directions 
from c(2x2)Mn/Ni(001). 
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Figure 4. Experimental Mn 3p c(k) curves for the [001] and [011] emission directions 
from c(2x2)Mn/ Cu(001). 

The intrinsic features that make up the overall Mn 3p peak shape will exhibit 
the same ARPEFS oscillations as the peak centroid. That is, each peak has the same 
x(k) curve, but they are shifted ink-space by the differences in their binding en­
ergy. The electron kinetic energy is related to the electron wavevector by: 
k(A. - 1)= 0.512~Ek(eV). Differentiating this expression gives: dkjdEk = 0.131 I k. 
For a lineshape 10 eV wide, at a k-value of 5.0 A-t the photoelectrons at the highest 
and lowest kinetic energies differ by 0.262 A-t. If x(k) varies rapidly over this range 
of k-values then the contributions from widely separated regions of the Iineshape 
will tend to cancel out sharp maxima and minima in x(k). The smaller than normal 
oscillations in the experimental x(k) curves could be due to this effect. To test for 
this effect in our data reduction, we extracted x(k) curves from the Mn/ Cu(001) 
data set in a second manner. In this second procedure, we divided each individual 
Mn 3p spectra into four separate, 1.6 eV wide sections. The I(k) from each of these 
sections is the area of that section divided by the area of a 1.6 e V wide section on 
the high-binding-energy side of the peak. The x(k) curves derived from these four 
sections are labeled for the binding energy at the center their respective integration 
windows. Fig. 5 shows a typical spectrum and fit as well as the four windows used 
to obtain the other x(k) curves by the second method. 

The x(k) curves for the Mn/Cu(001) case obtained by the second method 
Fig. 6. The x(k) curve derived from the area around the peak center, Chi48, is 
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nearly identical to the x(k) curve derived with the lineshape method, ChiLS. The 
curves from peaks farther from Mn 3p centroid than Chi48 are shifted to lower k­
values as expected. These other x(k) curves are very similar to ChiLS, except that 
Chi54 has oscillations that are nearly twice as large as ChiLS. The x(k) curves ex­
tracted from sections closer to the tail of the Mn 3p peak are noisier due to the 
poorer statistics in this section of each spectra. We note that the Mn 3p peak from 
the c(2x2)Mn/Cu(001) sample is much broader than that from the similar Ni(OOl) 
sample. This broader peak suggests Mn atoms in different chemical environments 
and the difference may account for the difference in the x(k) curves derived from 
different parts of the 3p lineshape. However, Chi48, obtained with the second 
method agrees very will with ChiLS obtained with the lineshape method. The rela­
tively x(k) small oscillations are not an artifact of the peak fitting method. We will 
use ChiLS throughout this paper for comparisons to the mulitple-scattering calcu­
lations. 
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Figure 5. Experimental data (open circles) and fit (solid line) for the c(2x2) Mn/ Cu(OOl) 
Mn 3p photoemission peak. The compontents of the fit are shown as dashed lines. The 
windows used to derive the other c(k) curves are shown and labeled by the value of 
the binding energy at their center. 
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Figure 6. Comparison of the c(k) curves derived from the lineshape fitting method and 
the c(k) curves derived by measuring the areas of the photoemission peak in a small 
energy window. The name of each c(k) curve is based on the binding energy at the 
center of the energy window. (Fig. 5) 

We performed multiple-scattering spherical-wave (MSSW) calculations to 
·model the experimental X (k) curve data and determined the adsorption site and 
interlayer spacings of the near-surface layers. The calculation program, based on 
the Rehr and Albers formalism, was developed by our group and is optimized for 
obtaining a best fit to experimental energy-dependent X (k) data25• 26• This program 
uses second-order matrices and up to eighth-order scattering to produce a conver­
gent calculation at the electron energies used in ARPEFS. The best fit is determined 
by the A-factor: 

A= ~{Xc -xet 
~ ~(x~ + x:) 
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which is useful in the fitting routine when the fit is far from the minimum because 
the A-factor emphasizes the structurally important periodicity of the X (k) curve 
over the intensity of the peaks. The conventional R-factor is given by 

(3) 

When the fit is close to the minimum the two factors are functionally equivalent 
and the best fit occurs at the minimum of both the A-factor and R-factor. We shall 
report the conventional R-factor throughout this paper15• 

This MSSW calculation requires both structural and non-structural input pa­
rameters. As an initial guess for the fitting procedure we used the structural pa­
rameters from the LEED 1-V analysis9• The non-structural parameters include the 
initial state, the atomic scattering phase shifts, the crystal temperature, the inelastic 
mean free path, the emission and light polarization directions, the electron ana­
lyzer acceptance angle, and the inner potential. 

The atomic scattering phase shifts were calculated using the atomic potentials 
tabulated by Moruzzi et al. 25

• The emission and light polarization directions and 
the analyzer acceptance angle were set to the experimental values described previ­
ously in section TI. The inelastic mean free path was included using the exponential 
damping factor -f: where 'A was calculated using the Tanuma, Powell, and Penn 
(TPP-2) formula~. To account for the vibrational effects of the bulk and surface 
atoms, the mean square relative displacement was calculated and the correlated 
surface Debye temperature was set to 375 K for Ni and 325 for Cu. The MSSW 
results reported here are for a normalized X (k) curve calculated with a 95-atom 
cluster and a 0.8% pathcut. The pathcut is defined as a percentage of the most in­
tense scattering event in the calculation. Scattering events with intensities less than 
the pathcut value are excluded from the calculation, saving considerable memory 
and calculation time. Obviously the calculation is more accurate if one includes all 
scattering events, but we have found that a pathcut of about 1% is sufficient for 
these systems. 

The experimental X (k) curve oscillations for both samples are unusually small, 
only about ±10%. The small oscillation size necessitates that we use a normalized 
X (k) in all the fitting calculations. Normalized X (k) is defined in terms of the ex­
perimental X (k) in Eqn. 3, where Xe and Xc are the experimental and calculated 
X (k) curves and N is the number of data points. 

(4) 
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We will address the reason for the small oscillations in Section IV. 
The holographic data are shown as stereographic projections of the Mn 2p 

· angle-resolved photoemission peak intensity. During the data collection the emis­
sion angle is varied in constant solid angle steps from a polar angle of e = 0° to e = 

80° and an azimuthal angle from cp=0° to cp = 90°. The peak intensity at each of the 
650 different angles is determined by averaging the intensity over a small kinetic 
energy window about the peak centroid divided by the average intensity of the 
same size window on the high kinetic energy background. It is not necessary to fit 
each peak in the spectrum because we are using a col)Stant photon energy so the 
peak shape should be constant. This intensity map is then symmetrized to produce 
the full 360° data. The data collection time for each hologram is less than 45 min­
utes. The electron kinetic energy for the holographic image is 635 eV, k = 12.5 A-1, 

high enough to be into the regime where forward focusing is the dominant scatter­
ing process22. 23 (Fig. 7). 
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Figure 7. Electron scattering factors vs. scattering angle for Cu (solid line), Mn (dotted 
line), and Ni (dashed line) at a kinetic energy of 550 eV, k = 12 .&-1• Note the scattering 
preference for the forward direction at this high-kinetic energy. 
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Figure 8. Experimental and calculated holograms for the MnNi and MnCu surface 
alloys. A) c(2x2) Mn/Ni(OOl) experimental data. B) Calculated hologram for the sur­
face alloy. C) c(2x2) Mn/Cu(OOl) experimental data. D) Calculated hologram for the 
surface alloy with a Mn emitter in the second layer. E) Stereographic projection for the 
FCC(OOl) surface 
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For comparison to the experimental data we calculated the holograms at this 
kinetic energy for both samples. The model for the Ni sample is a c(2x2) surface 
alloy, while for the Cu sample the model is the surface alloy with a second layer Cu 
atom replaced by a Mn atom emitter. The calculated and experimental holograms 
are shown in Fig. 8. We used a 95-atom cluster with a 0.8% pathcut for these calcu­
lations, computing the interferogram over the same angular range as the experi­
mental data. 

IV. Results and Discussion 

While the LEED patterns for both samples are c(2x2); the holograms immediately 
show that the two systems are quite different, The four intensity maxima at about 
45° polar angle in the c(2x2}Mn/ Cu(001) sample must be from subsurface Mn, Fig. 
7C. These peaks are at positions marking the family of (011) crystal planes. The 
stereographic projection for the (001} face of a face-centered-cubic (FCC) crystal is 
depicted in Fig. 7E for comparison. These four intensity maxima in Fig. 7C are due 
to the forward scattering of the photoelectrons from an emitter one layer below the 
surface along the [011] crystal planes. Osterwalder et al. have shown that hologra­
phy intensity maxima at these positions are due to emitters one layer below the 
surface. We have independently confirmed this, as shown in Fig. 7D. This figure is 
the calculated hologram for the c(2x2) Mn/ Cu(OOl) surface-alloy structure deter­
mined by LEED, but with a second-layer copper atom replaced by a manganese­
atom emitter. The calculated hologram shows excellent agreement with the experi­
mental data, showing that some Mn leaks into the second substrate layer during 
the sample preparation. 

We can also use the the forward-focusing peaks in the Mn/ Cu(001) hologram 
to estimate the corrugation of the surface layer. The angular position of the for­
ward-focusing peaks is determined by the distance of the atom from the emitter. · 
Fig. 9 shows the calculated intensity profiles for polar-angle scans along two per­
pendicular azimuths for the Mn/ Cu(001) system. We performed these calculations 
for eight surface-corrugation values from 0.0 A to 0.7 A. The extremes are shown in 
the figure. Fig. 9 also shows the sum of these two intensity profiles. The sum of the 
polar-angle scans over perpendicular azimuths simulates the 'domain averaging of 
the experimental data. The angular position of these peaks corresponds to the 
amount of surface corrugation. We label the double peak near 45° 'Peak1' and the 
less intense peak near 65° 'Peak2'. We derive the position of Peak1 by fitting a 
single gaussian to the double peak structure of the sum curve. The Peak2 position 
is the maximum of the sum curve. In Fig. 10 we plot the position of Peak1 and 
Peak2 vs. the surface corrugation. In the experimental hologram, Peak 1 is at e = 

42.6° and Peak2 is at 8 = 67.6°. Comparing the experimental peak positions to the 
curves shown in Fig. 10 we estimate the surface corrugation is between 0.34 A and 
o.38A. 
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Figure 9. Top panel: Calculation geometry for Mn/ Cu(001) surface alloy. The corruga­
tion varies from 0.0 A to 0.7 A. Bottom panel: Polar angle scans along the [011] azimuth 
(dashed line) and the [101] azimuth (dotted line). The solid line is the sum of the two 
azimuths to simulate domain averaging. The corrugation on the bottom is 0.0 A and on 
the top it is 0.7 A. 

The Mn on Ni(OOl) hologram has no forward-focusing peaks, only broad, weak 
features at large polar angles, Fig. 7 A. This intensity on the outer ring of the holo­
gram is from in-plane scattering, which should be quite weak at these electron 
energies. Again guided by the LEED analysis, we calculated the hologram for the 
c(2x2)Mn/Ni(001) surface alloy and this is shown in~Fig. 7B. This calculation also 
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Figure 10. Calculated peak position of the forward focusing peaks vs the surface corru­
gation. The forward focusing peaks in the experimental hologram are labeled in the 
figure as Peakl and Peak2. 

agrees very well with the experimental data, indicating the absence of adatom Mn 
below the surface plane. The holographic information suggests thatD the gmwth 
mechanism for the two alloys is quite different. 

The Mn 3p photoemission spectra also support this interpretation of the 
hologragraphic data. Fig. 11 shows the Mn 3p lineshapes for Mn on Ni(OOl) and 
Mn on Cu(OOl). The Mn 3p line from the Cu sample is clearly wider than the nickel 
sample and appears to have two components. The width of the Mn 3p peak on the 
Cu sample suggests that there may be two chemically inequivalent Mn sites on the 
copper sample, namely the surface alloy position and the bulk position. However, 
from comparison with the 3p lineshape on Ni, the splitting for the Cu case is ap­
proximately 2 eV. This splitting is much larger than any reported bulk-surface core 
level shift. For example, the tungsten 4f bulk and surface peaks are split by ca. 300 
me V. The reason for the large splitting may be that the two Mn sites are in different 
magnetic states. A recent total-energy calculation by Wuttig et al. found that a ferro­
magnetic surface had a much lower energy than the paramagnetic surface, and 
that surface corrugation of the alloy is driven by this Mn ferromagnetic state10• The 
same study also found that for Mn.trapped in bulk Cu the paramagnetic state was 
lowest energy state. The differences between the Mn 3p lineshape for the c(2x2) 
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Figure 11. The Mn 3p lineshape from the c(2x2) Mn/ Cu(OOl) sample (solid line and 
from the c(2x2) Mn/Ni(OOl) (dashed line). The Mn 3p peak from the Cu sample is sig· 
nificantly broader than that from the Ni sample, suggesting chemically inequivalent 
adsorption sites on the Cu sample. 

Mn/Ni(OOl) phase and c(2x2) Mn/ Cu(OOl) phase are consistant with the interpre­
tation that the surface Mn for both Ni and Cu is ferromagnetic and that for the Cu 
the second Mn 3p component, at higher binding energy, is paramagnetic. 

While the holography data can tell us about how the overlayer grows and the 
local atomic symmetry, to accurately determine the atomic structure we must fit 
the ARPEFS (scanned-energy) data with multiple scattering calculations. There are 
several possible Mn adsorption sites for a c(2x2) LEED structure on the (100) sur­
face; the surface atloy with the Mn adatom slightly above the substrate surface 
plane, the surface alloy with the adatom slightly below the substrate surface plane, 
or the case of an overlayer with the Mn in the four-fold hollow of the substrate. We 
performed simultaneous best-fit MSSW calculations to both emission angles for 
each of the three sites. Of course, the Mn could also adsorb to an atop or a bridge 
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site on the (001) surface, but these are very high-energy and unlikely sites for metal 
adsorbates. They are also unlikely in light of the holography data. We did fit the 
diffraction data to models for these sites but the fits were so poor that we will not 
discuss them further. During the fitting procedure we allowed the surface corruga­
tion, the spacing between the surface and second-layer substrate atoms and the 
spacing between the second and third-layer substrate atoms as well as the inner 
potential to vary. Figs. 12 and 13 show the best fit results for each of these sites 
compared with the c(2x2)Mn/Ni(001) experimental data. Table 1 summarizes the 
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Figure 12. Comparison of the MSSW best fit calculations to the [OOl] emission data for 
three different adsorption sites. The surface alloy is the best fit with an R-factor equal= 
0.38 

R-factors and fit values for the three adsorption sites. The surface alloy with the 
Mn 'up' is clearly the best fit to the experimental data with an R-factor of 0.38. 
Although the R-factors for the other two sites are nearly twice that of the surface 
alloy, visually the fit looks pretty good. One would expect this because the scatter­
ing geometry for the three cases is similar. However, as Table 1 shows, the fit pa-
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Figure 13. Comparison of the MSSW best fit calculations to the [011] emission data for 
three different adsorption sites. The surface alloy with Mn above the surface Ni plane is 
the best fit with an R-factor = 0.38 

rameters for these other models are not reasonable and we find that the surface 
alloy is the best structural model for c(2x2) Mn/ Ni(OOl). 

From the best-fit results the surface-alloy corrugation is 0.24 + 0.02 A with the 
Mn atoms above the plane of the Ni atoms. The interplaner spacing between the 
surface-alloy Ni atoms and the second-layer Ni atoms is 1.80 + 0.02 A; this is a 2% 
expansion from the bulk value of 1.76 A. The spacing between the second and third 
layer atoms is 1.78 +0.04 A; this is the bulk value within our error limits. The best­
fit value for the inner potential is 4.6 V. Fig. 14 shows the atomic model for the 
c(2x2) Mn/Ni(OOl) system. 

For the MnCu-surface alloy we performed fits to a structural model with some 
of the second-layer Cu replaced by Mn, in addition to fitting with the same models 
described above for'lhe Ni case. A schematic of the first two layers of this cluster 
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Table I. Best fit parameters and the associated R-factor for the three 
adsorption sites examined; The surface alloy structure with the Mn 
above the plane of the surface Ni layer is clearly the best fit with an R­
factor of 0.38 

Adsorption Site Mn-Nil Nil-Ni2 
(Al (Al 

Surface Alloy 0.24±0.02 1.80 ± 0.02 

Four-fold Hollow 0.72 1.60 

Surface Alloy Ni up 0.21 2.05 

The Bulk Ni interlayer spacing is 1.76 A 

1st Layer 2nd Layer 

Mn Ni Ni 

Ni2-Ni3 R-factor 
(Al 8.98 

1.78±0.04 

1.28 0.69 

1.75 0.62 

[011] 

[011] 

--· [011] 

o.24A 

1.soA 

1.78 A 

Figure 14. Atomic model of the c(2x2) Mn/Ni(OOl) structure determined by the 
present ARPEFS study. 
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model with a Mn emitti.er in the second layer is shown in Fig. 15. The second layer 
is 25% Mn. Again both emission angles were fitted simultaneously. The x(k) curves 

First Layer Second Layer 

0 
Mn Cu Mn Cu 

Figure 15. The top two layers of the calculation cluster for c(2x2) Mn/ Cu(OOl) showing 
the position of the Mn emitters (labeled 'E') in the first and second layers. The light 
gray line marks the unit cell for the top layer and the heavy black line shows the unit 
cell for the second layer. 

are very weak and noisy, especially at high k-values( Fig. 4). This is due to the fact 
that the Cu Debye temperature is close to room temperature. To remove the noise 
from the signal we Fourier filtered the x(k) data, removing path length differences 
(PLD) greater than 15 A. This filtering process was used because any PLD greater 
than 15 A would be the result of several scattering events and would be a very 
minor part of the o~erall x(k) signal intensity. The best fits as well as the filtered 
data for both emission angles are shown in Figs. 16 and 17. The best fit as deter-
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Figure 16. Comparison of the MSSW best fit calculations to the [001] emission data for 
different adsoption geometries. The surface alloy with the Mn up out of the surface Cu 
plane and subsurface Mn is the best fit with an R-factor equal = 0.42 

mined by the R-factor is for the surface alloy with the Mn ~hove the Cu surface 
plane and 25% of the second layer Cu replaced by Mn. The R-factor is 0.42. The 
other structural models give fits with comparable R-factors, but these best fit pa­
rameters are not very reasonable. Table IT summarizes these results. The next best 
fit is for the surface alloy with the Mn up, but no subsurface Mn. Clearly these fit 
parameters do riot make sense. Firstly, the inner potential wants to go to zero or 
below which is obviously unphysical. Secondly, the spacing between the alloy 
layer and second layer is 1.65 A. This interlayer spacing is a 9% contraction from 
the bulk value, while the next layer is expanded 3% from the bulk value. It seems 
unlikley that the first-Cu layer should be so contracted. This contraction is even 
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Figure 17. Comparison of the MSSW best fit calculations to the [011] emission data for 
different adsoption geometries. The surface alloy with the Mn up out of the surface Cu 
plane and subsurface Mn is the best fit with an R-factor equal = 0.42 

greater than that of clean metals such as NF8• Also, the holographic data clearly 
shows that there is some Mn in the second layer, and though we may overestimate 
the Mn concentration with the model described above, any reasonable fitting 
model must include a Mn emitter in the second layer. Lastly the Mn 3p lineshape 
data also suggests the presence of a significant amount of second-layer Mn. 

From the best-fit parameters the corrugation of the surface-alloy layer is 
0.30 ± 0.04 A with the Mn atoms above the surface plane of Cu atoms. The spacing 
between the surface Cu and the second-layer Cu is 1.85 ± 0.04 A, equal to the bulk 
value of 1.81 A within the error bars of the measurment. The corrugation of the 
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Table II. Best fit parameters and the associated R-factors for several surface structures. 
The best fit is for the structure with some Mn in the second layer and the Mn 'up' above 
the copper in the surface layer. 

Surface 2"dLayer 

Adsorption Site 
CorruKation 

( ) 
Corrugation 

(A) 

Surface Alloy Mn up 0.30 ±0.03 0.06±0.04 
with 2"d Layer Mn 
Surface Alloy Mn up 0.49 

Four-fold Hollow 0.51 

Surface Alloy Cu up 0.57 

The Bulk Cu interlayer spacing is 1.81 A 

1st Layer 

Mn Cu 

Cu1-Cu2 
(A) 

1.78±0.03 

1.65 

1.83 

2.05 

2nd Layer 

Mn Cu 

Cu2-Cu3 
(A) 

1.86±0.04 

1.87 

1.79 

1.91 

[011] 

[011] 

o.29A 
1.7aA 
o.o4A 
1.asA 

R-factor 

0.42 

0.56 

1.04 

0.69 

Figure 18. Atomic model of the c(2x2) Mn/ Cu(001) structure determined by the 
present ARPEFS study. 
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second layer is quite small 0.04 ± 0.04 A again with the Mn above the plane of the 
Cu. This corrugation value is close to what is predicted by Ref. 10 for a paramag­
netic-Mn atom in bulk Cu, and what would be expected by a comparison of the 
hard-sphere radii10• The spacing between the second- and third-layer Cu atoms is 
1.84 ± 0.05 A. The best-fit value for the inner potential is 8.13 V. The atomic struc­
ture of the c(2x2) Mn/Cu(001) surface is shown in Fig. 18. 

.... 

! 

0.60 

.... 0.55 
0 
0 
Jl! 0.50 a: 

0.45 

0.40 

0.55 

.... 
0 

0.50 0 
Ill ... 
a: 

0.45 

0.40 

0.20 

Curvature = 126.8 
a=± o.o2 A 

0.24 0.28 

Manganese Nickel corrugation (A) 

B) 

1.76 

Curvature = 111.0 
cr= ± 0.02 A 

1.80 . 1.84 

Ni1 - Ni2 lnterlayer Spacing (A) 

C) 
Curvature = 66.5 
a=± o.o4 A 

1.76 1.80 1.84 

Ni2 - Ni3 lnterlayer Spacing (A) 

Figure 19. R-factor vs. the interlayer spacing (open circles) and a parabolic fit (solid 
line) A) Mn-Ni B) Nil-Ni2 C) Ni2-Ni3. 
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The error bars reported for the fit parameters are one standard deviation. We 
estimate the statistical uncertainty of each structural parameter from the curvature 
of the R-factor versus parameter value plot. Huang first described this method of 
assigning error bars in ARPEFS studies16• Figs. 19 and 20 show plots of the R-factor 
versus each of the fitting parameters along with the associated standard deviations. 

... 
0 
0 
~ 
a: 

..... 
0 
0 

0.46 

0.24 

Curvature = 135.2 
cr= ± o.o3 A 

0.28 0.32 

0 

Surface Layer Corrugation (A) 

Curvature = 80.1 
cr=±O.o4A 

... 
j 
a: 

0.60 

..... 
0.55 

Curvature = 160 ° 
cr= ± o.o2 A 

1.70 1.75 1.80 1.85 

Cu1-Cu2 (A) 

Curvature= 120 
cr=±O.o3A 

~ 0.45 
a: 

j 
a: 

0.50 

0.44 

0.02 0.04 0.06 1.80 1.84 1.88 

Second Layer Corrugation (A) Cu2-Cu3 (A) 

Figure 20. R-factorvs. the interlayer spacing (open circles) and a parabolic fit (solid 
line) A) Surface Corrugation B) Cul-Cu2 spacing. C) Second layer Corrugation. D) 
Cu2-Cu3 spacing. 

The best-fit results agree very well with the previous LEED I-V analysis9
• We 

find surface corrugations of 0.24 ± 0.02 A and 0.30 ± 0.04 A for the Ni and Cu 
phases respectively. The interlayer spacing between the surface-alloy Ni atoms 
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and the second-layer Ni atoms is 1.80 ± 0.02 A and the distance between the sec­
ond- and third-layer Ni atoms is 1.78 ± 0.04 A. These values represent respectively 
a 2% and a 1% expansion from the bulk value, though the spacing between the 
second- and third-layer Ni is the bulk value within the error bars of our measure­
ment. Other authors report bulk spacing for all layers below the surface-alloy 
layer9

• The distance between the surface Cu and second-layer Cu is 1.78 ± 0.05 A 
and between the second- and third-layer Cu is 1.84 ± 0.05 A. The LEED study 
reported bulk spacing for the Cu case which agrees with our analysis within our 
error bars. Lastly we find the corrugation of the second layer is 0.04 ± 0.04 A with 
the Mn above the Cu layer. The previous LEED study did not consider such a 
model in their analysis, but this value agrees well with the calculated value of a 
paramagnetic-Mn atom sandwiched by Cu atoms10• 

The expansion of the first-layer Ni in the c{2x2) Mn/Ni(001) alloy may be sig­
nificant because it concerns the degree of interaction between the Mn 3d orbitals 
and the Ni sp band. The total-energy calculations showed that the large surface­
Mn corrugation is driven by a ferromagnetic state where the Mn has reduced coor­
dination and very little d-cohesion. In this ferromagnetic state with a magnetic 
moment of 3.75 f.Ls there are nearly as many Mn d-bonding states occupied as Mn 
d-anti-bonding states occupied. In another weakly bound adsorbate system 
c{2x2)N2 /Ni{001) the physisorbed nitrogen causes no change in the bulk spacing of 
the substrate nickel crystaF9• However for the case of c(2x2)S/Ni(001) where one 
would expect the sulfur to interact quite strongly with the substrate-nickel metal, 
the interlayer spacing between the first- and second-Ni layers is 1.86 A, a 6% ex­
pansion from the bulk15, 30• It seems that the c(2x2)Mn/Ni{100) is in between these 
two examples, closer to the very weakly bound physisorbed N2 case. 

However, we must also consider the possible formation of bulk layers of MnNi 
alloy as the driving force for the top-layer expansion. Wuttig et al., found that mul­
tiple monolayers of Mn deposited on Ni{100) at temperatures above 450 K lead to 
the formation of several layers of the MnNi alloy11

• The LEED I-V analysis of this 
multiple-layer alloy structure found the lattice constant to be 1.86 A, in excellent 
agreement with the value for bulk MnNi of 1.87 A. The 4% expansion of the first 
layer Ni metal could be' explained by the beginning of bulk-alloy fo:r:mation. How­
ever, the holographic data clearly show that there is no subsurface Mn and hence 
no bulk alloy. 

Now we wish to address the weakness of the oscillations in the raw ARPEFS 
data. A comparison of the theoretical intensity and the experimental intensity for 
the c(2x2) Mn/Ni(001) x(k) curve is shown in Fig. 21. Many researchers have re­
ported surface-Debye temperatures to be as small as one-half the bulk value of the 
clean metal31

• In many previous ARPEFS studies this group found surface-Debye 
temperatures between 50% and 90% of the bulk value accurately describe the ex­
perimental data. The calculation shown in Fig. 21 uses the best-fit parameters and 
a surface-Debye temperature of 375 K, 90% of the bulk Mn value of 410 K. The 45° 
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Figure 21. Experimental and calculated c(k) curves for a surface Debye temperature of 
375 K, 90% of the bulk Mn value. Top panel45° emission. Bottom panel normal emis­
sion. 

data agrees very well with the calculation. For the normai-emission curve the 
agreement is obviously poorer. However, the agreement is only poor for a small k­
range. The missing peak intensity around k equal to six coUld be due to improper 
normalization, which considering the the overall weakness of the oscillations 
seems unfortunate but not unexpected. The important message is that it is the 
period not the intensity of the oscillations that most reflects the structural param .. 
eters determined by ARPEFS. 

The relatively weak oscillations in the c(2x2) Mn/Cu(OOl) data are due to the 
damping of the signal by the substrate Cu vibrations. The bulk-Debye temperature 
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for Cu is 343 K, and one can expect the surface-Debye temperature to be well below 
room temperature. The disorder induced by the thermal vibrations of the substrate 
can severely reduce the size of the ARPEFS oscillations as shown by Wang et al.18• 

This experiment would benefit greatly by cooling the sample. 

The growth mechanism for the c(2x2)Mn/Ni{001) appears to be quite different 
from that for the c{2x2) Mn/Cu(OOl) and other surface alloys9

•
11

•
32

•
33

• The fact that 
we must anneal the one-monolayer or two-monolayer sample before the appear­
ance of the sharp c{2x2) LEED pattern is quite different from the other systems and 
for the behavior of Mn on Ni(OOl) reported by other authors. However, with the 

• Adatom 

• Substrate atom 

......................... ••••••••• 
Substititutional Exchange ~ • ~. • 
~ ................ ~ .... . ••••••••• 

~ 
StepMigration ~ ••• ~ 

........................ ••••••••• 
Figure 22. Surface alloy formation mechanism proposed by Chambliss and Chiang for 
the growth of Au on Cu(100)34. An incoming adatom displaces a surface substrate 
atom. Subsequent adatoms can either displace additional surface substrate atoms or 
form alloy terraces with the displace substrate atoms. This mechanism leads to 
adatoms below the surface alloy layer. 
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transition temperature for surface-alloy growth near room temperature, 275 K, dif­
ferences in crystal cleanliness or terrace size could affect the kinetics enough to 
push the transition temperature to 350 K as we found. Of more interest is the lack 
of subsurface Mn. Chambliss and Chiang proposed a growth mechanism whereby 
the incoming-adsorbate atom replaces a surface atom; subsequent adatoms can ei­
ther replace other surface atoms or form a second surface-alloy layer with the dis­
placed substrate atoms34• It is easy to see how this mechanism would lead to sub­
surface-adsorbate atoms, and indeed Naumovic et al. reported seeing adsorbate 
atoms in the second- and third-substrate layers with high-energy-photoelectron 
holography for c(2x2) Au/ Cu(001)33• For Au/ Cu(OOl) and Mn/ Cu(OOl) the surface 
free energies are more favorable for such a mechanism than for the Mn/Ni(lOO) 
case. Table III lists the surface free energies for several metals31

•
35

• The large differ­
ence between the surface free energies more strongly favors the Mn wetting the 
surface Ni than the surface Cu and prevents the Mn from diffusing into the bulk. 

Table ill. Surface free energies of some metals of interest 

y 
Material O/crn2

) 

Au 1.41 
Cu 1.67 
Mn 1.54 
Ni 2.38 

Other studies of Mn on Ni(OOl) reported that evaporating multiple monolayers 
of Mn onto Ni(lOO) at 450 K lead to the formation of several layers of bulk MnNi 
alloy11• Considering the surface free energies, the photoemission data of the sample 
preparation, and the holographic information we feel that we can comment on the 
mechanism for this bulk-alloy formation. We found that to create the c(2x2) Mn/ 
Ni(lOO) surface alloy we had to anneal the sample with one ML or even two ML of 
Mn evaporated onto the Ni substrate. After annealing,the concentration of Mn 
drops by half (Fig. 2). However, after annealing, as we have ~hown with the holo­
graphic data, there is no subsurface Mn. Where does the extra Mn go? It seems 
unreasonable to believe that it could diffuse through the bulk and out of the photo­
emission-information depth so rapidly, especiallly considering the surface free en­
ergies. We feel that it must be evaporating off the surface. Secondly the growth of 
bulk-MnNi alloy must be driven by the migration of Ni from the bulk to the sur­
face layers and not by the diffusion of the Mn into the bulk. 
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Conclusion 

We have examined the two Mn surface alloys, c{2x2) Mn/Ni(001) and c{2x2) Mn/ 
Cu(001) with ARPEFS and high-energy-photoelectron holography. In agreement 
with previous LEED studies we find that the top layers are highly corrugated suface 
alloys with the Mn above the substrate-surface plane. The corrugation of the sur­
face-alloy layer is 0.24 ± 0.02 A and 0.30 ± 0.04 A for the Ni and Cu surfaces respec­
tively. The spacing between the surface Ni and the second-layer Ni is 1.80 ± 0.02 A. 
This value is a 4% expansion from the bulk value of 1.76 A. The spacing between 
the second- and third-layer Ni atoms is 1.78 ± 0.04 A, a 2% expansion from the 
bulk. The holography data clearly shows that the alloy interface is very abrupt 
with very little Mn leaking into the bulk Ni. We believe that this information may 
be applied to the growth of multiple layers of MnNi alloy, and that this alloy for­
mation is determined by the migration of Ni to the surface. 

In contrast, the c(2x2) Mn I Cu(001) system has significant amount of Mn replac­
ing Cu atoms in the second layer. This subsurface Mn is evident in the holograms 
as forward focusing peaks and in the Mn 3p photoemission data as a very broad 
peak when compared with the Mn 3p peak from the Ni sample. The Cu sample's 
broad Mn 3p peak may be due to two, chemically different Mn sites. We suggest 
that the surface Mn which is ferromagnetic, and that the Mn in the bulk is para­
magnetic. The corrugation of the surface-alloy layer, was confirmed by using the 
polar-angle position of the forward-focusing peaks in experimental hologram. The 
distance between the surface Cu and the second-layer Cu is 1.78 ± 0.04 A and 
between the second- and third-layer Cu atoms the distance is 1.84 ± 0.04 A. Both of 
these value are equal to the bulk value of 1.81 A within the experimental error. The 
corrugation of the second layer is 0.07 ± 0.04 A again with the Mn above the Cu 
layer. 
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What a beautiful world it was once. At least a river of it was. And it 
was almost mine and my family's and just a few others' who 
wouldn't steal beer. You could leave beer to cool in the river, and it 
would be so cold when you got back it wouldn't foam much. It 
would be a beer made in the next town if the town were ten thou­
sand or over. What a wonderful world it was once when all the 
beer was not made in Milwaukee, Minneapolis or St. Louis. 

Normal Maclean, A River Runs Through it. 
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CHAPTER 4 

THE SURFACE STRUCTURE OF (lxl)O /W(110)x12 DETERMINED BY 
ANGLE-RESOLVED PHOTOEMISSION EXTENDED FINE STRUCTURE 

I. Introduction 

Oxygen adsorption on tungsten is one of the earliest and most studied model ad­
sorption systems1• Researchers have identified multiple coverage-dependent phases 
on the W(llO) face2, 3• The three ordered phases are the (2x1) with a coverage of e= 
0.5 monolayer (ML), the (2x2) with e= 0.75 ML, and the (1x1) with e= 1.0 ML. The 
higher coverage phases are considered to be two-dimensional oxides with the oxy­
gen arranged along the close-packed substrate directions. Previous researchers 
found that annealing these high-coverage phases led to additional superstructures 
in LEED2

• These additional LEED spots were interpreted as due to a compressed 
"misfit" oxygen overlayer. This structure would be extremely difficult to deter­
mine with a diffraction technique like Angle-Resolved Photoemission Extended 
Fine Structure (ARPEFS), because of the number of different scattering geometries. 
Recently however, using scanning tunneling microscopy (STM), Chiang et al. showed 
that these high-order diffraction spots were instead due to very regularly spaced 
domain walls4

• These walls separate domains where the oxygen adsorption site 
switches from the left side to the right side of the unit cell. This configuration leads 
to domain walls which alternate between higher oxygen concentration and lower 
concentration than the rest of the surface. Figure 1 shows an illustration of these 
domain walls as well as the high-symmetry adsorption sites. The distance between 
the walls is ca. 10 atomic units4• Fadley et al. labeled this LEED structure [(1x1)0 I 
W(llO)]x125• 

While the STM study showed the origin of these higher-order diffraction spots, 
no detailed atomic-structural study has been done for this system to date. In the 
present s~dy we use Angle-Resolved Photoemission Extended Fine Structure 
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Bridge 
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'3 fold' hollow 
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Heavy concentration domain wall 
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L[110] 

Light concentration domain wall 

Figure 1. Top panel: Surface sbucture of the (1x1) 0 /W(llO) showing possible high­
symmetry adsorption sites. The bottom panel shows the oxygen atoms adsorbed into 
the quasi-threefold hollow site. The site exchange domain walls were proposed by 
Chiang et al. to explain the additional LEED superstructure seen when the (1x1)0 I 
W(llO) surface is annealed. The adsorption site exchange leads to alternating domain 
walls with light or heavy oxygen concentration. The LEED pattern for this structure is 
1~1 . . 

66 



' f 

'~I 

' I 

(ARPEFS) to determine the adsorption site and local atomic structure of [(1x1) 0 I 
W(llO)] x 12. ARPEFS is a well established technique for determining the atomic 
structure of atomic and molecular adsorbates on metal surfaces6-12• The technique's 
advantages are its elemental selectivity through the binding energies of core level 
electrons, the large oscillations in intensity, and its inherent accuracy. 

II. Experimental 

These experiments were performed at the Advanced Light Source (ALS) on beamline 
9.3.2, a bend magnet beamline with a spherical grating monochromator (SGM). 
Three gratings span an energy range from 30 e V to 1200 e V, with a maximum re­
solving power, Ej Llli = 10,00013• An optical layout of the important components is 
shown in Figure 2. 

Energy Range 
30- 1500 eV 

Diffraction Grating Chamber 
(3 lnten:hangeablc OraUngs) . 

Exit 
S2 

26.6m 

M3, Refocusing End Station 
Mirror Rotating 

Doubi<>-Chamber 
Platfonn 

Otamber2 

~· 

30.2m 33.2m 

Figure 2. Optical layout of Beamline 9.3.2 at the Advanced Light Source in Berkeley. 
The important optical elements are labeled. Also shown in the figure is the rotating 
platform where the experimental chamber shown in Figure 3 is installed. 

The analyzer and chamber system for these measurements is unique and de­
serves some special attention. A more complete description can be found in Refer­
ence 14. The system is built around a Scienta ES200 hemispherical, electron-energy 
analyzer. This analyzer has a 200 mm mean radius and an ultimate resolution of 4 
meV at 5 eV pass energy14

• The energy-selected electrons are collected by a single, 
multichannel detection system based on a phosphor screen and a CCD (charge 
coupled device) camera .. The CCD camera limits the maximum integrated count 
rate to 100kHz. This detector is the limiting factor preventing this system from 
achieving its full potential at a third generation synchrotron light source such as 
the ALS (Advance Light Source). The detector has a non-linear response at both 
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large and small count rates. The nonlinearity is a concern especially for ARPEFS 
which will be discussed in more detail in this section. This detector is in the process 
of being upgraded, which will greatly increase the utility of this system. The ana­
lyzer is mounted to a chamber which can rotate over 60° in the plane of the electron 
storage ring. This rotation is accomplished by the use of differentially pumped, 
rotary seals on the chamber and a large, 12.0 inch diameter, bellows connecting the 
chamber to the beamline. Figure 3 is a schematic drawing of the experimental 
chamber. 

TOP VIEW 

SIDE VIEW 

R'l 

JAI/Mg Ka 
,1.2 -1.5 keV 

A 
--...1 

1

---- PORT FOR MICROSCOPY OPllCS 
OR DISPLAY ANALYlER 

TO LEED, AUGER. STM, 
SAMPLE TRANSFER & PREP. 

1l' 

6.25" 

DIFFERENTIALLY PUMPED 
ROTARY SEAL 

DIFFEREN11ALLY PUMPED 
ROTARY SEAL 

hv posmoN 
e- #1 

~! 

Figure 3. Schematic of the Advanced Photoelectron Spectrometer installed at Beamline 9.3.2 at the ALS. 
The Figure shows the two extremes of the analyzer rotation. The important components are labeled. 

The manipulator for this chamber has three translational degrees of freedom, x, 
y, and z, as well as high-precision angular rotation about the surface normal, <j>, 
and about the vertical axis, 8. The 8 and <1> rotations are computer-controlled, 
which allows for the efficient collection of angle-scanned diffraction data, photo­
electron holograms. The sample can be heated by electron bombardment to 2500 K. 
The experimental cl}amber is further equipped with the standard surface-science 
equipment. 
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The tungsten crystal was aligned to within± 0.5° of the (110) direction and pol­
ished with one Jlm and six Jlm diamond paste to obtain a mirror like finish. We 
cleaned the tungsten crystal in vacuum with repeated cycles of hot oxidation fol­
lowed by flash annealing to 2200 K to remove the oxide layer. After this cycling 
process there was no evidence of carbon, sulfur, or oxygen contamination, as deter­
mined by core-level photoemission. The base pressure in the experimental cham­
ber was 7 x 1Q-11 Torr. We found that to obtain a clean crystal the chamber pressure 
must not exceed 5 x 10-9 Torr during the flash-heating step. The LEED pattern after 
the cleaning process is a very sharp (1x1) pattern. 

The (1x1)x12 oxide preparation method is from Diamon15
• After the cleaning 

process, the crystal is warmed to 1000 K and exposed to 2 x 10-6 Torr of 0
2 

for 11 
minutes 40 seconds. The resulting LEED pattern is 1x1 with extra superstructure 
diffraction features. These higher-order spots align along the [1 13] direction. After 
the sample preparation, the crystal was still free from carbon or sulfur contamina­
tion and will remain so for literally days due to the passivation of the surface by the 
oxygen. The ARPEFS data were taken on this surface structure at room tempera­
ture. 

During the data collection the crystal was oriented such that the polarization 
vector, fi, of the synchrotron radiation was along the <001> azimuth. The photo­
emission spectra were taken at two different angles, normal emission and 45° from 
normal emission along the <001> azimuth (Figure 4). In the rest of this paper we 
will describe these directions as normal emission and off-normal emission, respec­
tively. 

W(110) 

Figure 4. The experil}lental geometry for the ARPEFS data collection. The radiation 
polarization vector, tt, is aligned along the <001> zone for all data collection. The pho­
toemission spectra were measured at normal emission, 6= 0°, and at 45° off-normal 
along the<001> azimuth. The [001] direction corresponds to the short axis of the BCC 
(110) face unit cell. The [1 I O] direction is along the long axis of the unit cell. 
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The raw ARPEFS data are two series of 0 ls angle-resolved photoemission 
spectra taken at varying photon energies for the two emission directions described 
in the paragraph above. For each series, the photon energy is changed so that the 
kinetic energy of the outgoing photoelectron ranges from 100 eV to 350 eV. This 
energy range corresponds to a wavevector range from 5 A-t to 9.5 A-t. The electron 
wavevector is related to the electron kinetic energy, Ek by the following relation; 
k(A -t) = 0. 512~Ek ( e V). The 0 ls data range is truncated from the usual ARPEFS 
range because the small cross-section and decreased flux at photon energies above 
900 e V preclude taking useful spectra with electron kinetic energies greater than 
350 e V. The next step in the data reduction was to extract accurate peak areas from 
each of the spectra in each series. We accomplished this by fitting the 0 ls peak 

. with a ~oigt function, a linear background and a step-function. The voigt function 
is a conyolution between the peak's inherent Lorentzian shape and the instrumen­
tal gauf?sian broadening caused by the monochromator and the electron energy 
analyzer. The step-like function models the inelastically scatter electrons in the low 
kinetic energy tail of the spectrum. A sample fit to the 0 ls data is shown in Figure 
5. 

The peak intensity plotted against its position ink-space is denoted as I(k). This 
function I(k) has two components; a slowly varying, atomic-like portion, I0(k), 

Q.) 

a; ·1o 
a: -s::: 
::J 
0 
0 5 

100 101 102 103 . 
Electron Kinetic Energy (eV) 

Figure 5. A typical 0 ls photoemission spectrum of [O(lxl)/W(llO)]x12 for this work. 
The open circles are the data points, the dashed lines are the deconvolved components 
of the fit to the data, and the solid line is the total fit. 
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upon which is superimposed a rapidly oscillating beat pattern that arises from the 
interference between the primary wave propagating directly to the detector and 
waves which scatter elastically off nearby atomic potentials before reaching the 
detector. The experimental and calculated diffraction curves, x(k) are obtained by 
removing the slowly varying l

0
(k) portion from I(k). 

(k) = I(k)- 10(k) 
X Io(k) (1) 

We construct 10(k) in two steps. The first step is to create an intermediate ~(k) 
consisting of seven points. The first and seventh points are the first and last points 
of I(k). The five points in between the first and seventh are calculated by dividing 
I(k) into five sections of equal length in electron wavevector, k. The average value 
of I(k) in each of these five sections is one of the five points in the intermediate l

0
(k). 

In the second step we set l
0
(k) equal to the fit of a cubic spline through the seven 

points making up the intermediate ~(k). Additionally, to remove noise from the 
x(k) curves, we Fourier-filtered the experimental the curves removing the high­
frequency components. These components are due to noise and to very long path 
length differences from multiple scattering events. These very long electron paths 
involve many scattering events and are weak components of the overall x(k) 
curve. Their removal has little effect on the structural information in the x(k) 
curve. 

The dynamic range of this experiment, even for the 0 1s data, is far too great 
for the present 100kHz detector. This limited dynamic range requires that great 
care to prevent detector saturation during data collection. We checked for satura­
tion affects in the 0 1s data by comparing the peak intensity to background inten­
sity for different pass energies at several k-values in the data range. We chose a 
pass energy where the peak-to-background ratio was constant throughout the 
ARPEFS data range. This meant that at some photon energies we had to count for 
several seconds per data point to collect good statistics. The long counting times 
greatly increase the time required for one data set. The extended data collection 
time is not a problem for this sample but may be for future systems that are more 
reactive unless the detector is replaced by one which can handle higher count rates. 
The 0 1s data collection took six to seven hours per emission direction. . 

Ill. Fourier Analysis 

The auto-regressive linear-prediction based Fourier transform (ARLP-FT) trans­
forms the diffraction data from momentum space to real space16• In ARPEFS, the 
positions of tl:te strong backscattering peaks in ARLP-FT from adsorbate I substrate 
systems can be· accurately predicted using the single-scattering cluster model to-
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gether with the concept of strong backscattering from atoms located within a cone 
centered at 180° from the emission direction. The effective solid angle of this back­
scattering cone is approximately 30° to 40°, though signals from scattering atoms 
very close to the source atom may be observable even if the scatters lie outside the 
nominal backscattering cone. 

The ARLP-FT peaks correspond to path-length differences between that com­
ponent of the wave which propagates directly to the detector and those compo­
nents which are first elastically scattered by the atomic potentials within this back­
scattering cone. This scattering takes place within the crystal, which requires that 
the APREFS data be shifted in energy to account for the effect of the crystal inner 
potential. In the modeling calculations the inner potential is treated as an adjust­
able parameter, but for the ARLP-FT analysis we estimate its value as the sum of 
the work function and the valence band width, which for the present case we take 
to be 8.0 V. Thus we shifted the ARPEFS data by 8.0 eV to higher kinetic energy 
before calculating the ARLP-FT. 

Analysis of the ARLP-FT provides information about the adsorption site as 
well as the bonding distance between the oxygen and tungsten atoms. Figure 6 
shows the ARLP-FT for each emission direction. The 1x1 LEED structure suggests 
that 0 adsorbs to a high-symmetry site on the W(llO) surface. Using plane geom­
etry and ignoring phase-shift effects, one can then calculate the path-length differ-

. ences (PLD) and scattering angles for strong scattering events for each adsorption· 
· site geometry. Comparison of the predicted peak positions to the observed peaks 
in the ARLP-FT usually allows one to determine the adsorption site. In this study 
we consider the atop, bridge, center and quasi threefold site as possible 0 adsorp­
tion sites. The off-normal ARLP-FT is dominated by one peak at a PLD = 3.5 A. The 
strength of this peak immediately suggests a site with very strong backscattering 
geometry at 45° emission, eliminating the atop site. The normal-emission peaks at 
3.1 and 6.7 A are most consistent with the center or the threefold hollow sites. We 
cannot distinguish between the center and threefold hollow sites by comparison of 
the PLD because the scattering geometries are too similar. The Fourier analysis 
agrees best if the 0 atom adsorbs in the center or three fold hollow site approxi­
mately 1.15 A above the first-layer tungsten. For this geometry the predicted PLD 
and the observed ARLP-FT peaks are in good agreement and the relative peak 
strengths are reasonable for the scattering angles. 

IV. Multiple Scattering Calculations 

In order to distinguish between the center and threefold sites and to extract more 
precise structural parameters than determined by the ARLP-FT analysis, we fitted 
the diffraction data to a full multiple-scattering model. The calculation code for 
this fitting routine was recently developed by Chen, Wu and Shirley and is based 
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Figure 6. ARLP-FT of the experimental x;(k) curves for the 0 ls normal emission (solid 
line) and 45° off-normal emission (dashed line). 1he model indicates the scattering at­
oms contributing to peaks in the ARLP-FT. In the model the relative size of theW atoms 
indicates its position relative to the plane of the paper and the 0 plane. 1he larger 
atoms are sticking out of the paper plane and the smaller are into the paper plane. 
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on the Rehr-Albers formalism 17• 
18

• This calculation requires both structural and non­
structural parameters as input. We used the structural parameters determined by 
the ARLP-FT analysis as the starting point for the multiple-scattering calculations. 
The non-structural parameters include the initial-state angular momentum, the 
atomic scattering phase-shifts, the crystal temperature, the inelastic mean free path, 
the emission and light-polarization directions, the electron-analyzer acceptance 
angle, and the crystal's inner potential. 

The atomic-scattering phase-shifts were calculated using the atomic potentials 
tabulated by Moruzzi et al. 19

• The emission and polarization directions and the ana­
lyzer acceptance angle were set to the experimental values described previously. 
The in~lastic mean free path, A, was included using the exponential damping fac­
tor -i where A, was calculated using the formula proposed by Wagner, Davis, 
andiDggs, A,= k.Ek m 20• The values fork and mare tabulated from optical data19-21 • 

For W we take k = 0.07 and m = 0.716. 
We fitted the normal-emission and the off-normal-emission curves simulta­

neously. We determined the best fit by minimizing the A-factor function defined as 

(2) 

The A-factor, more than the conventional R-factor, emphasizes the importance of 
the structurally sensitive x(k) curve periodicity, over the absolute peak intensity. 
Near the best-fit minimum the A-factor and R-factor analyses are functionally 
equivalent. However, to be consistent with results reported by other researchers 
we will report the R-factor as defined by 

(3) 

throughout this paper. 
We show in Figures 6 and 7 the experimental x(k) curves and the best-fits from 

the MSSW scattering calculation for both emission directions for the threefold and 
the center sites. For these fits we used a 135-atom cluster and a pathcut of 0.1%. The 
pathcut is defined as a percentage of the most intense scattering event in the calcu­
lation. Scattering events with intensities less than the pathcut value are excluded 
from the calculation, saving considerable memory and calculation time. Obviously 
the calculation is more accurate if one includes all scattering events, but we have 
found that a pathcut of about 0.2% is sufficient for this scattering system. The scat-
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Figure 7. Best-fit calculations to the normal emission 0 ls X(k)to the threefold 
hollow and center sites. 1he normal and off-normal curves were fitted simulta­
neously.1he threefold hollow is the best fit with an R-factor equal to 0.43. 1he best­
fit parameters are O-Wl = 1.21 A; Wl-W2 = 2.19 A; adsorption site 0.48 A from 

center position along [llO]. 

. . . 

tering strength of tungsten required the use of such a large cluster and small 
pathcut. During the fitting routine we allowed the O-Wl, the Wl-W2, and the 0 
adsorption position along the [1 I O] direction (the long axis o£ the unit cell) to float, 
as well as the inner potential. In a strongly scattering material like W, it is very 
important to know the emission direction, as accurately as possible. To this end, we 
used the forward-scattering peaks in the photoelectron hologram to orient crystal 
surface normal to be parallel with the axis of the analyzer's electron lens. 

The threefold hollow site is obviously the best fit to the experimental data with 
an R-factor equal to 0.43. The best fits determine the O-Wl interlayer spacing to be 
1.21 A, and the Wl-W2 spacing to be 2.19 A. The 0-adsorption site is very close to 
the ideal threefold site, located 0.46 A from the center of the long axis, along [llOl· 
The true threefold site, equally distant from each of the three W atoms, is 0.56 A 
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Figure 8. Best-fit calculations to the off-normal emission 0 ls X(k)to the threefold 
hollow and center sites. The normal and off-normal curves were fitted simultaneously. 
The threefold hollow is the best fit with an R-factor equal to OA3. The best-fit param­
eters are O-Wl= 1.21 A; Wl-W2 = 2.19 A; adsorption site 0.48 A from center position 
along [l"io]. 

. . 
I 

from the center site along the [1 I O]. A surface Debye temperature of 400 K and an 
inner potential of 8.01 V were found to give the best fit. 

To measure the sensitivity of the fitting procedure to the layer spacings and 
establish error bars we calculated the R-factor for various interlayer spacings. With 
the inner potential held fixed at the best-fit value of 8.01 e V, the R-factor analyses 
for the spacing between the oxygen and the first-layer tungsten, the distance be­
tween the first- and second-layer tungsten, and the adsorption position along the 
long axis are shown in Figure 9. Huang discussed the determination of error bars 
in ARPEFS from the R-factor analysis22• Following his treatment we quote error 
bars of plus or minus one standard deviation. We conclude from the MSSW calcu­
lation arid the R-factor analysis that the O-Wl spacing is 1.21 ± 0.04 A, the Wl-W2 

76 

J ' 



, I 

I 

.. ) 

spacing to be 2.19 ± 0.06 A, and the position of the oxygen adsorption is 0.46 ± 0.02 
from the center site along the [llO] direction. 
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. Figure 9. R-factor vs. fitted parameter for the O-Wl and Wl-W2 interlayer spacing and 
for the oxygen position from the center position along the [1 I O] azimuth 
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V. Discussion 

The results of the MSSW calculations are very similar to those found by a previous 
LEED study on a different 0 IW(llO) phase. These researchers found for the (2x1)0 I 
W(llO) phase that the oxygen adsorbs near the threefold site. They reported the 
distance of the 0 atoms above the surface to be 1.25 A. This previous study did not 
report a value for the distance between the first and second layer tungsten. We find 
that the local geometry is the same for [(1x1)0 IW(llO)]x12 phase as for the (2x1)0 I 
W(llO) phase independent of the long range order of the oxide layer. We report the 
oxygen adsorption site to be near the threefold hollow, 1.21 ± 0.04 A above the 
surface-tungsten plane. 

In order to relate the structure to the bonding involved in the oxide we follow 
the discussion of Mitchell in analyzing the best-fit bond lengths in terms of the 
Pauling expression23• 

24
: 

D(n) = D(1)-0.6logn (4) 

This expression relates the length of an nth order bond to the single bond length, 
D(1). Pauling has tabulated values for single-bond radii23• For tungsten the single 
bond length is 1.96 A. Figure 10 shows the hybrid orbitals for a body centered cubic 
(BCC) (110) face according to the model of Altmann, Coulson, and Hume-Rothery25

• 

The orbitals directed out of the surface at an angle of 54° 44' are the nearest neigh­
bor orbitals whereas those at 45° to the surface are the next-nearest neighbor orbit­
als. The center site would be the most favored for divalent oxygen if there is com­
plete charge localization at this surface, but that is not possible for hybrids formed 
entirely from gerade atomic orbitals as discussed by Mitchel and Altmann, Coulson, 
and Hume-Rothery24. 25

• A simple average of the resonance structures shown below 
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gives two W-0 bonds of order 3 I 4 and length 2.04 A, and one W-0 bond or order 
112 and length 2.14 A. The overall average W-0 distance is 2.07 A. This structure 
requires 0 to be 1.20 A above the tungsten surface and displaced 0.47 A from the 
center site along the [1 i O] direction. Note that this is very good agreement with our 
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results. It is also interesting to note that independent of coverage, the adsorption 
geometry for oxygen on W(llO) is the same. 

Figure 10. Directions of the hybrid orbitals directed out of the BCC (110) surface ac­
cording to the model of Altmann, Coulson, and Hume-Rothery. 

VI. Conclusion 

We have measured the ARPEFS oscillations of the 0 1s core-level photoemission 
peak for the [(1x1}0 /W(llO)]x12 surface structure and performed multiple-scat­
tering calculations to simulate the ARPEFS. The calculations indicate that the oxy­
gen adsorbs to the quasi-threefold-hollow site on the (110) surface, 1.21 ± 0.04 A 
above the tungst~n-surface plane. The oxygen adsorbs 0.46 ± 0.02 A from the center 
site along the [110] azimuth. The near-surface tungsten layers appear to be unaf­
fected by the surface oxygen as the layer spacing is that of the clean bulk metal. 
Most interesting, is that the local atomic geometry, as determined by ARPEFS, is 
independent of the surface-oxygen coverage and long-range surface order. 
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I went out to the hazel wood, 
Because a fire was in my head, 

And cut and peeled a hazel wand, 
And hooked a berry on a thread; 

And when white moths were on the wing 
And moth-like stars were flickering out, 

I dropped the berry in the stream 
And caught a little silver trout. 

When I had laid it on the floor 
I went to blow the fire flame, 

But something rustled on the floor, 
And some one called me by my name: 

It had become a glimmering girl 
With apple blossoms in her hair 

Who called me by my name and ran 
And faded through the brightening air. 

Though I am old with wandering 
Through hollow lands and hilly lands, 

I will find out where she has gone, 
And kiss her lips, and take her hands, 

And walk along long dappled grass, 
And pluck til time and times are done, 

The silver apples of the moon, 
The golden apples of the sun. 

-W.B. Yeats, 
"The song of Wandering Aengus" 
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CHAPTER 5 

REDESIGN OF THE ARPES LENS SYSTEM AND PoWER SUPPLIES 

I. Introduction 

The purpose of this redesign of the old angle-resolved photo-emission spectros­
copy (ARPES) analyzer lens system and power supplies is to take full advantage of 
the very small spot size and excellent energy resolution provided by the new third 
generation synchrotron light sources like the Advanced Light Source(ALS) in Ber­
keley1. For example1 beamline 9 .3.2 at the ALS has a photon energy resolving power 
of nearly 101000 over the energy range from 30 e V to 1500 e V and a photon spot size 
that is about 500 J..lm in diameter, while the undulator beamlines have comparable 
energy resolution and spot sizes on the order of tens of microns2• In order to match 
the analyzer performance to the beamline performance1 it was necessary to rede­
sign and build a new lens syst/m and power supplies and to slightly change the 
configuration and wiring of the analyzer. The goal.is to have an analyzer that has 
an energy resolution of less than 20 meV with a large throughput. We also wanted 
to have direct control over the len1 s linear magnification for photoemission micros­
copy, and angular magnification for angle-resolved studies of valence bands and 
core levels. Lastly~ to truly utilize the brightness at the ALS1 we wanted to be able to 

. take spectra on a millisecond time scale for time resolved X-ray photoemission 
studies. The ALS can provide enough photons to accommodate such count rates, 
the challenge is to build power supplies that can scan the analyzer voltages quickly 
enough. In addition of course1 there is also a need for detectors that can handle 
these high count rates without saturation. Such a detector is under construction as 
a joint project between Lawrence Berkeley National Laboratory (LBNL) and a pri­
vate firm~ Quantar Technology, but I only mention it here and direct those who are 
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interested to reference3
. Lastly the ARPES system serves as a testbed for these new 

designs that we then hope to incorporate into larger electron energy analyzers. 
This chapter is broken down into the three major steps of the ARPES system 

retrofit. Section IT will briefly describe the original lens system and its limitations, 
then describe the new lens system and how it solves these problems. This section 
will include a discussion of the important aspects in matching the photon source to 
the hemispherical electron energy analyzer system to optimize performance. Sec­
tion Til deals with the new power supplies, Section IV describes the physical 
changes we made to the existing ARPES system to improve the signal to back-

- ground ratio and resolution. Finally section V suggests additional improvements 
to be made in the future. In this thesis, when speaking of electrons, the terms volt­
age (or potential) and kinetic energy will be used interchangeablely. While this is of 
course not strictly correct, it is conveinent and I ask the reader's indulgence with 
this terminology. 

II Lens system 

The first important step is to match the performance of the lens and analyzer com­
bination to the photon source. The requirements were set to obtain very high and 
independently variable energy and angular resolution at electron kinetic energies 
up to 1 ke V, while still maintaining a large throughput. As I will show later in this 
section very high angular resolution is a necessary condition for good energy reso­
lution. Also the smaller the photon spot size the more we win with both resolution 
and throughput. 

If the photon beam is focused to a spot size of diameter W
8 
on the sample, and as 

many electrons as possible are to be collected, then the lens system must image this 
entire spot onto the analyzer entrance aperture, w a· Ignoring higher-order terms, 
the resolution of a hemispherical analyzer is given by'- 5 

L\E= Wa E 
2r P 0 

(1) 

where EP is the pass energy and r0 is the mean radius of the analyzer: In the present 
analyzer the radius is fixed at 54 mm. While the radius is fixed by the physical 
constraints of the vacuum chamber, Eqn. 1 suggests that even with a small radius 
analyzer one could still obtain the desired resolution by varying the size of the 
entrance slit or the pass energy with a judicious choice of lens parameters. Unfor­
tunately this is not the case, because the spherical aberrations of the analyzer even­
tually dominate the absolute resolving power. The electrons enter the analyzer 
within a cone of half angle, aa, given by the Helmholtz-Lagrange phase space rela-
tion as6 1 

a a = as w s [ EP ]-2 
Wa Ek 
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where as is the angular spread of electrons accepted by the lens and Ek is the kinetic 
energy of the electrons ejected from the sample. Fig. 1 shows the important lens 
and analyzer dimensions. If we maintain a constant pass energy and a constant 
acceptance angle from the sample, then for a given kinetic energy and photon beam 
spot size, arbitrarily decreasing the size of the analyzer entrance slit, w a. or the pass 
energy, Ep' increases the angle at which the electrons enter the analyzer, aa. The 
hemispherical analyzer's spherical aberrations increase as the cube of the angle, a a' 

so keeping this angle as small as possible allows one to more closely approach the 
theoretical resolving power given in Eqn 1. This argument applies to the angle that 
the electrons entering the analyzer make with respect to the dispersion direction. 
In the non-dispersion direction the requirement on angular resolution is greatly 
relaxed, and typically the entrance aperture is a slit with the dimension in the non­
dispersion direction an order of magnitude larger than in the that in the dispersion 
direction. Kuyatt and Simpson suggest the following criterion for controlling the 
spherical aberrations7 

(3) 

With r 0 fixed at 54 mm, there is then a fundamental limit on the lens system 
demagnification and the ratio of the electron kinetic energy to the pass energy in 
order to obtain the best possible resolution. 

The size of the analyzer entrance slit is chosen to give the desired resolving 
power, dE IE, and at the same time to allow a convenient minimum value in the 
ratio of the pass energy to kinetic energy, EP I Ek' while satisfying Eqn. 3. If we set 
the size of the entrance slit to 500 flm then at a pass energy of 4 eV the theoretical 
resolution, from Eqn. 1, is less than 20 me V. The focused photon spot size at the 
endstation ofbeamline 9.3.2 is, from Huff's thesis, 400 flm x 500 flm so the overall 
linear magnification, wJws of the lens system must be negative one2

• The negative 
value indicates an inverted image. If we then design the lens to have an angular 
resolution of + 1.0 degree, the ratio of the pass energy to electron kinetic energy, 
E/Ek must be more than about 0.17 to satisfy Eqn. 3. This means that at the lowest 
pass energy of 4 e V, the maximum kinetic energy at which we can expect to have 
the best possible resolution is 240 eV and, at a pass energy of 16 eV the maximum 
kinetic energy is 960 e V. It is important to appreciate the importance of very high 
angular resolution in obtaining very high energy resolution. This also means that 
the smaller photon spot sizes offer either better energy resolution or comparable 
energy resolution with greater throughput. 

The next step in the retrofit was to design a lens system with constant unit mag­
nification between the sample and the analyzer entrance slit over a wide range of 
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Figure 1. Schematic of the ARPES electron energy analzyer and lens system showing 
important dimensions referenced in text. 

accelerating and retarding ratios. The original design consisted of two, three ele­
ment einzellenses in combination with an aperture lens1• The voltages for each 
lens element were supplied by a voltage divider network, which necessitated that 
the universal focusing curves be approximated as linear. Moreover it was assumed 
that the· focusing curves were the same for every pass energy. This clearly is not the 
case and the new design allows for each of the four focusing voltages to be inde­
pendently computer controlled. The original design required the aperture lens to 
do most of the retardation, operating at 86% of the analyzer mid-plane voltage. 
This configuration at even moderate retardation ratios, causes a large expansion of 
the beam inside the lens, so that the filling factor approaches 80%. The filling factor 
is defined as the ratio of the beam size at the gap between electrodes to the diam­
eter of the lens elements. Read suggests filling factors of less than 50% to keep 
aberrations to a minimum8• Also there is no control over the magnification, so that 
the lens system does not have constant magnification for each ratio of pass energy 
to kinetic energy. One method of correcting this problem is to use asymmetric volt­
age, three element lenses for which Harding and Read have computed and tabu-
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lated focallengths8• These lenses can focus and reduce the electron kinetic energy 
down to the analyzer pass energy. The problem with these lenses is that for retar­
dation ratios greater than 10:1 they have severe aberrations1• 8• Also, with only two 
adjustable parameters it is not possible to control the magnification and the retar­
dation value, though it is possible to choose a voltage ratio range where the magni­
fication is constant within ±5%. We decided to use the five element lens first tested 
and characterized by Heddle which allows independent control of both the linear 
and angular magnification at arbitrary retardation ratios with smaller aberrations 
than the three element lens9• 

The lens consists of five, cylindrically symmetric tubes machined from a mono­
lithic piece of aluminum to ensure concentricity of the inner diameters. The tube 
was then cut and machined to give the 5 elements with the proper length as shown 
in Fig. 1. The tube inner diameter, D, is 11.05 mm, the spacing between elements is 
0.1D, or 1.1 mm. The lengths of each element are as follows: L1 = L

5 
= 1.5D, L

2 
= L

4 
= 1D, L

3 
= 3.0D. The spacers between each element were machined from Macor™ 

with tolerances of± 25 J.Lm because the stacking height of the various elements, and 
the gap size are critical for proper lens performance. See Fig. 1 for a schematic of 
the lens dimensions. The inside of each element was then coated with Aerodag™, a 
colloidal suspension of graphite in isopropyl alcohol dispensed from an aerosol 
can. The graphite coating is important for maintaining a constant work function 
and therefore a constant field throughout the lens and analyzer system. Bare Alu­
minum and bare stanless steel in particular, are undesireable becuase they are 
known to exhibit large 'patch' affects. These patch affects are caused by surface 
cyrstallites with differring crystal orientations producing inhomogeneos fields be­
cause of their differing work functions. The graphite coating produces a uniform 
work fucntion and field throughout the lens and analzyer. 

For a five-element lens with these dimensions Trager-Cowan et al. developed a 
parameterization to calculate the focusing potentials given the overall voltage ratio 
and the desired linear magnification10• For this parameterization all voltages are 
measured from the cathode potential, or that voltage at which the photoelectrons 
emitted from the sample would have zero kinetic energy. V 1 is the electron kinetic 
energy, Ek. and the first element is then held at ground potential to avoid an further 
acceleration of the electron. V 

5 
is the pass energy, which is the energy that an elec­

tron must have to follow the mean radius through the analyzer. The volta e on the 
long, intermediate element, V3, is always maintained at ..jV 5 /V1 , or EP /Ek . With 
three of the five voltages predetermined by the experimental conditions, the two 
remaining voltages, V 

2 
and V 

4 
are used to set the magnification. The parameteriza­

tion is a function of the overall retardation ratio of the lens, E/Ek. and the magnifi­
cation, M. It is this ratio that as mentioned before must be more than .... 0.17 for the 
analyzer to work at the highest possible energy resolution. The two equations for 
the parameterization follow: 
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V 2 /Ek = P(EpjEk)(RsinerE(EpfEk) 

V jE = 1 (Rcose)-E(EP/Ek) 
4 

P P(EpjEk) 

Where E /Ek is the retardation ratio, R is a scaling parameter which for the 
dimensi6'ns of this lens described above and in Fig. 1 is 5.55, and q is given by 

<I>= 1.2log(-M) + cp(EpjEk) 

(4) 

(5) 

(6) 

(7) 

M is linear magnification. The curves for the functions q>(EP I Ek), E(EP I Ek), and 
P(EP I Ek) are taken from Trager-Cowan and reproduced in Fig. 210

• Using these 
curves and Eqns. 4-7 we can find the focusing voltage curves for both V 2 and V 4_ 

These curves are shown in Fig. 3 for the pass energies 4,8,16, 32, and 64 eV. 
The accuracy of these curves was then tested with the electron. ray tracing pro­

gram, SIMION11
• I used a 3200 x 205 point potential array with cylindrical symme­

try for these calculations. When using SIMI ON it is important to check that one has 
a large enough grid point density to make the calculations meaningful. To ensure 
that I met this requirement, I ran several calculations with the same initial electron 
and lens voltage parameters doubling the size of the potential array for each suc­
cessive calculation until the electron trajectories were the same for two potential 
arrays. For the final ray tracings I used the largest of these arrays, 3200 x 205 points. 

I tested the overall magnification of the lens at each pass energy for 10 different 
electron initial kinetic energies, using an energy range that was appropriate for the 
pass energy. The ray tracings showed that the Trager-Cowan parameterization is 
quite accurate. Where the overall magnification differed from unity, I altered the 
potential on the V 4 element until the magnification was again -1. An example of 
these small corrections is shown in Fig. 4 for theE = 4 eV case. Using these cor­
rected voltages we constructed curves for each pas; energy that were then fit with 
a cubic spline to determine the necessary voltages while scanning that particular 
lens element voltage during the data collection. 

· Fig. 5 shows examples of the ray tracing calculations for both the old and new lens 
systems. The ray tracings represent three different initial experimental conditions 
for the electron kinetic energy and pass energy. The electron source size for all cal­
culations is 1 mm and the same size potential array and scaling are used for both 
the old and new lens calculations. Panel (a) shows the trajectories for electrons 
with an initial kinetic energy of 40 eV and a pass energy of 4 eV; in panel (b) Ek = 
160 eV and EP = 32 eV; and in panel (c) Ek = 32 eV and EP = 16 eV. Obviously the 
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Figure 2. Trager-Cowan et al. curves used in the parameterization determining the lens 
voltage ratios V2/Ek and V4/Ep. a) j(Ep/Ek), b) E(Ep/Ek), and c) P(Ep/Ek) From 
Trager-Cowan et azt0 

magnification for the old lens is never constant while, for the new lens it is very 
close to unity over a wide range of experimental conditions. Also the ray tracings 
show that in the new lens the filling factor is less than 30%, which is also much 
better performance than the original lens. 
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Lens Element Voltage Curves 
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Figure 3. The voltage curves for lens elements 2, 3, and 4 at constant linear magnifica­
tion, M = -1, plotted as a function of electron kinetic energy, Ek. for five pass energies (4, 
8, 16, 32, and 64 eV) 

Another attractive feature of this five element lens design is that one can oper­
ate it at ~onstant angular magnification. This constant angular magnification is es­
pecially important for valence band studies and when using the angle-resolved 
photoemission fine structure (ARPEFS) technique which is discussed and used in 
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detail in this thesis. The Trager-Cowan parameterization does not consider the an­
gular magnification, to determine the focusing curves. for this mode one uses the 
original Heddle paper and his Fig. 9 reproduced here as Fig. 69• This diagram 
shows lines of constant linear, constant angular, and overall voltage ratio of the five 
element lens. The values for the ratios ofV2 /Ek and V4 /Ek are read off for any com­
bination of two of the three parameters. Fig. 7 shows the linear magnification re­
quired to produce unit angular magnification, Ma' for a given retardation value9• 

Using these two curves I calculated the focusing curves for elements 2 and 4 as a 
function of electron kinetic energy forMa= -1. These lens element voltage curves 
are shown in Fig. 8. The lens can be operated in a mode where the angular accep­
tance is always ±1.0 degree. The range over which the lens can be used in this mode 
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Figure 4. The voltage on lens element 4 determined from the Trager-Cowan parameter­
ization and the correction to that voltage determine by ray tracing with SIMION. This 
is the V 4 curve for a pass energy of 4 e V. This shows that the requirements on the power 
supply performance is very high. 
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is limited however. As Fig. 9 shows, for smaller pass energies the useful kinetic 
energy range is small, less than 300 e V. The reason for this is that the parameteriza­
tion (Eqn 6) involves Tan e which blows up near e = Tt/2. Also, as the dashed lines 
in Fig. 8 indicate, the value for linear magnification where one can have constant 
angular magnification is limited by the lens aberations, especially for lenses work­
ing in redardation regions. These limitations, however are not necessarily severe. 
When one wishes to have constant angular magnification for valence band studies 
usually one is also working at maximum resolution, that is at a pass energy equal 
to 4 e V, and one rarely needs to take spectra at kinetic energies greater than 100 e V . 

. For ARPEFS studies, resolution is generally not a major concern so that one can 
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Figure 5. SIMI ON ray tracing of the old and new lens systems depicting the transverse 
magnification for three initial experimental conditions. a) Ek = 40 e V, Ep = 4 e V b) Ek = 
160 eV, Ep = 32 eV c) Ek =.32 eV, Ep = 16 eV.'Ihe intial spot size for all ray tracings is 1 
mm. 

operate the analyzer at pass energies of 32 eV and larger in order to cover the typi­
cal ARPEFS energy range (approximately 500 eV) with constant angular magnifi­
cation. 

Ill. Power Supplies . 
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The power supplies were designed with several criteria in mind. 

Lines of Constant Magnification 

for Five Element Lens 

V4/~ 

Figure 6. Lines of constant transverse magnification, constant angular magnifica­
tion, and overall voltage ratio, Ep/Ek, for the five element lens. Value of Vz/Ek 
and V 4/Ek can be read off for any chosen combination of two of the three param­
eters. From Heddle9 

1) Computer Control: The supplies should be computer controlled with at least 
16 bit resolution so that focusing voltage curves could be followed accurately and 
the minimum step size is about one tenth the expected resolution of the analyzer. 

2) Stability and Linearity: The output voltage should have no more than 1 ppm 
of AC ripple over the full range of the supply (up to 1 kV) , and the linearity over 
the voltage range should also be 1 ppm. 

3) Reproducibility: The supplies need to be setable to better than 10 ppm from 
day to day. 

4) Fast Scan Rate. Unfortunately, the last requirement works against attaining 
the others, but we wish to be able to scan the supplies on the order of 1 msec. That 
is their settling time should be less than 10 msec. 
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Magnification vs. Voltage Ratio 
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Figure 7. Linear Magnification plotted as a function of the overall voltage ratio, EP/Ek. 
'Ihe dashed lines are the upper and lower limits Heddle suggests to control aberra­
tions. 'Ihe solid line shows the linear magnification required to give unit angular mag­
nification. From Heddle9• 

5) Thermal Stability: The supplies are stable to thermal fluctuations to 1.5 ppm/ 
degree C. 

A schematic of the power supply system is shown in Fig. 9. The figure shows 
the four computer controlled output voltages, V1, V2, V.y V4 arranged into four 
groups. Each of these output voltages is the sum of a high resolution (Hi Res) and a 
low resolution (Low Res) component. For each output voltage there is one, two 
sided 16 bit Digital to Analog converter (DAC). One side of each DAC is for low 
resolution, with 16 bits or 1/65535 spanning the entire range of the supply. V1 

ranges from range -2.3 to -850 V so the minimum step size is 13m V. The other half 
of the DAC is the Hi Res side with a gain ten times that of the low resolution side. 
So for V1 the minimum step size of the Hi Res DAC is 1.3 m V. This gives us approxi­
mately 19 bit resolution on the output voltage for all the computer controlled sup­
plies. The true output voltage is the sum of the Hi Res and the Low Res compo­
nents. This minimum step size is important not only for high resolution spectra, 
but also because the supplies stack the previous supply to produce the voltage for 
the next voltage element. It is critical that the error in this stacking be as small as 
possible for correct focusing of the lens. 
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Figure 8. Vz and V4 voltage curves for constant angular magnification, M. = -1. 
The curve for V 3 is the same as for constant linear magnification. 

The analyzer voltages are produced by one of four power supply groups, num­
bered 0 -3. (Figs. 9 and 10) As Fig. 10 shows, each group has its own floating, 
isolated supply that provides the DC power for the op-amps that produce that 
group's voltages. The supplies and isolation transformers are segregated into a 
separate chassis from the analyzer voltage supplies to prevent any magnetic cou­
pling. Only DC voltages come out of the first chassis as input for the op-amps in 
the analyzer voltge chassis. This second chassis houses the DACs and op-amps for 
each analyzer and lens voltage. The voltages are controlled by a 24 bit word from a 
Macintosh computer equipped with a digital I/ 0 (input/ ouput) board. To avoid 
ground loops and other noise sources the computer is optically isolated from the 
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supplies. This 24 bit word consists of 16 bits for the voltage value and 8 bits to 
designate which voltage to set and at what resolution level (high or low). 

The settling time, tRc of the supplies is less than one millisecond, and the time 
necessary for the supplies to settle to the 16 bit level is -S~c' about one msec. Of 
course, if we plan to scan at 1 kHz rates, resolution is probably not a great concern 
and therefore it would not necessary to wait the fullS~c before stepping to the next 
voltage. In order to obtain this rapid settling time all the voltages which are com­
puter controlled are provided by op amps instead of divider strings. While the op 
amps allow for a faster supply, for accurate voltages they require a very accurate 
and quite reference voltage. We chose to use Analog Devices A3383 chip as the 
reference voltage supply12

• It's specifications are for less than six J.LV peak to peak 
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Figure 10. New APRES Power supply Tree 

noise at five volts or less than 1 ppm rms ripple. This is important because any 
noise here is amplified in the same proportion as the voltage coming out of the op­
amp so a little noise can become significant. This supply is also used as the DAC 
reference to assure the voltage linearity. One other concern with using op-amps is 
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that they are often unstable when used with only capacitive loads, as is the case 
here. Much care was taken to smooth and filter the output below the 1ppm ripple 
level. Also, the internal resistance for supplies is kept as low as possible to enable 
the scan rates around 1 kHz. This small impedance is only a problem when cali­
brating the supplies. 

Once the supplies were built the next step was to calibrate them. We measured 
the output voltage as a function of DAC step with a temperature calibrated voltme­
ter with 10 M,Q internal resistance, however because the power supplies can 
source so little current even this load was sufficient to cause the supplies to sag. We 
converted the measure voltage, V m' to the true open circuit voltage, V oc using Eqn. 
4. Rm and Ri are the internal resistance of the meter and supply respectively. 

V =V Rm+Ri 
oc m R 

m 
(8) 

lbe open circuit voltage surface is shown in Fig. 11 as a function of the Hi Res 
DAC (x scale) and the Low Res DAC (y scale). This figure shows a 'knee', where 
slope of the voltage vs. DAC step curve is flat, at the extreme edges of the DAC 
range. In practice, we stay away from these edges when scanning the lens and 
analyzer element voltages. 

This voltage surface is divided into 15 slices equally spaced in Low Res DAC 
steps. lbe spacing for these slices was chosen to be slightly less than half of the 
range of the Hi Res DAC. This scheme allows us to cover the entire voltage surface 
with high resolution steps. When taking spectra then the computer code selects the 
appropriate Low Res DAC slice and then scans the Hi Res DAC to take spectra. If 
the desired kinetic energy range of the spectra is greater than the range available 
from the Hi Res DAC, the scanning stops, the computer switches the Low Res DAC 
to the next slice and resumes scanning with the Hi Res DAC. 

IV. Analyzer Changes 

A number of small physical changes was made to the old analyzer to improve the 
signal to background ratio and the resolving power. 

1) The most significant of these was the removal of the field termination strips. 
These were 5 copper wires isolated from each other and froin the analyzer hemi­
spheres by an alumina spacer, see Kevan's thesis for a picture. The strips were used 
to maintain, as closely as possible, the spherical field at the exit plane of the ana­
lyzer. However, after considerable discussion, we were convinced that the perfect 
spherical field was not a necessary condition for high resolution and that the ce-
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ramics and wires served as an unwanted source of scattered electrons, increasing 
the background signaP3• 14• 

2) Baltzer et al demonstrated that it is not necessary to perfectly maintain this 
spherical field at the exit plane if one has the ability to alter the electrons trajectory 
in the analyzer13• To be able to change the path of the electrons, I moved two of the 
termination strips to just behind the entrance slit. The potential on these was then 
controlled by two, ten-tum pots on the front of the power supplies, labeled Cin and 
cout" Their voltage is a variable fraction of the pass energy. One can then dial in 
voltages to push the analyzer's focal plane out to the detector plane. Quite gener­
ally this method can correct many other manufacturing imperfections in the ana­
lyzer, such as a misalignment of the hemispheres. 

3) The original entrance slit to the analyzer was straight. The analyzer produces 
a curved image of this straight slit on the detector plane, thereby degrading the 
resolution because the multichannel detection scheme assumes a linear dispersion 
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on the resistive anode5• We replaced this with a curved slit of 25 mm radius, so as to 
have a straight line imaged onto the detector. 

4) In the past, the electrons coming out of the analyzer were accelerated be­
tween the back of the analyzer and the front channel plate. This acceleration led to 
an increased background because it collects all the secondary, scattered electrons 
produced by electron impact inside the hemispheres and at the exit plane. Now the 
electrons coming out of the back of the analyzer are retarded down to about 10 e V 
kinetic energy. This retardation has two positive results. First we lower the back­
ground by throwing away secondaries, and secondly we increase the detection 

100 



efficiency of the channel plates. The channel plates are most efficient for electrons 
at impinging at kinetic energies of 10-20 eV13• 15• 

V Future Improvements 

The most obvious future improvement is to replace the fixed analyzer entrance 
aperture with a turntable fixture that allows for the selection of one slit from sev­
eral available slits in vacuum. Such a device will make the analyzer system more 
portable from one beamline to another where the photon spot size may be an order 
of magnitude smaller than that on beamline 9.3.2. Also, such an assembly will al­
low one to trade off resolution for intensity in many experiments where very high 
resolution is not important and the sample is dilute or the photoemission signal is 
otherwise weak. 

The second major improvement is in the lens system. The careful reader will 
realize that with the five element lens it should in principle be possible to control 
three important experimental parameters at the same time, the retardation ratio, 
the linear magnification and the angular magnification. While there is no param­
eterization available with these three parameters as variables, Trager-Cowan et al. 
calculate and tabulate matrix elements for a two-cylinder lens with a gap equal to 
10% of the diameter. Assuming that the effect of each inter-electrode gap does not 
depend on the conditions at neighboring gaps one can treat the four interelectrode 
gaps of the five element lens as four independent, two element lenses. This as­
sumption should be valid as long as the length of each element is greater than one 
diameter. Following the matrix methods outlined by Trager-Cowan it is doubtful 
one could produce a simple parameterization that is a function of all three of the 
above parameters, however one could eventually produce a set of voltage curves 
for each pass energy which would satisfy the desired criteria of constant transverse 
and angular magnification for each retardation value. 

. Lastly, in the future it would be much more convenient and simple to control 
the power supplies with a single 19 or 20 bit DAC, eliminating the need for both a 
high and low resolution section for each programmable voltage. This design with 
both high and low resolution DACs summing to produce o~e voltage introduces 
some uncertainty and error into the calibration which would be best to be avoided 
in the future. 
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He said, "They are feeding on drowned yellow stone flies." 

I asked him, "How did you think that out?" ... 

"All there is to thinking," he said, "is seeing something 
noticeable which makes you see something you weren't noticing 
which makes you see something that isn't even visible." 

I said to my brother, "Give me a cigarette and say what you 
mean." 

Norman Maclean, A River Runs Through it 
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CHAPTER 6 

CONCLUSIONS 

In this last chapter I want to highlight what I feel are the important aspects, the 
'take home messages', from this work. This will include a review of the structural 
studies presented herein, hints as how to conduct these experiments more efficiently 
in the future, and a look at future applications of the photoelectron diffraction tech­
nique. 

I. Summary 

This dissertation extends the ARPEFS techniques to atomic structural studies us­
ing electron diffraction with electrons originating from non-s core levels. This ex­
tension is important in that it enables one to study transition metal overlayers, 
especially ultra-thin films of magnetic materials. The ability to efficiently calculate 
the diffraction patterns from non-s initials states and compare them to the experi­
mental diffraction curves in a fitting routine was been made possible by a new 
calculation code developed by our group. Dr. Yu Feng Chen is primarily respon­
sible for this advancement. Next I will review the specific examples of non-s initial 
state ARPEFS studies in this thesis. 

The Fe/ Au(lOO) is an interesting case in that the one monolayer of the sub­
strate Au atoms migrates to the top of the growing Fe layers. This Au monolayer 
seems to act as a surfactant, allowing the layer-by layer growth of the high surface 
free energy Fe layer. We found that the Fe grows in a very uniform manner, closely 
resembling the BCC lattice of the bulk material. The Au monolayer sits in the four­
fold hollow sites of the surface-Fe layers, 1.67 ±0.02 A above the surface plane. 
Several researchers have expressed interest in this system because the single Fe 
layers represent nearly perfect two dimensional structures which should exhibit 
quantum confinement effects. Additionally the thin Fe layers are expected to have 
enhance magnetic moments. 

The studies of the Mn surface alloys of Ni and Cu, show how the compli­
mentary information from ARPEFS and photoelectron holography can be used to 
elucidate the precise structure and the quality of thin films. Mn forms highly corru­
gated surface alloys with Ni(OOl) and Cu(OOl). These alloys exhibit a c(2x2) LEED 
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pattern and represent 1 I 2 monolayer coverage. We have confirmed the corruga­
tion of the surface layer and report that it is 0.24 ±0.02 A and 0.30 ± 0.04 A for the 
Ni(001) and Cu(001) substrates respectively. For the Ni, the second layer shows a 
contraction from the bulk value of 4% while the Cu retains the bulk spacing. The 
photoelectron-holography data dearly shows that there is no leakage of the adsor­
bate Mn into the bulk Ni, while the presence of the forward-focusing peaks indi­
cates that a significant amount of Mn is present in the second Cu layer. Addition­
ally using the angular position of the peaks in the Mnl Cu(001) case we can confirm 
the large corrugation of the surface layer. 

In the tungsten oxide study, we find that inspite of the very different long 
range order, as measured with LEED, the [(1x1)0 IW(llO)]x12 and the (2x1)0 I 
W(llO) phases of oxygen on W(llO) show the same local atomic structure. The oxy­
gen adsorbs into the quasi threefold-hollow site on the W(llO) surface 1.21 ± 0.04 A 
above the surface plane. The oxygen adsorption site is 0.46 ± 0.02 A from the center 
of the unit cell along the [1l0] azimuth. The near-surface W layers maintain bulk 
spacing. 

In the last chapter I describe instrumental improvements to the electrostatic 
electron-lens system used with the hemispherical electron-energy analyzer. This 
new lens system is capable of maintaining constant transverse or ·angular magnifi­
cation through a wide range of pass energy to kinetic energy ratios. The new lens 
system and power supplies will allow us to take full advantage of the small photon 
spot sizes and high photon energy resolution available at third-generation syn­
chrotron sources, like the ALS. 

II. The Present 

Photoelectron diffraction, ARPEFS in particular, has reached the point of being a 
mature, well-understood technique. The use of ARPEFS to determine the atomic 
structure of adsorbates and the substrate near-surface region is now nearly routine. 
The structural studies of the Mn surface alloys, represents perhaps the state-of-the­
art in photoelectron diffraction experiments. The collection time for each ARPEFS 
data set was 30 minutes, while the holography data required less than 45 minutes. 
Fitting the ARPEFS data to extract the peak intensities was similarly fast, less than 
one hour. In less than two hours then, one can obtain diffraction curves with which 
to determine the local surface structure to better than one-tenth of an Angstrom. 
The theoretical calculations and fitting procedure for the Mnl Cu(001), MniNi(001), 
as well as the Fe I Au(001) and the 0 IW(llO) data, were all carried out on a Macintosh 
computer. The fact that these complex calculations can be done in a reasonable 
time on readily available personal computers speaks highly of the advancements 
in computer hardware, as well as the intelligence and efficiency of the scattering 
code developed by Chen, Wu, and Shirley. This code is now available to other re­
searchers, and will run on the Mac, PC, or Unix platforms. 
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Ill. Experimental Considerations 

This section will highlight the important experimental aspects that one must at­
tend to in order to successfully perform a photoelectron diffraction experiment. 
The most important aspect is that the surface structure has at least short-range 
order. Diffraction is not a suitable technique for studying incommensurate surfaces 
which exhibit long-range order in the LEED patterns. The number of differing scat­
tering geometries will severely attenuate the diffraction oscillations and make a 
structure determination impossible. That being said, systems without long-range 
order, but with local order, are excellent choices for diffraction experiments and are 
inaccessible to LEED. Liquids and gasses which have local order may also be stud­
ied with the ARPEFS technique. Indeed, Moler has suggested that such systems 
would be excellent tests of electron scattering theory. 

The second important experimental consideration, is exact knowledge of 
the emission direction in ARPEFS data. For non-s initial states and strong scatters it 
is very important to know as accurately as possible the true emission direction. 
Alignment of the crystal is best accomplished with the forward-focusing peaks in a 
high-energy hologram. Photoelectron holography is the best way to determine this 
alignment because it is internally consistent. That is, one determines the surface 
normal with the same experimental geometry that will be used to collect the 
ARPEFS data. If one doesn't collect the entire hologram, one should at least orient 
the crystal in vacuum with polar angle scans, again using the strong forward-fo­
cusing features as guides. 

The vibration of the substrate and adsorbate atoms about their equilibrium 
position acts to attenuate the size of the ARPEFS oscillations, especially at large k­
values. Therefore, cooling the sample well below the bulk Debye temperature will 
greatly enhance the signal to noise ratio in the experimental ARPEFS curves and 
simplify the fitting process. Because surface-Debye temperatures of many materi­
als are as little as 60% of the bulk, cooling is especially important for adsorbate 
studies. Cooling is also most important for ARPEFS studies, because ARPEFS re­
lies on the long path-length differences associated with back scattering. High-en­
ergy photoelectron holography is not affected as much by the relative motion of 
the substrate atoms because this technique emphasizes forward scattering. 

Once, not so long ago, an ARPEFS experiment might require upwards of 12 
hours to collect the data along one emission direction. Things have changed 
considerablely, as the Mn/ Cu(OOl) and Mn/Ni(OOl) studies show. Now a full 
ARPEFS data set takes only half an hour. With the drastically increased data rates, 
one can consider reproduciblity of the data a necessity, instead of a luxury as in the 
past. A complete ARPEFS should, in the future, repeat, at least once if not twice, 
each emission direction so as to increase one's confidence in the data set. Also, k­
space point density finer than the 0.1 a-1 step size that is now typical, should be a 
goal of the new ARPEFS experiments with such large data rates. 
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Lastly, one must think about the symmetry of the sample when deciding 
upon the experimental geometry. The tungsten oxide study is illustrative. We 
chose the light polarization t1, vector and the off-normal emission direction to lie 
along the <001> azimuth to take advantage of the surface symmetry. Otherwise, 
the scattering simulation code would require averaging of two different geom­
etries because the tungsten atoms at either end of the long axis of the unit cell 
would be in different scattering geometries. 

Ill. The Future 

The future for photoelectron holography is bright. With the number of synchrotron 
light sources increasing world wide, improvements in instrumentation, and im­
proved scattering simulation codes available, photoelectron diffraction should soon 

. be available to non-experts for surface structure determinations. The future also 
holds a number of exciting new experimental possibilities, two of which are spin­
polarized-photoelectron holography, and single domain photoelectron diffraction. 

Spin polarized photoelectron diffraction: It should be possible to separately 
measure the diffraction profiles of spin up and spin down photoelectrons, and thus 
determine the short-range magnetic order around the emitter. The multiplet 
splittings in ferromagnetic metals, the Fe 3s line for example) are one source of 
polarized electrons that are readily available experimentally, because of the differ­
ence in binding energies of the spin-up and spin-down components. Additionally, 
there is the possibility of extracting spin-polarized diffraction curves by combining 
an electron spin detector with a large-radius, hemispherical electron-energy ana­
lyzer and an undulator beamline. Because of the inefficiencies of spin detectors, a 
tremendous photon flux and a high-throughput analyzer will be needed to accom­
plish such an experiment. 

Single-domain photoelectron diffraction: Under construction at the ALS is a 
beamline which will have a one J..Lm spot size with photon flux of 3x1010 photons 
per second. The small spot size and large flux are made possible by the small emit­
tance of the electron beam at the ALS storage ring. Such beamline performance will 
enable one to do a photoelectron diffraction experiment on a single sample do­
main. This ability would be very exciting for atomic structural studies of magnetic 
materials where the domain size is typically 10 J..Lm. 
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... We cut ourselves off, I think, from a source of wisdom. We 
sometimes mistake a rude life for a rude mind; raw meat for bar­
barism; lack of conversation for lack of imagination .... A wisdom is 
to be found in the people. And once in a great while an isumataq 
becomes apparent, a person who can create the atmosphere in 
which wisdom shows itself. 

This is a timeless wisdom that survives failed human econo­
mies. It survives wars. It survives definition. It is a nameless wis­
dom esteemed by all people. It is understanding how to behave 
properly toward people and toward the land. 

Barry Lopez, Arctic Dreams 
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APPENDIX A 

GoLD PoLISHING 

I am including this appendix on polishing gold single crystals not so much because 
it contains anything new, but because it is so difficult to gather all the "Black Magic" 
into one place when one wishes to prepare difficult samples. This section will mostly 
deal with the electropolishing method I learned from Nennad Markinovich. To my 
knowledge this electropolishing recipe has not been published previously. First I 
will give some general principles for mechanically polishing gold, which is among 
the most difficult metal crystals to prepare .. 

When dealing with gold one must remember that it is extremely soft and 
that the more pure it is the softer it is. The Mohs hardness for 24 kt gold is 2.5, but 
single crystals that are 99.999% pure are much softer. This softness dictates every 
action concerning the crystal preparation and great care must be taken to avoid 
any mechanical shock to the crystal. The first step is to orient the boule. The boule 
end is often so damaged as to make it impossible to obtain quality Laue picture .. 
One must first slice of a small portion of the boule to get to expose a single crystal 
face. Spark cutting is by far the preferred method for cutting soft metals. Cutting 
the boule with a low speed diamond saw causes a very deep damage layer that 
must be removed to achieve a single crystal surface. The spark cutting method is 
very gentle; so gentle in fact, that it is possible to take Laue X-ray backscattering 
photographs directly from the surface of the spark cut crystal without further 
preparation. 

The boule should be mounted a holder which permits the boule to be ori­
ented and the desired crystal to be spark cut from the same holder. After one has 
the oriented single crystal slab, one polishes it with the six J.Lm and one J.Lm dia­
mond paste. Never use any abrasive larger than 600 grit sand paper otherwise the 
resulting damage layer is too deep and requires a very long time to remove. The 
last mechanical polishing step is with a 0.05 J.Lm Ce02 slurry in the Vibratron ma­
chine. It is important to realized that because gold is so soft one can never remove 

111 



all of the surface scratches. In the end one has to trade off scratch removai with 
pitting. The pitting makes the surface look like an orange peel, and is caused by the 
polishing grit digging into the surface and rotating within this small area instead of 
moving across the surface. If pitting occurs one has to go back to much larger grit 
abrasive and start over. 

Once the mechanical polishing steps are complete one has to prepare the 
crystal for the electropolishing steps. The first step is to affix a large copper wire to 
the back of the crystal with conducting, silver epoxy. The silver epoxy requires a 
long time to cure at room temperature, but heating with a heat gun speeds up this 
process considerably. Care should be taken though not to heat the epoxy too rap­
idly otherwise it will fail. After the epoxy is cured, I paint the copper wire, the 
epoxy and the back and sides of the crystal with clear fingernail polish. Several 
coats of polish are required to achieve a effective insulating layer. 

The electropolishing solutions are made from doubly de-ionized (DI) water 
and then purged for several hours with dry nitrogen to displace as much of the 
dissolved oxygen as possible. The polishing solution is made form 40 g of KCN 
and 70 g of KN a-tartarate dissolved in one liter of water. The next step removes 
CN- ions from the gold surface. This reducing solution is 1M HClO 4. for those non­
chemists, 88.2 ml of concentrated acid dissolved in lliter of water. In between the 
two steps the crystal and wire should be washed with copious amounts of DI wa­
ter. As these polishing steps use cyanide salts and acid in close proximity one must 
be careful not to mix the acid and cyanide as this will produce gaseous HCN. 
Needless to say one must do this procedure in a fume hood. 

The working electrode in all the polishing steps is the gold crystal. The 
counter electrode is a gold wire. A 1 mm thick gold wire gasket works well. The 
current density for the polishing step is, i = + 1.0 - 1.3 A/ cm2

, depending on the 
surface quality. One should apply the potential to both electrodes before submerg­
ing the crystal any of the solutions. There should be 0 2 evolution from the crystal 
surface once the polishing has started. This gas evolution can be quite vigorous, 
and may be disturbing at first, but it is normal. This is the step that actually re­
moves the gold metal from the surface of the crystal. One should see the dissolved 
gold from the crystal plate out on to the counter electrode after a couple of minutes. 
The polishing step should take five to eight minutes. 

After the polishing step wash the crystal very well in deionized water and 
then apply the voltage before dunking the crystal in the reducing path. This step is 
intended to remove the leftover CN-ion. The current density for the reduction step 
is i = -0.2 A/ cm2• Note that the polarity for this step is opposite that in the polishing 
step, so there should be~ evolution from the gold crystal now. Let the crystal stay 
in the reduction bath for one to two minutes. Then remove and rinse the crystal 
with DI water. Table I summarizes the polishing method. 
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Table I. Summary of gold electropolishing procedure. 

Polish 
SOLUTION 

40gKCN 
70 g I<Na-tartarate /liter 

Reduction 

1MHC10
4 

CURRENT TIME 

+ 1.0-1.3 A/ cm2 5 to 8 minutes 

- 0.2A/cm2 1 to 2 minutes 

If the crystal is destined to be used in UHV where it can be annealed then the 
process outside vacuum is finished. However to study the crystal without subse­
quent UHV annealing it is best to anneal it in a ~ flame. 

Remove the crystal from the copper wire by dissolving the conducting ep­
oxy in Methyl Ethyl Ketone. Acetone will also work eventually, but care should be 
taken not to let the acetone dry on the surface, such a film is nearly impossible to 
remove without returning to the mechanical polishing steps. 

The flame annealing step removes and remaining organics from the surface 
and allows the surface to relax. After the annealing process the surface is bulk ter­
minated, not the usual 5x20 reconstruction that is seen in after annealing in 
vacuum. Heat the crystal in the H

2 
flame for 5-10 minutes once it has turned a dull · 

orange color. It may be necessary to tum off the lights to see the crystal color. After 
finishing the annealing process immediately quench the crystal in DI water. 
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