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DISCLAIMER

This document was prepared as an account of work sponsored by the United States
Government. While this document is believed to contain correct information, neither the
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process, or service by its trade name, trademark, manufacturer, or otherwise, does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the
United States Government or any agency thereof, or the Regents of the University of
California. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof or the Regents of the
University of California.
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ABSTRACT

The TOUGH Workshop ‘98, like its predecessors in 1990 and 1995, focused on
applications and enhancements of the TOUGH/MULKOM family of numerical simulation
programs for complex flows in permeable media, including multiphase, multicomponent, non-
isothermal, and variable-density flows. The workshop program included eleven technical sessions
and drew over 80 registered participants from 12 countries. The topical areas covered included
geothermal reservoir engineering, nuclear waste isolation, environmental remediation, vadose zone

hydrology, mining engineering, and simulation methods.
This volume features the extended summaries of papers that were presented at the

workshop. The technical program and lists of authors and registered participants are included in
appendices. '
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Preface

A workshop on applications and enhancements of the TOUGH/MULKOM family of
multiphase fluid and heat flow simulation programs was held at Lawrence Berkeley National
Laboratory on May 4 - 6, 1998. The workshop was organized as an open forum for information
exchange among developers and users of the TOUGH/MULKOM codes, and was attended by
over 80 participants from 12 countries. A unique aspect of the meeting was the strong diversity of
subject matter, emphasizing the commonality of interest shared by different engineering disciplines
in multiphase flows, and coupled fluid and heat flows. A total of 52 technical papers were
presented in oral and poster sessions. Topics covered broad areas that involve complex flows in
the subsurface, such as geothermal reservoir simulation, nuclear waste isolation, environmental
remediation, vadose zone hydrology, and others.

The present volume includes extended summaries of the papers contributed to the TOUGH
Workshop ‘98. In some cases these were slightly revised by the authors after the workshop, but
no editing was performed by Lawrence Berkeley National Laboratory. In the Open Discussion
‘'session at the end of the workshop it was suggested to use the Internet as a convenient means for
sharing information about code developments and applications. Users are encouraged to submit the .
URL’s of their TOUGH-related web sites to K_Pruess@lbl.gov; these will be posted in a
“TOUGH Links” section on the TOUGH?2 homepage, at http://ccs.Ibl.gov/TOUGH?2/.

In planning the workshop and assembling the technical program we had valuable assistance
from an international group of advisors which included Alfredo Battistelli, San Lorenzo in Campo,
ITALY, Ronald W. Falta, Clemson (South Carolina), René Lefebvre, Québec, CANADA,
Marcelo Lippmann, Berkeley (California), Curt Oldenburg, Berkeley (California), Michael
O’Sullivan, Auckland, NEW ZEALAND, Rainer Senger, Austin (Texas), Valgardur Stefansson,
Reykjavik, ICELAND, César Suarez, Morelia, MEXICO, and Steve Webb, Albuquerque (New
Mexico). I am deeply grateful to these individuals for their support and good suggestions, which
were crucial in putting together a productive meeting.

Special thanks are due to Sabodh Garg who gave the banquet address. From his unique
perspective of more than 25 years of experience in mathematical modeling and reservoir
engineering, Dr. Garg highlighted important milestones in the development of geothermal reservoir
simulation, and provided a thought-provoking outlook on present and future challenges. He
emphasized that numerical models of geothermal reservoirs (as of other subsurface flow systems)
tend to be non-unique, requiring careful engineering judgement in their development and use.
Model reliability may be improved by aiming for a more comprehensive description of reservoir
processes and characteristics, including geophysical and geochemical changes.

I would also like to take this opportunity to thank the various agencies and offices that have
over the years supported our efforts in development and application of the TOUGH/MULKOM
codes. These include the Geothermal Division and the Office of Basic Energy Sciences of the
Department of Energy, the Nuclear Regulatory Commission, the Gas Research Institute, DOE’s
Yucca Mountain Site Characterization Project, and Sandia’s WIPP project.

Last but not least I want to thank the many colleagues, at LBNL and elsewhere, whose
continued interest and support has made it possible to develop flow modeling capabilities that are
sophisticated, yet robust enough to be practically useful for a wide range of engineering
applications. ‘

Berkeley, California, May 1998
Karsten Pruess
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Modelling of the Wairakei - Tauhara Geothermal System
M.J. O'Sullivan', D.P. Bullivant', S.E. Follows’ and W.I. Mannington’

! Department of Engineering Science, University of Auckland and 2 DesignPower Genzl,
Auckland, New Zealand

Introduction

The Wairakei - Tauhara geothermal system is located in the centre of the North Island of New Zealand
in a large geothermally active area called the Taupo Volcanic Zone. Electricity generation at Wairakei
commenced in 1953. A plant with a maximum capacity of 192MWe. was installed but the supply of
steam has never been adequate to reach this figure. The maximum output achieved was approximately
185MWe in 1964. Output subsequently declined and has now stabilised at a steady value of 157MWe.
This output is achieved from a total mass take of approximately 130,000 t/d giving a flow of separated

steam of 29,000 t/d.
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Figure 1 Map of the Wairakei-Tauhara geothermal system

The main hot upflow for Wairakei is in the western part of the field near Te Mihi. In the natural state
this hot flow, at 260°C, was diverted horizontally by the low permeability of the Huka Falls formation
located between approximately 250 masl and 330 masl (the surface of the Eastern Borefield varies
between 380 masl and 420 masl). The capping effect of the Huka Falls formation caused the hot
upflow to flow horizontally across the Western Borefield and then to discharge (neutral pH, chloride
water) mainly at Geyser Valley in the northwest. There was also some discharge of hot water along
the banks of the Waikato River and a small discharge of steam in higher ground at Te Mihi and
Karapiti.



Production began in the Eastern Borefield and then spread west into the Western Borefield and Te
Mihi. In the natural state almost all of the Wairakei and Tauhara reservoir fluid was hot water but
production caused the pressure to drop rapidly (See Fig. 2) and also caused the formation of a steam
zone which expanded rapidly vertically and horizontally. This process caused the surface features at
Geyser Valley to mostly disappear but in some areas, such as Karapiti, the surface heat flows
increased (Allis, 1981).
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Figure 2. Pressure history for the Western Borefield at Wairakei

Most of the deep wells access liquid water or a wet two-phase zone and in the latter case produce a
mixture of steam and water with an enthalpy only a small amount above that for liquid water. The
average production enthalpy is shown in Fig. 3. The shallow part of the steam zone has a high steam
content and some wells which access it produce dry steam. As Fig. 2 shows the pressure drop slowed
down by 1970. This corresponds to the stage when a quasi-equilibrium state had been established at
Wairakei - Tauhara with the induced recharge flow matching production.
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Figure 3. Production enthalpy history for Wairakei




Wairakei - Tauhara is characterised by large permeabilities and the pressure drop extended over a
large area with pressures in the Western and Eastern Borefields varying by less than 2 bar. The
pressure decline also spread across to the Tauhara part of the system as shown in Fig. 4.

Although mass flows have stabilised temperature declines are continuing as colder recharge fluid
moves into the reservoir from the sides and top. Some wells have been "quenched"” by this process.
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Figure 4. Pressure History for the Tauhara Region
" Data

There is a very extensive database for Wairakei. Temperature vs depth profiles are available for many
wells although the first available data for some wells is considerably after the start of production in
1953. Maps of pre-exploitation surface features are available although the information is qualitative
rather than quantitative. Estimates of the total natural through-flow for Wairakei vary but the
generally accepted figures are 400kg/s for mass and 450MW for energy (Allis, 1981). For Tauhara
the heat flow figure is approximately 100MWw. Comparison of these figures with the present take of
approximately 1650M Wi shows that Wairakei is being "mined" for heat.

Measurements on individual wells have been made regularly and records of mass flow, production
enthalpy, pressures and temperatures are available. Records of changes for chemicals such as chloride
are available and various geophysical surveys have been carried out. Because of the ready availability
of data Wairakei was used as a test case in several early computer modelling studies (Mercer and
Faust, 1979; Pritchett et al., 1980) and in discussions of methods for geothermal resource assessment
(Donaldson and Grant, 1979). A few lumped parameter models were also investigated (Whiting and
Ramey, 1969; Fradkin et al., 1981).

The database for the Tauhara region is not as extensive. Only four deep wells have been drilled and
monitored.

Model Design and Calibration

Our computer modelling study of Wairakei - Tauhara has been proceeding for many years (Blakeley
and O’Sullivan, 1981, 1982) and our models have grown in complexity, partly as our knowledge of
Wairakei - Tauhara has improved, but mainly as software and hardware have improved. Our
introduction of conjugate gradient solvers into MULKOM greatly increased the number of blocks we



could use in our model of Wairakei - Tauhara and also increased the computational speed (Bullivant et
al., 1991). The development of very fast, cheap, workstations has also greatly increased
computational speed. We currently run our models of Wairakei-Tauhara on DEC Alpha and Silicon
Graphics workstations.

The grid for one of our most recent models of Wairakei-Tauhara is shown in Fig. 5. There are 118
blocks per layer and 12 layers giving a total of 1417 blocks (including one for the atmosphere).
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Figure 5. Grid layout for the Wairakei-Tauhara model
The design of this grid was based on several criteria:

@) The blocks near the Wairakei Borefields are aligned approximately SW-NE along the direction
of faults and fractures.

(i1) The adjoining Taupo-Tauhara area is included.

@iii))  The boundary of the small blocks in the model corresponds to the resistivity boundary.

@iv) Large "recharge" blocks are included.

It is assumed that the model is sufficiently large so that all recharge at the outer lateral boundaries of
the model is negligible and they are treated as closed. At the surface of the model, corresponding to the
water table, the temperature and pressure are fixed at atmospheric values. At the base hot water at
260°C is injected over part of the model and a background low heat flow is applied over the rest.
During production runs some extra hot inflow at the base is allowed by adding recharge proportional
to the pressure drop.

The model is calibrated in two stages, firstly by matching the natural state behaviour and secondly by
matching the historical performance (O'Sullivan, 1985). For natural state matching the permeability
structure and deep inflows (location and magnitude) are adjusted and the model results are compared




with measured temperature profiles and surface outflows (location and magnitude). Some typical
results for the calibrated natural state model are shown in Fig. 6.
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Figure 6. Temperature vs depth in the Western Borefield

For history matching further adjustments are made to the permeability structure and also porosities are
adjusted. Model results are then compared with measured pressure declines, enthalpy transients and
temperature changes. Typical results are shown in Figs. 2 - 4.

This calibration process required many iterations at each stage (natural state and past history) and
between the two stages. Most of the calibration process was carried out by "hand", that is with one of
the authors deciding which parameters should be adjusted. Recently we have experimented with
computerised calibration (Finsterle et al., 1997) with some success.

The model of Wairakei - Tauhara described here is working well in terms of its match to natural state
and historical data. It has reached the state that it produces good resuits for some data which were not
included in the original calibration. For example well-by-well enthalpy data were not included in the
calibration process; only the average enthalpies for the Western or Eastern Borefields were used.
However the calibrated model gives a good match to the well performance for both its deep (liquid)
and shallow (steam) wells in Te Mihi. Our model of Wairakei - Tauhara was used as a test for the
chemical transport version of TOUGH2 developed at IRL (White, 1995). A good match between
model results and field data was obtained for chloride concentrations at Wairakei (Kissling et al.,
1996).

A few aspects of the model need improvement, for example the average field enthalpy in the period
1965 - 1985 is too high in the model. We are currently reviewing the feed-zone data for the Eastern
Borefield wells and may adjust our feed-zone depths. However it may be impossible to improve the
model greatly without further grid refinement (more thinner layers). Most of the wells concerned are
no longer significant producers and therefore this aspect of the model is no longer important.

Some of the model temperature in the zone between Wairakei and Tauhara are too high. This aspect
of the model is not particularly important in terms of the model performance but it is being reviewed.

Discussion

Our computer model of Wairakei - Tauhara is working well and is being used by Contact Energy Ltd
to assist with field management and planning; for example to study the impact of major reinjection and
to investigate the interaction between Wairakei and Tauhara (Contact Energy Ltd was previously part
of the Electricity Corporation of New Zealand (ECNZ) which in turn was set up by corporatising the
New Zealand Electricity Department (NZED)). Contact’s support of our work is gratefully
acknowledged.



We have found MULKOM/TOUGH2 to be a very effective tool for geothermal reservoir modelling,
both for Wairakei - Tauhara and several other fields. The flexible block structure is very useful and
apart from introducing fast solvers (which are now available with the standard version of TOUGH2)
we have had to modify MULKOM/TOUGH?2 very little. We have introduced extra options for the
operation of wells to allow the actual field procedures to be closely modelled.

Perhaps the most important feature we have added to MULKOM/TOUGH?2 is the tightly coupled
graphical interface MULGRAFPH (O’Sullivan and Bullivant, 1995). This enables us to graphically
edit the geometry and permeability structure of our model and to very quickly view the results and
compare them with field data.
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Use of TOUGH2 in studying reinjection strategies

Omar Sigurdsson
Valgardur Stefansson
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ABSTRACT

A study was conducted to examine the effects of reinjection into high enthalpy resources. The main
objectives of the study were to optimise the high enthalpy fluid extraction from the resource for electrical
generation and the longevity of the resource. A hypothetical geothermal system was constructed with
initial conditions as water dominated, two-phase and vapor dominated, respectively. The computer code
TOUGH?2 was used for the numerical calculation. Several well patterns were compared for both shallow
and deep reinjection into the resources. Systems with infinite, open and closed boundaries were tested,
but a system with closed boundaries was then selected for further study because the effects of the
reinjection were more distinct. The main results obtained from the simulations are discussed. They favor
peripheral injection sites and reinjection strategy with emphasis on thermal sweep. Further beneficial
results of reinjection are observed.

INTRODUCTION

Some debate has been on the benefits of reinjection into high enthalpy geothermal systems in Iceland, as
elsewhere, with regard to electrical generation. A project was instigated to investigate in general, whether
high enthalpy geothermal systems could benefit from reinjection and then what injection pattern would
give the best results. The measure of the benefits would be increases in electrical generation capacity and
increased longevity of the system compared to operating the system without reinjection. In order to
address this problem in general, a hypothetical geothermal system was constructed. Three types of initial
conditions were considered, water dominated, two-phase and vapor dominated. Boundary conditions
could be infinite, open or closed. Injection rates could be varied and several different injection patterns
needed to be examined. Given all these variable conditions it was clear that a substantial number of model
runs had to be made. The computer code TOUGH2 (Pruess, 1986) was selected to carry out the
numerical calculation.

The hypothetical geothermal resource studied here consists of four horizontal layers. The top two layers
are 300 m thick each and correspond to the ground water system and cap rock of the reservoir. The lower
two layers are 400 m thick each and represent the reservoir rock. The areal extension of the layers is
1.6x2.0 km? and each layer is divided into 66 elements, most of size 200x200 m?. A further refinement of
the grid was used around the production wells. Figure 1 shows the grid and the three main configurations
used for the location of production and injection wells, intermixed, peripheral and dipole.

| 1

Figure 1. Numerical grid and location of producers (gray) and injectors (black) for the patterns used.
Left is the intermixed pattern, center the peripheral pattern and right the dipole pattern.




Values for the fixed thermal and mechanical Table 1. Thermal and mechanical

parameters of the model are given in Table 1. parameters used in the numerical model.
They are in general comparable to values used in
simulations of real geothermal reservoirs. The

model sensitivity to porosity and permeability was Matrix density, kg/m" Matriz 2650
tested by running each well pattern for all Specific heat, J/(kg °C) 1000
combinations of low and high values for these Thermal conductivity, W/(m °C) 1.7
parameters. Their lower range is comparable to Porosity, % 5-10
values obtained in simulations of the Krafla field, Permeability, m (3.5-17.5) 107%
Iceland (Bodvarsson et al. 1984a) and of the Relative Permeability
Olkaria field, Kenya (Bodvarsson et al. 1985). Linear curves
Their higher range is comparable to those used in Sie 0.30
simulation of the Nesjavellir field, Iceland g 3-91(5)
(Bodvarsson et al. 1990). Furthermore, it was ~Dv. Well Parameters -
decided to set the separator pressure at 8 bar-a 7 — 3 13
) roductivity index, m 1.6 10
(170.4 °C) and use the conversion factor 272 kg/s Pressure at upper layer, bar-a 30.
per MW, to change steam rate at separator to Reinjection enthalpy, ki/kg 721.0
electrical power. Linear relative permeability Separator Conditions
curves were used, but they have been found to give Pressure, bar-a : 8.0
reasonable results in modelling real geothermal Temperature, °C 170.4

fields. (Bodvarsson et al. 1984b, 1985, 1990).

REFINING THE PROBLEM

The simulation study was started with several trial cases for both closed and open boundaries set in a
zone, with 43% reduced permeability, extending 1.2 km outside the aforementioned main reservoir area
(seen in Figure 1) and with infinite boundaries 6 km outside the same area. It was found that the results
for the reference simulations and even reinjection cases did not depend on the boundary chosen during a
30 year production period. Therefore, the permeability, porosity and well productivity indices were
adjusted for these cases so that the minimum production from the system corresponded to about 20 MW,
over a period of 30 years. The reinjection rates selected were the 30 years average of the total flow rates
and of the separated brine rates as obtained from these reference cases for two-phase conditions.
However, it became evident in later runs, especially for the higher permeability cases, that a considerable
portion of the reservoir recharge came from the outer zone and was therefore causing the independence of
the boundary conditions. To make the effects of the reinjection more pronounced the boundaries around
the reservoir were closed in later runs, but reinjection rates were fixed at the earlier determined values and
used in later runs for simplifying comparison between different runs.

For the two reinjection rates and the combination of porosity and permeability up to 8 runs were needed
for each producer/injector configuration for given initial reservoir conditions. A minimum of 40 model
runs, including the reference cases, were required for the three well patterns at given initial conditions.
Table 2 summarises the permeability, porosity and reinjection rates used for the different cases. The
reinjection rates were mainly divided between four injectors.

Table 2. Permeability, porosity and reinjection rates for the different cases.

Case A Case B Case C Case D
Permeability, md 35 17.5 3.5 17.5
Porosity, % 5.0 5.0 10.0 10.0
Lower injection rates, kg/s 40.0 130.0 60.0 140.0
Higher injection rates, kg/s 90.0 220.0 110.0 230.0

To handle the large amount of output that these model runs generated and to get an overview of the
outcome for each case, several UNIX shell scripts were written to manage the data. Shell scripts selected
data from the outputs for harddisk storage and later analysis as well as for graphical display. The shell
scripts included contour mapping of temperature, pressure and steam saturation for each reservoir layer,
history of these parameters for selected elements as well as history of production rates, electrical and heat
production and cumulatives. Figure 2 shows an example of contour output from one of the shell scripts.
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Figure 2. A shell script collects data from the
TOUGH?2 output and displays it as contour
maps. Here the upper reservoir layer for
vapor dominated system and dipole pattern.
Top is temperature (°C), center pressure (bar)
and bottom steam saturation (%).

COLLECTED RESULTS

In this study the emphasis was on high enthalpy
resources and the effect of reinjection on electrical
generation was the desired outcome. The initial
conditions used for the various reservoir cases listed in
table 3 resemble conditions known in Icelandic
geothermal systems. -All runs are compared to
reference cases which constitute the same reservoir
conditions but without reinjection. Some difference is
observed between the reference cases for the dipole
pattern and the other patterns.

Water dominated systems.

For the water dominated initial conditions the
reservoir pressure drops rapidly in the reference cases
because the reservoir is closed. The flow rates are low
without reinjection and consequently the electrical
production is minimal. However, after the initial
pressure drop the water dominated resource can be
produced over a long period (60 years) with only
minor changes in flow rates. Reinjection maintains
the pressure in the system resulting in increased flow
rates. As the reference level for produced electricity
was low for the closed water dominated system, all the
reinjection cases showed increased generating
capacity. The increased capacity declined after 20-30
years production for the intermixed pattern (Figure 3),
but was kept at about constant level for the dipole and
peripheral patterns (Figure 4). The increase in
electrical generating capacity was about the same for
the dipole and peripheral patterns over a 60 year
period. However, the dipole configuration was
approaching a thermal breakthrough after 60 years of
production while a large portion of the reservoir was
still hot in the vicinity of the production wells in the
peripheral configuration. For the intermixed pattern a
slight improvement in electrical production is
observed when the injection is to the deeper part of the
IESEervoir.
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Figure 3. Change in cumulative electrical energy
compared to the reference case for water dominated
system and intermixed well pattern,



Table 3. Initial conditions for simulation runs.

Water dominated Two phase Vapor dominated
Pressure Temperature Pressure Temperature Pres./Sat Temperature
Layer (bar-a) ©C) (bar-a) (°C) (bar-a) °C)
Ground water 13.9 90.0 13.9 90.0 13.9 90.0
Cap rock 38.8 207.0 38.8 207.0 38.8 207.0
Upper Res. 65.5 240.0 65.5 281.0 0.70 281.0
Deeper Res 93.8 250.0 93.8 306.2 0.70 306.2
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Figure 4. Change in cumulative electrical energy
compared to the reference case for water
dominated system and peripheral well pattern.
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Figure 5. Generated electrical power in reference
cases with centrally located production wells and
two phase initial condition.
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Figure 6. Change in cumulative electrical energy
compared to the reference case for two-phase
system and dipole well pattern.

Two-phase systems.

In the reference runs for the two-phase initial
conditions fluid shortage occurs in the vicinity of
the production wells in cases of high permeability.
For the centrally located production wells this
happens after about 22 years for 5% porosity and
after about 55 years for 10% porosity. For the
dipole pattern this occurs a few years later. When
this occurs the pressure drops and so does the
production and hence the electrical generation
(Figure 5). However, this does not happen if
reinjection is implemented which means that the
benefits of reinjection often become evident only at
late times for the two phase cases.

Benefits of the reinjection are not as obvious for the
two-phase system as for the water dominated
system. Over the 60 year production period the
dipole and peripheral patterns show increased
generating capacity and that the increase is achieved
mainly after 20-30 years of production (Figure 6).
In general the benefits are similar in magnitude for
both the dipole and peripheral patterns, over a 60
year period, with the increase occurring slightly
later for the peripheral pattern. Considering a
longer production period the cumulative capacity of
the peripheral pattern will be greater.

No gain in electrical generation is obtained for the
intermixed reinjection pattern in the two-phase
system. Early on the reason is that even though
total flow rates are greatly increased that increase is
accompanied by reduction in enthalpy so the usable
steam rates at the separator are not increased and
hence the electrical production remains unchanged.
Later thermal breakthrough occurs and the heat
mining diminishes from the vicinity of the
production wells causing decreases in steam rates
and even lower electrical production than for the
reference cases without reinjection.  For the
intermixed pattern reinjection to the shallower part
of the reservoir gave slightly better results, but
overall the results were similar for the cases
considered here. '
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Vapor dominated systems.
The initial conditions for the vapor dominated
000 ] / system was 70% steam saturation, the point at
y which water becomes immobile according to the
/'/: relative permeabilities used. When production was
initiated the steam saturation rose to nearly dry
steam and pressure dropped. This occurred more
rapidly for the higher permeability cases (B and D)
resulting in fluid shortage around the production
wells in 10-25 years and consequently declining
T - T y T A »  production rates.

30
Time (years)

High permeabilty

—»—B, Q=130 ks
—4—B,Q=220kg/n
——D0,0=140kg/s
—»—D, Q=230 kg/s

Change in electrical energy (MW yr)

For the relatively high reinjection rates compared to
the production rates in the reference cases the
dipole and peripheral patterns gave slightly better
results than the runs -for the two-phase initial
conditions (Figure 7). The increase in electrical
generation is nearly identical for both the dipole and
peripheral patterns and resembles the behaviour in
the two-phase cases (see Fig. 6 and 7). Increased
electrical generation is observed for most of the
cases for the intermixed well pattern, especially
during the earlier part of the production period.
After a production history of about 30 years the
gain in electrical capacity levels out and even starts
to decline. Therefore, the total gain in electrical
capacity for the intermixed well pattern becomes
° 10 » nmflfym, “ % © smaller than that for the dipole and peripheral
patterns. For intermixed pattern reinjection into the
Figure 8. Change in cumulative electrical energy deeper part of the reservoir has the advantage
compared to the reference case for vapor (Figure8).
dominated system and with injection to the deeper
layer in intermixed well pattern.

Figure 7. Change in cumulative electrical energy
compared to the reference case for vapor
dominated system and peripheral well pattern.
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CONCLUSIONS

In general high enthalpy resources benefit from reinjection, but in situations where reservoirs have strong
natural recharge reinjection may not be needed (Sigurdsson et al. 1995). The benefits to the resources are
that they will not be limited by fluid reserves and therefore the productive life of the resource is increased
in most cases. Better pressure maintenance is generally observed in the deeper part of the reservoir due to
effects of gravity and density differences. Considerable time can pass before the reinjection contributes to
the electrical generation depending on the conditions in the reservoir when reinjection is initiated

Of the producer/injector well patterns studied here, the dipole and peripheral patterns were advantageous
over the intermixed pattern, giving similar results for a production period of 60 years. For those patterns
the gain in high pressure steam flow and hence electrical generation was minimal during the first 20-30
years, but was increasing towards the end of the production period. Looking at other parameters as well
as a longer time span, the peripheral pattern becomes the most favorable since it results in the best thermal
sweep of the resources.

The results of this study cannot be used to decide whether it is better to aim the injection directly to the

deeper parts of the reservoir. For the two-phase conditions it is not clear, but for both water dominated
and vapor dominated conditions there are only indications that it is better to inject deep into the reservoir.
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ABSTRACT

We have implemented higher-order differencing total
variation diminishing (TVD) schemes into the
reservoir simulator TOUGH2 to reduce numerical
dispersion in concentration and phase front
propagation problems. Much of the existing work in
the literature on higher-order differencing schemes has
focused on one-dimensional tracer transport using
explicit formulations for the convection-dispersion
equation. We find that higher-order differencing
schemes can also increase the accuracy of component
transport, phase transport, and thermal energy
transport in strongly advective situations in two-
dimensional problems using an implicit and
multicomponent framework such as TOUGH2. We
apply the Leonard TVD scheme to two geothermal
reservoir engineering problems involving tracer
transport and phase change. The first problem
considers the two-dimensional transport of tracer in a
reservoir under re-injection. In the second problem,
we -focus on the non-isothermal phase change
occurring in a one-dimensional analog of a reservoir
under re-injection. In both cases, the TVD scheme
proves robust and useful for reducing numerical
dispersion.

INTRODUCTION

The numerical simulation of the advection of phase
and concentration fronts by finite difference methods
in strongly advective flow systems is affected by
numerical dispersion which tends to artificially
smooth sharp fronts. This problem is especially
relevant to geothermal reservoir engineering problems
where strong advective flow of two-phase fluids
occurs through fractures during fluid production and
re-injection. Numerical dispersion can be diminished

by decreasing grid size, but this can greatly increase

execution times and computer memory requirements.
Another approach for reducing numerical dispersion is
to use higher-order differencing schemes instead of
single-point upstream weighting.

In higher-order differencing schemes, two upstream
gridblocks are used to approximate quantities such as
phase saturation (or relative permeability), species
concentration, and temperature at interfaces between
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gridblocks. In strongly advective problems and
depending on the weighting scheme used, higher-order
differencing can result in oscillatory and non-physical
values near sharp fronts. These well-known problems
have led to the development of total variation
diminishing (TVD) higher-order schemes (e.g.,
Sweby, 1984). TVD refers to the overall variation of
quantities in the system tending to diminish with
time rather than increase.

In this paper, we present the theory of TVD schemes
and their implementation in TOUGH2 (Pruess, 1987;
Pruess, 1991) for two-dimensional regular grids, and
we show results from two example applications of
geothermal re-injection problems.

MATHEMATICAL DEVELOPMENT

Finite difference methods require an accurate
approximation of interface quantities for calculating
the fluxes between gridblocks. Below, we briefly
review the development of higher-order differencing
schemes for the propagation of phase and
concentration fronts. We use the symbol S as the
advected quantity, but we emphasize that in all of the
development below S can stand for concentration,
temperature, or relative permeability in addition to
saturation. The mathematical development refers to
the three gridblocks shown in Fig. 1 where the flow
is from left to right as shown by the large arrow. We
use fully implicit time-stepping with all quantities
taken at the most recent iterative step.

We begin by writing a linear approximation for S at
the i+1/2 interface as

Sivir2 = Si+ Dl(mj ¢))

which can be rearranged to

D1

S =St o

(Si+1 - Si) 2).
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Fig. 1. Three non-uniform grid blocks with flow
from left to right. The standard TOUGH2 connection
is between i and i+1 and has connection distances D]
and D2 and an interface at i+1/2. Higher-order
schemes use the upstream gridblock i-1 with
connection distances DIU and D2U and the interface
i-1/2.

Defining r, the ratio of upstream to downstream
gradients, as follows,

(ﬁ) S-S

9% )isvz _| DIU+D2U 3)
(E) Sip1 =S

ox Jir Di+D2

and rearranging to

r=

,e DI+D2 (8 —-58_ @),
DIU+D2U\ S;,; —S;
we can propose that

Sivi =S5 + DLt D2 —————(r)(Sis1 - S;) (5).,

Depending on the function @(r), different
approximations for the interface quantity S;4 /2 can
be made (see Table 1). For example, if @(r) = 0, the
interface quantity is upstream weighted. If @(r)=1, a
weighted average scheme results. For general @(r),
limits (flux limiters) are imposed to make the scheme
TVD. For the interface weighting scheme to be TVD,
@(r) must fall on the heavy lines or within the
shaded regions show in Fig. 2 (e.g., Sweby, 1984;
Datta-Gupta et al., 1991; Blunt and Rubin, 1992).

Table 1. Higher-order differencing schemes.

qr) interface approximation

0 full upstream weighting
1 ' weighted average

r two-point upstream

(r+ 1) Van Leer scheme

d+n

2/3 +1/3 Leonard scheme

Fig. 2. The heavy lines and shaded regions show the
stable values of &(r) .

The flux limiter is applied to ensure a decrease in the
total variation (TV) of the advected quantity defined as

W(s)n+1 = z Sn+1 _Sl"+1 (6) ’

where n denotes the time level and the sum runs over
all gridblocks i. Thus, as Eq. 6 shows, for a typical
front propagation problem, the total variation will
increase whenever there are jumps or oscillations in
the advected quantity, S. We emphasize again that all
of the development above can just as well be written
for concentration, temperature, or relative
permeability and equivalent weighting schemes
derived for many flow situations.

We implemented higher-order differencing schemes in
TOUGH?2 with the restriction that the grids must be
either one or two-dimensional with rectangular
gridblocks. Within a TOUGH2 simulation, using
higher-order TVD schemes entails finding the two
upstream gridblocks, assuming locally one-
dimensional flow, calculating &(r), applying the
limiters to ensure @(r) is in a stable region of Fig. 2,
and approximating interface values of phase
saturation, relative permeability, concentration, or
temperature accordingly. The Leonard scheme (LTVD)
where @(r) = 2/3 +r/3 subject to the limiters shown
in Fig. 2 has proven robust and accurate (Leonard,




1984; Datta-Gupta et al., 1991; Oldenburg and
Pruess, 1997; Oldenburg and Pruess, 1998) and will
be applied further in the remainder of this paper.

EXAMPLE APPLICATIONS

Tracer Injection

Here we compare upstream weighting and the LTVD
scheme in TOUGH2/EOS7R for a test case involving
injection and production from a two-dimensional sub-
horizontal fracture zone. Problem specifications are
similar to a production/injection problem previously
studied by Pruess (1983) and Pruess and Wu (1993).
Shown in Fig. 3 are the production and injection
wells arranged in a five-spot pattern with 400 m well
spacing. Cold water (T = 30 °C) is injected at a rate
of 16 kg/s (full-well basis), and production occurs at
the same rate. Four kg of tracer is injected over a
period of 10 days starting at = 0. We model one
quarter of the five-spot pattern, which was discretized
into 400 square grid blocks (20 x 20) of length 10 m
on a side.

400 m

’ Production
d Injection

¥
-5
400 m

Fig. 3. Five-spot well pattern, with shading showing
a 1/4 symmetry element.

The reservoir rock adjacent to the fracture zone is
assumed impermeable, and at a uniform initial
temperature of 300 °C. Conductive heat transfer to the
fracture is modeled with the semi-analytical technique
of Vinsome and Westerveld (1980). Boiling occurs
near the production well as pressure declines, while
cooling occurs near the injection well due to the
injection of cold water. We use the module EOS7R
(Oldenburg and Pruess, 1995) for components water,
brine, tracerl, tracer2, air, and heat. For this
preliminary application, the tracer is the brine
component which is non-sorbing, non-decaying, and
non-volatilizing although EOS7R is capable of
handling all of these processes for the tracer]l and
tracer2 components. Complete parameters for the
problem are presented in Oldenburg and Pruess, 1997.

Results after 6 months computed using upstream
weighting for phase saturations, component mass
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fractions, and thermal energy are shown in Fig. 4.
The temperature field shows the effects of cold
injection fluid entering the system but being retarded
by conductive heating from the reservoir rocks. The
tracer mass fraction field is advanced relative to heat
since no retarding effects (e.g., adsorption) are present
for the tracer. The saturation field shows the
development of a two-phase region due to lower
pressure at the production well. The final plot gives
breakthrough curves of temperature and tracer mass
fraction at the production well. Initial tracer
breakthrough occurs at about 6 months (t = 1.6 x 107
s). The retardation of the thermal front is largely
masked by cooling due to boiling at the production
well. In the absence of induced boiling, thermal
breakthrough would be retarded by a factor of

R = ¢ P =55  (T)
¢ pvcw+(1-9)prcr

where p,, = 800 kg m™3 and ¢,, = 4000 J kg™! "C°1.
Note the broad region of tracer in the mass fraction
plot and the gentle rise and decline of the tracer mass
fraction in the breakthrough curve; these smoothing
effects are due mostly to numerical dispersion.

Results after 6 months computed using the LTVD
scheme for phase saturations, component mass
fractions, and thermal energy are presented in Fig. 5.
Comparing Figs. 4 and 5 we see generally similar
results; however, note the relatively sharper fronts for
temperature and especially tracer mass fraction. The
phase saturation front has evolved differently using
LTVD and is not as far advanced (see next application
for discussion). The breakthrough curves highlight
the differences in the schemes. Note the higher
maximum and steeper limbs of the tracer
breakthrough. Tracer would first be detected at
significant concentrations after about 9 months. This
sharper tracer breakthrough curve would allow a more
accurate prediction of the arrival of the thermal front
than the result computed using upstream weighting.

The adaptive time-stepping scheme in TOUGH2 is
apparent from the symbol spacing in the
breakthrough curves in Figs. 4 and 5 which show that
more time steps are needed when using the higher-
order scheme. Shorter time steps arise in this
problem for two reasons: (1) the sharper front
produces larger primary variable changes in grid
blocks near the front; and (2) we did not include the
dependence of the upstream grid block into the
Jacobian matrix for the Newton-Raphson iteration.
Because the Jacobian is less accurate, the convergence
rate is reduced and the time-step size remains smaller
than it would for a more accurate Jacobian matrix.
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Bonlmg Front

In this-problem, cold (T = 30°C) water is mjectcd into
a 200 m long one-dimensional domain. The system

is initially nearly single-phase.liquid at the saturated -

 vapor pressure (Py= 85.93 bar) at T, = 300 °C. A
" schematic of the system and initial and boundary
conditions are shown in. Fig. 6.
neglected, and relative permeability is given by Corey
curves. Complete parameters for the problem are
presented in Oldenburg and Pruess, 1998.

The evolution begins by injecting cold water at the

left-hand side at a rate of 0.4 kg/s'and producing mass .

‘at the same rate from the right-hand side. The
production at the right-hand side lowers the pressure
and induces boiling while the cold injection water
tends to produce single-phase liquid conditions. The
boiling at the right-hand side causes the liquid
saturations to decline from the initial conditions.
Thus the difference in liquid phase saturation across
the moving front increases with time makmg this
problem physically not TVD

To=300°C
P,= 85.93 bar
"S],o =0.99

T,=30 °C
q,, = 0.4 kg/s

0 : 200 m

Y (m)

~ Fig. 6.- Boundary and initial conditions for the one-
dimensional injection and production problem.

-Profiles of liquid saturation and temperature for
upstream weighting and LTVD.differencing schemes
with 100 gridblocks are shown in Figs. 7 and 8,
respectively. The temperature profiles are shown by
the dashed curves while the saturation is given by the
solid curves; the temperature and saturation curves
intersect in the figures at the phase front. Note in
Figs. 7 and 8 that the upstream-weighted results give

a phase front that is farther advanced relative to the .

LTVD result.

Unlike typical phase displacement problems which
show minimal differences whether computed by
upstream weighting or by higher-order schemes, the
phase front locations in this problem are significantly
different in the upstream and LTVD cases. The
advancement of the upstream weighted phase front
relative to the LTVD phase front occurs because

upstream weighting produces greater smearing of the

Capillarity is”

Q gy = -0-4 kg/s
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- Fig. 8. Liquid saturation and temperature for the

geothermal injection and production problem with

- LTVD scheme.

temperature front, so that saturation temperature at
prevailing pressures is reached at somewhat larger
distance from the injection point. The phase
transition to two-phase conditions then also occurs at
larger distance. In addition to the upstream and TVD-.

_ weighted simulations shown in Figs. 7 and 8, a third

simulation not shown here was performed in which
TVD-weighting was .applied only to interface -
temperatures, while phase saturations were upstream-
weighted. This produced results very close to those

-of Fig. 8, confirming that it is the numerical -



dispersion of the temperature front, not that of the
phase front, which causes the upstream-weighted
results in Fig. 7 to deviate from the more accurate
LTVD results of Fig. 8. This same phenomenon was
seen in the two-dimensional example shown in the
previous section.

The differences between the uptream and LTVD
schemes diminish with increased resolution. We
show in Fig. 9 a summary of the results of phase
front location vs. number of gridblocks at a time of 6
months for this one-dimensional injection and
production problem. Note in Fig. 9 that the two
schemes are converging slowly but that the LTVD
scheme was closer to the grid-converged result at
much coarser resolution. When upstream weighting
is used, numerical dispersion is proportional to AY
(the grid spacing), and therefore diminshes slowly
when grids are refined. Note finally that the fact that
the saturation variation increases with time (i.e., was
not TVD) posed no problem for the LTVD scheme.

80 ey em gt e -

-
=)
1
P o

-+~ Upstream weighting
i Leonard TVD

Phase Front Position (m) .

|Phase Front Position as Function of Grid Resolutionl

60 ...............
50
g D S SN Al i
sodi S DO SO R S
L 1 L
0 500 1000 1500 2000 2500 3000

Number of Gridblocks in Y-direction

Fig. 9. Phase front location vs. grid resolution for
upstream weighting and LTVD schemes at 1= 6
months.

CONCLUSIONS

The LTVD scheme significantly reduces numerical
dispersion of fronts relative to upstream weighting.
The LTVD scheme has performed well on a variety of
complicated problems relevant to geothermal reservoir
engineering. We anticipate making available a choice
of higher-order total-variation diminishing schemes in
future releases of TOUGH2.
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ABSTRACT

Graphic presentation of numerical results, mesh build up and basic data pre-processing are activities routinely carried out in
geothermal reservoir simulations. To face this problem in a systematic way, we have developed FITH2 (Fortran Interfaces to
process TOUGH2 information), a set of FORTRAN programs having the capabilities to pre-process the data required by
TOUGH?2 and to post-process its numerical results. FITH2 is external to TOUGH2; not forming part of its original architecture,
it performs several useful actions. FITH2 is able to create meshes of simple geometry, including boundaries; it can interpolate
thermodynamic and petrophysical variables, assigning values to every element in the mesh. It uses Tchebyschev polynomials
for simple spatial interpolation, or universal kriging for estimating non-stationary parameters. This program generates grids and
calculates 3D coordinates of every center and nodal point conforming the elements. These are fundamental operations because
in this way, many geometric theorems could be applied to the mesh in vectorial form, transforming the original grid as desired.
FITH2 creates ASCII files ready to be included in any graphic commercial software to produce attractive presentations of great
visual quality. Another important option is that FITH2 is able to interact with Mathematica system for analyzing and plotting
TOUGHS2 results. In this graphic atmosphere partial or final outcomes can be quickly visualized, in the form of contours and
three-dimensional surfaces. It is also possible to create animations or virtual motions of those surfaces in order to see the
evolution of the reservoir thermodynamic properties. All this work can be done in a 486 or Pentium PC, 16 Mb RAM and

enough free disk space.
INTRODUCTION

TOUGH2 (Pruess, 1991) contains technical and scientific
knowledge needful to model and study the behavior of
hydrothermal reservoirs. But data processing and presentation
of numerical outcomes obtained from simulations are
problems not still solved in a general way. In a typical
geothermal project, the basic conceptual model data, as well
as the results produced by the code, should be seen on a
summarized manner by a wide variety of individuals:
scientists, technicians, officials, investors and politicians. That
is why it is very important to introduce this information in a
clear and precise way and at the same time in an elegant,
convincing and simple form. The enormous volume of typical
numeric columns of simulation outcomes, could be simple,
evident and routinely read by the expert, but it does not
produce the same effect on the general public.

An expensive and long term solution is the creation of specific
software to visualize the information required by TOUGH2
and the corresponding numerical results. But it is difficult to
develop a good graphic software and it takes too much time to
arrive at the degree of specialization required by TOUGH2,
e.g. Sato et al. (1995), Sullivan (1995), GeoCad (1996),
Hardeman & Swenson (1998). In the international market
there are graphic software able to make great quality graphics
in 2 and 3 dimensions, although not related to this code. Such
commercial software can be easily coupled to TOUGH2, by
developing FORTRAN interfaces to read initial data, final
results and to write compatible ASCII files.

19

On the other hand, TOUGH2 needs continuous spatial
distribution of reservoir parameters. Optimum spatial
interpolation of geothermal measurements is also necessary
for the approximated calculation of non-measured parameters.
We introduce a practical, general methodology covering the
aforementioned aspects. The origin of the program described
herein, was inspired by the first version of a subroutine
created by K. Pruess in 1987 to build MESH file automatically
which was included in one of the old versions of MULKOM,
and corresponds to the present ‘XYZ’ option in the
MESHMAKER module (Pruess, 1991).

BRIEF DESCRIPTION OF FITH2

The program FITH2 is a code written in FORTRAN-77,
externally coupled to TOUGH?2 through files MESH, INCON
and OUTPUT. It is planned as an integrated software system,
with a main reading data program and control of options. It is
formed by 6 subroutines: MXYZG3, TRANSF2, TCHEBY3,
IRFk2, GRAFEL2 and MALLAF3. The first subroutine
creates the mesh; the second modifies the grid plane by plane,
by means of three optional rigid transformations; the third and
fourth subroutines interpolate data and provide estimations of
non-measured parameters. Those four subroutines can create
the MESH and INCON files required by TOUGH2 (Pruess,
1987). The last two subroutines read the simulation outcomes
and generate ASCII files ready to be used by any graphic
commercial software.



0.0.2,,) X Xp+1 ;

Fig. 1.- A mesh with boundaries created by MXYZG3

At each plane Z, FITH2 creates rectangular elements inside
the mesh and rectangles or trapeziums as boundary elements
(Fig. 1). These shapes suffice to represent the majority of
geothermal reservoir geometries observed in Mexico.
Certainly this basic mesh could be modified later on by hand
in order to characterize local or regional details of great
complexity. FITH2 is neither an expert system nor totally
automatic. It requires human judgements and the constant
interaction with the user.

Sudrez, M.C. & Samaniego, F.

FITH2 is open to future innovations and changes. This is an

. ongoing work in process. The different modules of FITH2 are

coupled to TOUGH2 interacting in several ways. General
interaction and coupling are illustrated in figure 2.

DESCRIPTION OF THE SUBROUTINES

FITH2.FOR- Is the main program that requests initial
information, reading options and calling subroutines in the
order wanted by the user. This is still an experimental version
and is not documented enough.

MXYZG3- [s the main subroutine, its functions are to build
up the mesh starting from few data and to calculate all the
coordinates of the elements. It has two initial options: The first
one uses a pre-existent file containing basic grid information,
the same way as MESHMAKER does. The second option can
calculate the whole mesh using only the coordinates of the
producing and injection wells, and constructing one element
per well. It also requires reservoir’s long and width. If the
second choice is used the primary distances dx;= (X, - X;),
dy;= (¥, - ;) are calculated at each stratum dz, = (2,4, - Z)
Fig. 1).

Figure 2.- Interactions between FITH2 and TOUGH2
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Once defined the basic distances in the three axes (X, Y, Z)
the code calculates 3D coordinates of all nodal points
conforming the mesh, determines the centers of all the
elements and makes user/machine interactive calculations to
construct the boundary elements, including the possibility of
building blocks of bigger size connected to two or more
reservoir elements. Vertical coordinates are referredtoa Z
reference level defined by the user. For example, Z ., =0
means that the deepest reservoir stratum is at sea level. The
absolute grid origin corresponds to (0, 0, Z.¢), where (0, 0) is
the starting point from which the first distance (dx,, dy,) is
measured. Coordinates calculation for each nodal point in the
mesh follows the next algorithm (MARCE-1):

k=0,NZ
j =k* NY +1), (k+1)*NY +k
1=j7NX+1), (j+1)*NX+

X=X, df i < NX)
=X(@{-NX-1 {dIf i>NX)
X=X, +d Xy
Y=Y, {df j < NY)
Y, = YG3- NY+1) *NX -NY-1)  (@f j>NY)
Y,=Y,+dY,,,
Z,=7,
Ly=Z,+dZ,

The geometric center of each element (XC;, YC,, ZC) is
calculated with a slightly different algorithm. (MARCE-2):

k=1,NZ
i =(k-1D*NY+1,k*NY
Ci=(-1*NX+1, j*NX

XC, =X, +dX,/2 @if i s NX)
XC,=XC (i -NX) Gf i>NX)
Xo=X,+dX,
YC;= Y, +dY;/2 Gf j < NY)
YC, = YC(i - NY*NX) (f j>NY)
Y, = Y, +dy,
7C,=2,+dZ,/2

Zo=Z,+dZ,

NX, NY and NZ are the number of distances d, in each one
of the axes respectively. The next actions are to give a name
to every element, to calculate areas, distances between
connections and volumes. These operations are similar to
those performed by MESHMAKER (Pruess, 1987). It is also
possible to assign each element to different rock pre-defined
types, for example as function of depth, lithology, fault's
elements or fractured zones with high permeability.

After introducing the total number of boundary elements
connected to the mesh, euclidean distances between centers of
boundary blocks and interior elements are calculated:

dCr,E) = {(Cy- X +(Cy- Y)Y+ (C,-Z) O
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(Cx, Cy, Cp are the coordinates of the geometric center of the
boundary block and (X;, Y Z ) are the coordinates of the
element interface.

TRANSF2- This subroutine interacts directly with MXYZG3
and is used to transform the mesh. It only carries out
two-dimensional rigid transformations. At each plane Z=
constant, it can make (Figs. 3 & 4):

a).- Transfers T(P) = OP +¥; V vector ¥,0P = (x,y),
b).-Rotations around axis X: R(P) =xU +yU*,
¢).- Reflections with respect to L: F(P)=xU -yU*

where vector: l_j=(u],u2), U= (-uy,u),

=

P - 0|

\T,R,F(P-0)| =

@

X

o
Fig.3.- Transfer & rotation performed by Transf2

\Ul

Fig. 4.- Reﬂection of the Mesh around line L



This last transformation is equal to a 180° rotation of the plane
containing the OP vector, around line L. This subroutine is
useful when the user wants to test several effects produced by
different mesh orientations, or to create fictitious wells in
order to simulate boundary effects such as natural recharge
and/or discharge.

TCHEBY3.- This subroutine interpolates in one, two or three
dimensions, considering Tchebyschev polynomials {T, ()}
as the interpolation basis. It is well known that for a high

_degree of the basis involving powers of order greater than 6,
simple polynomials oscillate producing numerical instability.
The use of Tchebyschev polynomials avoids this problem. In
1D, these functions are defined by the recurrent relationship
(Legras, 1971): T, () - 2t T, () + T, (t) = 0, with the
initial values T, (t) = 1, T, (t) = t. If we know m of its values,
any function f (t) is thus interpolated by:

m
<% o70;
Jj=0

-1<t<1; t=cosO: Tm(t) =cos(m0)

Ju® Yt real:

&)

To contain any real value of t inside the interval [-1, +1] the
following change of variable is made:

T=a+b+b—at= f=
2 2

2t-a-b
b-a

-1<7,(0)< +1

@

Obviously in all cases :

This last property is responsible for the stable calculations
provided by Tchebyschev polynomials. Tcheby3 can also
perform least squares approximations in 1, 2 or 3 dimensions:

N

HGE E cb;® ; Y F=(,0,2) 0

=0

bj(F) =T, ToT,@,VvVp,q,r=012..N

Where N is the number of basis functions. If n samples are
known, the unknown coefficients c; are solution of the system:

N
Y <b,b>=<fb>; j=0,n
k=0
®)
wwy=§mmwﬂm<ﬁwc§f®@®
1= i=

We have used this technique to solve several practical
geothermal reservoir engineering problems: interpolation and
extrapolation of petrophysical parameters, forecast models for
injection/extraction rates, efficient low degree polynomials for
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the calculation of thermodynamic properties of single phase or
two-phase water, integration of very irregular functions, e.g.
total fluid rate during several years of production/reinjection
history (Suérez, 1985). An integration algorithm based on
Tchebyschev polynomials is straightforward and powerful.
Any real function can be integrated approximatelly by the
following formula (Suérez, 1984):

Na
2 G

n+1

at+tb b-a 2j+1
= t——y.| ; V.= COS T
f’ f( 2 2 y’) %] (2n+2 )

n2 T
go1028 27 62107

.
f () dx =~

k10

T, are Tchebyschev polynomials, a and b can be any real
numbers, even equal to - or +0, Na is the order of the
approximation. Tcheby3 can call internally a real function TI
performing the integration defined by (7). Figure 5 shows an
application of this method.

25 Fig. 6 - Modeling & Forecast of Produced Fluid:
ﬁ Well Az-16D, Los Azufres, Mich., Mexico
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IRFk2- This subroutine uses a technique of non-stationary
kriging, based on the theory of intrinsic random functions of
order k> 0 (Matheron, 1973), in order to perform optimum
interpolation, estimate non-measured parameters and assign
values to all the elements in the mesh. It is particularly useful
in the spatial modeling of geothermal variables with drift
(Suérez & Samaniego, 1998). IRFK2 solves the non-stationary
kriging system , also known as universal kriging:

= L(Py = 2 B,P,, n<N

EB Emb~, @®)

I WLELE

i=]

j=1,n
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Where L(P,) is an optimum linear estimator of any unknown
parameter P, in the reservoir; B are unknown coefficients in
the linear estimation of Py; b;'= b; (r;) are polynomial basis
functions, r,=(x,,y, Z,, t) is a cartesian position vector at time
t of sample P;, p, are the classical lagrange multipliers; K;;=
K(r; - r) is a generalized covariance measuring the spatial
correlation between random variables R at r;, r;. This portion
of the codé could pre-process all parameters required by
TOUGH2: density, porosity, thermal conductivity,
permeability, rock specific heat, pressure, temperature, etc.
Also provides an estimate of the uncertainties at every
interpolated parameter, through the variance o® of the kriging
error:

n n

o* = E E (¢ Bijj‘zﬁiKio) + Koo

i=l je=l

©)

Table 1 shows estimations of spatial distribution of porosity
using this technique. The values were measured at wells of the
Los Azufres, México geothermal field. The corresponding
generalized covariance for these data is:

Fi=F, - F, = K(F) = 32.5630 8(F) + 0.23474 1078 ||’

Table 1.- Estimation of Porosity by Point kriging

X z P, L(®,) ot
3987.30 2900.00 22. 22.70 -0.3211E-05
2369.50 3004.50 16. 16.70 0.8326E-06
2389.50 3014.50 ? 15.20 0.8631E+01
2422.10 2865.00 11. 11.70 -0.3871E-05
2432.10 2865.00 ? 11.86 0.4041E+01
1793.10 2730.00 7. 7.10 -0.4480E-05
1803.10 2730.00 ? 9.73 0.3951E+01
3100.00 2600.00 ? 6.23 0.7847E+02

111.20 2654.00 1. 1.40 -0.2227E-06
201.20 2744.00 ? 42.03 0.5913E+03

GRAFEL2- This subroutine processes the OUTPUT file to
plot TOUGH2 results in the form: variable vs. time. Variable
could be pressure, temperature, steam saturation, etc. This
part of the code separates the outcomes of every selected
element in chronological order, generating one ASCII file per
each element to be plotted. The format of these files is totally
compatible with graphic commercial software. GrafEL2 could
even generate its own graphs through the graphic subroutines
built in the FORTRAN compiler. The program reads the
names of the chosen elements in an auxiliary file. Then opens
the OUTPUT file and reads it sequentially looking for several
key words. The first one is MESH, where it reads the total
number of elements and begins to count the simulation time
steps. The next key word is TOTAL TIME. Here it reads:
SUMTIM. Then finds all the ELEMk elements to be plotted,
reading: ELE, N, PNE, TNE, SNE, etc. The next key word is
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ELEMENT SOURCE, reading the data to plot fluid rates
and enthalpies: eleh(k), well, NP, Qf, hf (k). Finallly it writes
the properties in columns, as functions of time with the
format: write (k, '(6F8.2, 2x, a5)") STINT), P(k)/ 1.e5, T(k),
Sk)*100., P2(k)/1.e5, hf(k)/1.e3, eleh(k). The iteration ends
when the reading operation finds "END OF TOUGH" or
"WRITE FILE". Figure 6 shows an example.

Fig. 6.- Pressure Evolution at Well Az-04, Los Azufres, Mexico
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MALLAF3- Reads the final or partial results of TOUGH2 -

and generates compatible ASCII files to draw 2D contours
and 3D surfaces of high visual quality, to include them in final
reports or for public presentations. This subroutine reads the
mesh data in the file created by MXYZG3: elem(k), ie(k),
x(k), y(k), z(k). The code reads sequentially the OUTPUT
file looking for different key words. The first one is "ELEM”",
then it reads the same lines as in GrafEL2. A corresponding
ASCII file is written following the format: write(1,5050)
elem(k), ie(k), x(k), y(k), z(k), PNE/1.e5, TNE, SNE*100.
This file is compatible with SURFER® (1995) software.
Contours of steam saturation at Los Azufres reservoir were
obtained with this part of the code (Fig. 7).

Fig. 7.- Steam Saturation Distribution at 1750 masl
Los Azufres, Mexico geothermal reservoir.




Interfacing with Mathematica

Mathematica (Wolfram, 1992), is a commercial software
defined as a completely integrated system and general
computer language capable to perform symbolic, numerical
and graphic mathematical computations at different levels of
complexity. MallaF3 also can interact with the Mathematica
program, through special instructions provided by this
software (Wolfram, 1992). In this graphic environment
different TOUGH2 outcomes could be visually analyzed,
including simple f (t), 2D or 3D graphs. For example the
following command:

ReadList[ ”Archl.dat”, Number, RecordLists -> True],

allows Mathematica to read numeric data in file “Archl.dat”
created by FITH2, returning a list of those numbers into a
Mathematica format and making a separate list. (vector) of
each line in that file. A main advantage is that a whole list of
numbers in Mathematica can be treated as a single object. If
Archl.dat are composed of two columns, the expression:

ListPlot [ {x;,y,} PlotJoined -> True ],

will produce a similar graphic object as in figure 6, if the same
data are used. To plot 2D contours or 3D surfaces with
Mathematica from results processed by MallaF3, the next
instructions are used:

ListContourPlot [ vector ] and ListPlot3D [ vector ]

Where vector means an array of properties (heights) P (x.y),
readed by ReadList. Other special options could be used with
Mathematica in order to visualize final or partial simulation
results immediately. It is possible to run external programs,
such as FITH2, from inside Mathematica, which controls the
external program and analyzes the generated output.

The cybemetic environment offered by Mathematica is useful
to analyze data and, particularly, in the dynamic visualization
of graphical outcomes. It is also possible to present
animations or virtual motions of graphic objects from file
OUTPUT simulating the evolution of thermodynamical
reservoir properties. First, it is necessary to create a sequence
{S;} of graphic objects. Then the instruction:

ShowAnimation [ {S,, S,, S, ..., Sy} I,
will display the animated graphics (Wolfram, 1992).
CONCLUSION
From the results of this work we conclude that FITH2 code
has the capabilities to pre-process the data required in typical
simulations and to post-process the numerical outcomes

produced by TOUGH2. The numeric files created by FITH2
can be used in a wide variety of graphic environments.
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Using ITOUGH2 To Improve Geothermal Reservoir models

Stephen P. White, Roger M. Young, Warwick M Kissling
Industrial Research Ltd., P.O. Box 31310, Lower Hutt, New Zealand

In this paper we will present two examples of the use of
inverse modelling as an aid to the development of a
geothermal reservoir model. The first example takes an
existing model of the Kawerau geothermal reservoir and
attempts to improve it using ITOUGH2. For the second
example we intended using inverse modelling as part of
our modelling strategy and this influenced the model
development. In this example we develop a model of the
Tauhara geothermal field. It is a little unusual in that
some of the data used for parameter -refinement is
changes in reservoir conditions in response to production
from an adjoining reservoir (Wairakei).

1. Kawerau Reservoir Model

Kawerau geothermal field is the most northeasterly of the
major land-based geothermal systems of the Taupo

volcanic Zone of New Zealand The field lies between the -

andesite volcano of Mt Edgecumbe and the
rhyolite/dacite domes known as the Onepu hills, and is
centred on the flood plains of the Tarawera river (Figure

D.

The TOUGH2 model that formed the basis of the inverse
modelling described here was developed over a number
of years by several people. This development is
summarised in White et al. (1997) and will not be
repeated in detail here.

1.1 Model Description

The TOUGH2 model developed to represent the Kawerau
reservoir covers an area 10 km 10 km encompassing the
most recent resistivity boundary and extending as far
south as Mt Edgecumbe. Vertically the model extends
from deep in the greywacke basement, at a depth of 3.5
km, to the surface.

The model is divided into 15 horizontal layers of varying
thickness. Each layer is divided into a number of blocks.
The spatial resolution of the model is controlled by the
size of blocks in a layer and the thickness of the layer.

The geology of the drilled area of the field is very
complex. Basement greywacke is overlain by at least 13
different units, including rhyolites, breccias, andesites,
tuffs, sediments and ignimbrites. Currently production is
from fractured greywacke or andesite. It is believed the
Huka sediments and ignimbrite act as aquacludes over
areas of the field. Where possible, geological data from
Allis et al. (1993) were used to assign a rock type to each
element. Where no geological information is available,
rock types assigned to an element represent a best guess
of the correct type.
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Figure 1: The Kawerau geothermal field.

It is believed that a deep hot source exists in the vicinity
of Mt Edgecumbe, with the hot source fluid moving
predominantly through faults and permeable zones in the
basement greywacke, and mixing with cooler waters
flowing horizontally across the field. Secondary
permeability is provided by fracturing of brittle rock
types and this provides a pathway for interaction between
the geothermal fluids and larger volumes of rock than is
accessed by the known faults in the system.

Known faults have been included in the model and are
represented as areas of enhanced permeability. It is
assumed that rocks outside the resistivity boundary have
not been subjected to the same thermal stresses as those
within the boundary, and consequently permeabilities
will not have been enhanced by hydrothermal fracturing.

2. The Natural State

2.1 Manual Method

As a first step in assigning rock properties, a rock type
(eg, andesite, greywacke, etc) was assigned to each model
element. Values for permeability, porosity and density
were assigned to each rock type. These values were
obtained from previous estimates of reservoir properties
from interference tests and the like.  Where no
information was available the values chosen were simply
guesses.

Grant [Mongillo, Chapter 14] has analysed all the early
pressure and temperature measurements from Kawerau



and adjusted the data to one of three reference levels at
750 metres, 1050 metres, and 1400 metres below sea
level. This data of Grant, together with data not available
to Grant, was used to adjust the permeabilities.

The procedure followed was to run the model until a
steady state was reached then a 'goodness of fit' to
measurement was calculated. This goodness of fit (SS) is
defined by

'X i X meas
§§ = Y e m
i=1 X meas

where X; is the calculated value of pressure of
temperature and X...; is the measured value. SS is the
average relative error in the calculated value. In all 55
data points were included in the match. Permeabilities
and inflows were adjusted to approximately minimise SS.
The final value achieved for the model represents an
average error in calculated values of 3%. However it
must be remembered that data are only available over a
small part of the modelled volume.

2.2 Match to measured data

After some experimentation the match to measurement
shown in Figure 2 was obtained. Apart from one outlier
(KA26) with a 12% error in pressure at 750 metres,
almost all the other errors are less than 3 % and are
distributed more or less evenly about zero. KA26 lies in
the south west of the field, well separated from most of
the other wells (apart from KA29) and has very poor
permeability. There is also an outlier in the calculated
temperatures at the nearby KA29.

In this case of temperatures the errors are also reasonably
evenly distributed about zero and in most cases are within
+ 5%. There is an obvious outlier at 1050 metres with an
error of 17%. This is in well KA29 which is located in
the south west of the field 80 metres north of KA26 (the
location of the largest error in pressure).

3. Inverse Modelling

ITOUGH?2 formalises the intuitive approach described in
section 2.1 by minimising an objective function
calculated from the differences between the model
solution and measured data. There are several functional
forms of the objective function available, the advantages
of the different forms are discussed in Finsterle (1993).
For the work described here we have used the default
objective function which is a quadratic function of the
residuals. Note that for the manual method we used a
linear objective function. The effect of the quadratic
objective function is to emphasise the importance of
outliers on the objective function. In hind site, it would
have been better to choose a linear objective function or
one based on a robust estimator as this would have made
the comparison with the manual method easier.

We used the same model as in the manual method and
allowed ITOUGH?2 to vary ten permeabilities in order to
reduce the objective function. We used an option that
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initially calculated the sensitivities of all the parameters
and only those with large sensitivities were varied in an
attempt to reduce the objective function. All the
sensitivities were recalculated each 3 iterations. This
reduced the original ten parameters to about five for most
of the calculation. After 16 iterations (requiring about
140 TOUGH2 runs) the objective function was reduced
to 61% of its original value. While this point was not
regarded as a minimum by ITOUGH2 the results
presented in this paper are taken from there

From the sensitivities calculated by ITOUGH2 we find
the most important parameter is the vertical permeability
of the Huka formation (ROCKO07) which provides a
partial cap to the field at around 500 meters depth. The
other important parameters are the vertical permeability
of the Opnoke ignimbrite (ROK09) which provides a
flow barrier in the southern part of the field and the
horizontal permeability in the basement greywacke
(ROKO03).

Also provided are estimates of the standard deviation for
the distributions of the estimated parameters which
provide a range within which we expect the parameter to
lie. For the three most important parameters the estimated
range (30)is given in Table 1.

Parameter Minimum Mean Maximum
ROKO07z 4.2x10°16 6.4 %107 98x10'°
ROK09z 3.8x 101" 6.8x10" 1.3x10"
ROKO03xy 1.1x10°1* 1.2 x1071¢ 2.8 x10°

Table 1: Range estimates for important parameters.

Unfortunately the very large amounts of computer time
required for a ITOUGH2 run precluded any
experimentation with different optimisation functions.
We have also added a number of extra data points for the
ITOUGH2 run. These were added in an attempt to
improve the vertical temperature distribution in the south
of the field. Unfortunately this means a direct comparison
between Figures 2 and 3 cannot be made.

the manual method easier.
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Figure 2: Relative errors in pressure and temperature
(manual method)
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Figure 3: Relative errors in pressure and temperature
(ITOUGH method)

4. Tauhara Geothermal Field

The Tauhara field lies close to Lake Taupo in the Taupo
Volcanic Zone (Figure 4). We envisage Tauhara field
delineated by the resistivity boundary, but open in the
west to influence from Wairakei geothermal field.
Although the two fields are connected hydrologically,
Tauhara is a separate entity because it has its own source
of hot upflow. Mount Tauhara and Lake Taupo are
significant large scale features in the conceptual model.

The geological cross-sections (Fig) show the existence of
surface aquifer(s), a relatively impermeable caprock
structure (the Huka layer). and the main geothermal
aquifer (the Waiora formation) which extends from 0
mASL downwards. The surface formations follow the
line of the land and slope gently downwards to the lake
and river where they eventually pinch out.

Somewhere deep down there is a source of hot fluid. The
exact location and magnitude of this upflow is not
known, but a consistent estimate will be obtained in the
course of the model development.

WAIRAKEI
GEOTHERMAL
FIELD

Figure 4: Location of the Tauhara geothermal reservoir
and outline of area modeled.
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Figure 5 : Geological cross-section of the field
4.1 The Numerical Model

Figure 4 shows the outline of the model superimposed on
a map. The model extends beyond the resistivity
boundary except in the west where there is a separator
across the neck which unites Tauhara with Wairakei. The
total area covered by the model is about 195 km?, and the
part within the resistivity boundary about 60 km?.

The presence of the separator implies that we are
modelling Tauhara geothermal field as the principal
object, rather than the combined Wairakei-Tauhara
system. The influence of Wairakei is still included

in the model, but only as a boundary condition.

Vertically the model extends from 1000 mASL down 2.5
km to 1500 mBSL. The topmost level AQ includes the
top of Tauhara mountain, Lake Taupo is at level AM, and
the Waiora aquifer extends downwards from level AH (0
mASL).

The model has a total of 17 horizontal layers and 1147
elements.

Material properties For each block of the model a rock
type is defined following the indications of the
conceptual model.

Boundary Conditions The model is open along its
boundaries except along the separator (the Wairakei-
Tauhara link to be discussed shortly). This allows fluid
flow between the area covered by the model and the
surrounding countryside, but the low permeability limits
the size of these flows. It is believed that the catchment
area for the field is larger than the area modelled, and this
device keeps the model of a manageable size without
detracting from its realism.

The hot upflow is treated as a source of hot fluid at the
base of the model. Note that only part of the upflow will
reach the surface: the remainder flows out into Lake
Taupo or through the other boundaries of the model. The
distribution and magnitude of the source will be obtained
as part of the modelling process.

The surface boundary condition over the land is air at 1
bar and 15° C, while for Lake Taupo it is water at this
pressure and temperature. The air boundary condition
means that we can effectively model the vadose zone
above the water table and better represent surface heat
flows. Rainfall is included in the model by injecting
water into the surface elements at an appropriate rate. Hot
springs are represented as pressure dependent fluid sinks.



The connection with Wairakei. In the natural state (pre-
1957) there is no special connection other than the
natural outflow across the separator boundary. During the
period 1957-1977 pressures at Tauhara fell by 18 bars.
There has never been production from Tauhara itself, so
the pressure drawdown must be associated with the
exploitation of the Wairakei field (where pressures fell by
26 bars during the same period). The impact of Wairakei
production on Tauhara is represented in the model by
including a series of sinks along the separator boundary.
To ensure that these sinks draw on the hot water inside
the model and not on the cold water outside, this
boundary is closed between levels AA and AK (-1500m
to +300m ASL). Above level AK the separator boundary
is open, but it should be emphasised that the “real™
Wairakei-Tauhara connection is at depth, represented in
the model by the production sinks. The strength of these
sinks is adjusted as part of the calibration procedure to
give the observed pressure drawdown in the Tauhara
aquifer.

4.2 Data and Calibration

Compared with Wairakei there is relatively little data
about conditions in the Tauhara field. During the period
of investigation there were 3 monitor wells (TH1-3)
penetrating the geothermal aquifer. Downhole pressure
and temperature profiles from these wells constitute the
bulk of the observations. In addition 3 surface heatflow
surveys were completed, and later, a repeat gravity
survey. Data from several resistivity surveys delineated
the field with increasing accuracy.

This information has been incorporated into the
numerical model by adjusting material (and other)
parameters until model predictions and field
measurements were in approximate agreement. The
ITOUGH2 program has been largely instrumental in
reaching an excellent fit between observation and model
predictions.

The steady state. Important adjustable parameters in the
model were: (1) the strength of the hot upflow (must
exceed the surface heatflow); (2) vertical permeabilities
in the wvarious strata; (3) horizontal boundary
permeabilities (controls steady state mixing with cold
water). The observations were: (1) (inferred) downhole P
and T profiles; (2) surface heat flow in the steady state,
estimated at 150 MW (Gregg, 1958), later reduced to 107
MW (Fisher, 1965).

Beginning with a “‘reasonable” choice of material
parameters, ITOUGH2 was run in steady state mode until
the average relative error SS (eqn (1)) was minimised.
The result was a good fit of model P and T profiles to
measured (inferred) values (Figs). In addition the
magnitude of the hot upflow of 300° C fluid at the base of
the model could be estimated. The thermal energy
carried by this fluid was calculated to be 280 MW. Of
this, about 100 MW reached the surface in good
agreement with observation, the remainder was
transported into Lake Taupo or through the other lateral
boundaries in the model.
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Wairakei production. During the period 1957-1977
Tauhara reacted strongly to fluid extraction from
Wairakei. As already noted reservoir pressures fell by 18
bars, and a considerable fraction (unknown) of the hot
upflow at Tauhara was diverted to Wairakei. In addition
there was a dramatic increase in surface heat flow, from
107 MW (pre-1955) to 220 MW by 1972 (Dickinson
1972, 1975). Even larger heat flows were inferred after
1972 (Mongillo 1989), though these have been disputed.
More recently surface heat flows are thought to have
declined.

Major adjustable parameters in the model during this
phase are: (1) the strength of the sinks along the separator
boundary representing Wairakei production; (2)
horizontal permeability in the geothermal aquifer (Waiora
formation). The observations consist of time-varying
downhole P/T profiles and the changing surface heat
flows.

Beginning with the natural-state configuration ITOUGH2
was run until the average relative error SS was
minimised. This implied a change in the Waiora
permeability. The steady-state iteration was run again
with this new value. The whole cycle was repeated
several times. The final best fit had roughly 50\% of
Wairakei production coming from Tauhara, implying an
extremely good connection between the two fields. This
fluid can be thought of as diverted from the original hot
upflow at Tauhara, though there is, in addition, a hot
recharge stimulated by the pressure drawdown. Tauhara
fluid has a specific chemical signature, but so far no
Tauhara component has been identified at Wairakei. This
is to be expected since simple calculations suggest that
chemical breakthrough is only just now occurring. In
another 10 years it should be clearer whether the model
predictions concerning the magnitude of the cross-flow
are of the right order.

Good agreement was obtained between the time-varying
model pressures and temperatures, and field values
(Figure 6). In the model a steam zone formed in the
geothermal aquifer (in response to Wairakei production)
which agrees with the results of the micro-gravity
surveys. The observed surface heat pulse was duplicated
in the model (Figure 7). The model shows an increase in
surface heat flow from just over 100 MW in 1957 to 170
MW in 1967. Heat flow then decreases slightly before
increasing slowly to about 200 MW in 1980. The model
surface heat flows agree quite well with field estimates in
the early stages, but the model does not predict a decline
in surface heat flow until after the year 2000.

Summary. Overall the Tauhara model -- incorporating the
parameter refinements suggested by ITOUGH2 -- has
been very successful. It has been used in water rights
applications and to run various production scenarios for
the future development of the field. The importance of
the air boundary condition should also be emphasised.
Without this another model predicted large mass (and
energy) downflows at Tauhara in response to Wairakei
production, rather than the surface heat pulse which was
actually observed.




5. Conclusions

We learnt a number of lessons from the Kawerau exercise
using ITOUGH2, perhaps the most important were

start with a small simple model -

vary only sensitive parameters

use the fastest computer you can find

it is easier to match time varying data than steady
state data.

Ll S e

Also, most importantly, ITOUGH2 cannot work
miracles. To obtain good estimates of model parameters
you must have data that is sensitive to those parameters.
Obviously this is true of any method used to fit
parameters but is perhaps ignored when error estimates of
fitted parameters are not available.
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Figure 6: Match to pressure drawdown at well TH1
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Figure 7: Change in surface heat flows in response to
Wairakei production.

For the work on Tauhara we obtained very good results
using ITOUGH2. The most positive aspects were the
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great savings in time and the good match obtained to
measured data.
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Abstract

Through the analysis of injectivity test in 30 wells
in The Ahuachapén-Chipilapa Geothermal Field a
transmissivity  distribution map has been
constructed. The analysis was carried out by
simulating injectivity tests with a radial model of
50 elements in a single layer 400 m thick.
Previous to the simulation, on base on injectivity
test data was calculated the sandface flow (Wgy)
and reservoir pressure (Py). Wgf was calculated
considering a wellbore storage coefficient in a
well with free surface and P, was calculated
considering a turbulence regimen in the boundary
well-feedzone. The simulations were carried out
with the TOUGH2 code changing rock
permeability to fit the observed pressure (P,) with
the calculated pressure in the central element. In
general, the results show a transmissivity

distribution between 1 and 10 Dm in the areas of -

Ahuachapan and Chipilapa and an anomalous
zone with transmissivities between 80 an 140 Dm
southern to the Ahuachapén Field.

Introduction

The geothermal development resources in the
Ahuachapén-Chipilapa geothermal area have been
involved drilling activities in three main areas:
Ahuachapan Geothermal Field (AGF), Chipilapa
zone located about 3 km from CGF and the Agua
Shuca zone (Figure 1). During the explorations
stage in the period 1956-1958 were drilled 7
shallow wells in the AGF (Fritz Durr, 1960).
After that, in the period 1968-1981, 32 deep wells
were drilled in the AGF and a power plant of 95
MW was constructed. Looking for a new
geothermal reservoir during the period 1989-
1993, 7 deep wells were drilled in the Chipilapa
zone. The result, showed that AGF and Chipilapa
are parts of the same geothermal system and
Chipilapa is a marginal part of its outflow (Aunzo
A., 1988). Trying to expand the exploitation zone
in the Ahuachapén Field, in order to increase the
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total mass steam without a fast depletion of the
reservoir fluid, 7 deep wells have been drilled in
Agua Shuca. Until now some wells are under
thermal recovery and the other ones wait for the
pipe connection to the plant.
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Figure 1. Ahuachapan-Chipilapa Geothermal
Field. Geothermal development resources areas
in chronological order, Ahuachapéan, Chipilapa
and Agua Shuca.

One of the most critical parameter in Reservoir
Engineering assessment is the transmissivity
thickness product kh (Dm). The transmissivity
means how easy the fluid flow within the
medium,

In order to get the transmissivity kh we can
execute pressure transient test by management the
wellhead flowrate in  drawdown, buildup
interference test. If the test is conducted in the
short term (usually few hours o days) we can get
near wellbore condition such as kh, storage and
skin (Horne, 1995). During long term production,
pressure is often controlled by production
equipment requirements, and production rates and
reservoir pressure are monitoring over month and
years. In this case the decline analysis give
information about reservoir properties, such its
volume.




The general theory for well test analysis is based
on Theis solution, which consider a radial liquid
flow in an isotropic and isothermal porous media.
Factors such, non isothermal effect, two phases
effects and fractured media make difficult to
apply conventional well test analysis (Gudmundur
S., 1984). Trying to avoid this, the present study
use as a analysis tool a radial model centered in a
well using the code TOUGH2 (Tansport of
unsaturated groundwater and heat) (Pruess, K.,
1993).

Interference Tests in The Ahuachapan-
Chipilapa Geothermal Field

In order to have information about the
transmissivity and storativity of the Ahuachapén
reservoir, several interference test were conducted
in the Ahuachapan Field. The first one was
carried out in the period from may 6 to August 19,
1982, in which Ah-1, Ah-4, Ah-6, Ah-17, Ah-20,
Ah-21, Ah-22, Ah-23, Ah-24, Ah-26, Ah-27 and
Ah-28 were used as producers wells, Ah-2, Ah-8
and Ah-29 used as injectors wells, and Ah-25 was
used as an observation well. The test was
analyzed with the simulator VARFLOW (EG&G
and LBL, 1982), which uses the Theis solution
and superposition principle. The results show
transmissivity and storativity values of 25 Dm y
2.5e10-6 m/Pa respectively (Aunzo Z., 1989).

Another analysis to evaluate the transmissivity
and storativity values in the reservoir between
Ahuachapén and Chipilapa was carried out by
Quijano in 1997. The analysis was based on the
production history since 1975 to October 1997.
The total extraction by year was concentrated in
the well Ah-21, and the observation point in the
well Ch-7bis and well Ah-14 located in the
boundary between the two areas. The output of
the model was fitted with the pressure decline
curve observed at 200 m a.s.l. in the observation

wells.  The results show transmissivity and
storativity values of 16 Dm y 2.5¢10-6 m/Pa
respectively.

Inyectivity Test, Sandface Flow and Wellbore
Storativity Effect

From the Reservoir Engineering point of view
after the completion well, some well test must be
executed: Temperature profiles with fixed
injection rates, injectivity tests and temperature
profiles during recovery temperature. The step
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wise injectivity is an experiment with several
fixed flow rate injections (10, 40, 60 kg/s etc) for
more than one hour. During the test the pressure
transient is measured with a gauge tool near the
main feedzone.

Previous to the simulation the sandface flow must
be calculated, considering the wellbore storage
coefficient in a well with a free liquid level. Also
we need to calculate the pressure acting on the
reservoir considering the turbulent regime in the
boundary well-feedzone.

The cause of the wellbore storage effect is that the
sandface reservoir boundary flow rate does not
necessarily have to equal to the well head flow at
all times. If a well is suddenly opened, the
wellbore pressure will drop, and cause expansion
in boiling wells and water level depletion at first
in non-boiling wells. If a well is suddenly shut in,
fluid continues to pass through the sandface into
the hole. Both effect result in changes of the
wellbore storage volume (Kjaran S., 1983). The
sand face flowrate can be calculated from the
following equation.

dp
1 W, =W- .2

where Wgris the sand face mass flow, W is the
surface mass flow, C is the wellbore store
coefficient and P,y is the bottom hole pressure. If
the well has free liquid level, the wellbore storage
coefficient is given by:

where ryy, is the wellbore radius , p is the density
of the water filling the wellbore and g is the
gravity acceleration. If we combine this two
equations we can correct the data from a
injectivity test as follow:

3 W,.,:[WAt—mj 41%]1
g |ar

A injectivity test executed in June 24, 1997 is
showed in the Figure 3.
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Figure 2. Pressure an flow measured during the
injectivity test in the well Ah-34 on Jun-24-97.
The filled circles means the estimated sandface
flow.

Correction of pressure by turbulence effect

When a stepwise injectivity test is carried out, in
the boundary well-feedzone could be formed a
turbulent regime. This phenomenon cause a
pressure drop and could masked the real pressure
acting on the reservoir. To correct this, the
calculation of the turbulence coefficient is
necessary, considering the sandface coefficient
pointed before. Then in a turbulent regime, the
pressure at depth is given by the following
equation (Todd, 1980):

(4) P=P, +aW, +bW,

Where Wy is the sand face flow, Po is the static
bottomhole pressure and P is the pressure
measured by the pressure gauge tool during the
injection test. By plotting P versus Wgsand fitting
it with a second order polynomial equation, we
can get the turbulence coefficient b (Figure 3).
Then, the measured pressure can be corrected
with the following equation.

(5 P

2

res — P - bst

As an example, the corrected pressure observed
during the injectivity test in the well Ah-34 Jun-
24-97 is the following: From the Figure 3 the
turbulence coefficient b = 8.397x10*, and if it is
considered the maximum measured pressure of 50
bar related to a sandface flow of 62.5 kg/s, using
the equation 5 we have a corrected pressure of
46.7 bar.
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Numerical Model

To simulate the stepwise injection a numerical
‘model with radial geometry was used. The model

consists of 50 elements in a single layer of 400 m
thick. The first 10 elements of the model have a
constant incremental radius of 1 m and the others
ones increase logarithmically until 2000 m.

w

Figure 4. Reservoir model concentrically to fhe
well.

To check the results from the injectivity test two
model with 300 and 400 m thick were used,
getting similar results. For example, with both
models 300 and 400 m, we get transmissivity -
values of 4.36 and 4.16 Dm respectively.

During the fitting process of calculated and
observed pressure the permeability values in the
numerical model was changed in a range of 1 to
150 mD. By other side, the simulation result in
the Ah-34 also show a cooling effect of 100 °C in
the near well formation by the injection of water
at 25 °C.
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calculated pressure and the bottom figure show
the cooling effect of 100 °C in the central element.

Analysis of the Results

With respect to the quality an quantity of the
injectivity tests collected, going back in time it is
more difficult to analyze. The injectivity tests
collected from the last wells in Agua Shuca, have
a good quality, and sandface flow and corrected
pressure was estimated. The results are showed in
the table 1.

Table 1. Injectivity index and transmissivity
values from the wells in Agua Shuca.

Well kh (Dm) | Well kh (Dm)
Ah-4bis | 9.5 Ch-7 3.5
Ah-16a |140.0 Ch-7bis 4.2
Ah-32st (6.5 Ch-8 32
Ah-33a (1.2 Ch-9 3.6
Ah-33b [85.0 Ch-D 4.1
Ah-34 6.2 Ch-A --
Ah-34a |52 Ch-Abis --
Ah-34b [5.6 -- -~

The analysis of the injectivity tests carried out in
the Chipilapa area, also have a good quality, and
easy to interpret. But, the analysis of the
injectivity test in the first 32 wells drilled in the
Ahuachapén Field was difficult to interpreted.
This data was analyzed by Campos in 1980, who
calculated the injectivity index (kg/s/bar) with the
following equation:

33

(4) I = A_q N q_'".,.,.. .
At P qm - })a

where Po is the initial static pressure at measured

depth, g is the maximum injection flow and Pym

is the pressure associated with maximum flow

during the test.

After the completion well in the first 32 wells in
Ahuachapan, were performed injection test with
steps of 20, 30, 40 y 50 It/s during 10-15 min each
one. The reported pressure by step is a unique
value, making difficult to know if that pressure
correspond to a stabilized pressure.

This data, also was reinterpreted by LBL in 1989
using conventional well test analysis by
computing the transmissivity KA/u  (m*/Pa/s).
Because of poor information, the present study
analyze this injectivity tests without the
corrections by storage effect and turbulence
regime. The results are presented in the following
table: '

Table 2. Injectivity index and transmissivity at the
Ahuachapan-Chipilapa Geothermal Field

Well | Inj.index | Kh/u(10%) Kh

kg/s/bar m’/Pa/s Dm
Ah-2 3.0 2.2 3.49
Ah-14 2.0 2.2 2.82
Ah-16 8.0 6.2 8.30
Ah-17 8.0 5.5 7.29
Ah-18 2.0 1.1 1.61
Ah-19 6.0 4.4 5.67
Ah-21 12.0 6.6 11.36
Ah-23 8.0 4.0 9.17
Ah-24 6.7 5.1 6.80
Ah-28 7.0 5.1 6.23
Ah-29 4.0 2.2 3.16
Ah-30 45 2.6 3.56

The results from the injectivity test give a
injectivity index in the range of 1-10 It/s/bar and
transmissivity values in the range of 1e-8 to 7e-8
m3/Pa-s (Aunzo Z., 1988). The results after
modelling in the present study, also present
transmissivity values in the range of 1-10 Dm.
We can observe that good production wells such
Ah-21, Ah-27 and Ah-28 have good injectivity
index and good transmissivity and non production
wells such Ah-14, Ah-18 have low injectivity -
index and low transmissivity.
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The transmissivity values from simulating with
the radial model are mapped in the Figure 6. We
can observe that the transmissivity distribution
suggest a flow movement in north direction from
the upflow zone at the south to The Ahuachapan
Field as is indicated by arrows. The main flow
movements is governed by Los Ausoles and Las
Cruces faults, acting as barriers because the wells
outside the mapped zone are completely dry and
its lithology does not present the stratum andesitas
of Ahuachapan where the reservoir is located.

Conclusions

The transmissivity values obtained from the
injetivity test in the Ahuachapan wells are lower
than the transmissivity values obtained from the
interference test.
well transmissivities determine the pressure
response in the well during short duration
injection test, whereas interference tests measure
global reservoir transmissivities.

Proportionality is observed between the injectivity
index and transmissivity values. The calculations
show well injectivities in the order of 1-10 I/s-bar
and transmissivities in the order of 1 to 10 Dm.

This is probably due to near
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The results are generally consistent with the well
productiveness, good producers have relatively

. high transmissivity (~10 Dm), while low
transmissivities are found in the poor producers (~
1 Dm).

The  transmissivity  distribution in  the
Ahuachapén-Chipilapa Geothermal Field suggest
an entrance of geothermal fluids from the south
(near the well Ah-34), into the Ahuachapén
reservoir. The fluid primarily feeds the actual
exploitation zone in Ahuachapan (kh ~ 6-10 Dm),
after that it goes to the east and feeds the
Chipilapa Geothermal Field (kh ~ 3-4 Dm). "
Finally, the flow goes to the north to the
discharge zone in the El Salitre Area.
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Graphics and TOUGH2

D.P. Bullivant and M.J. O’Sullivan
Department of Engineering Science,

University of Auckland,
New Zealand

The authors have developed a graphical tool to help with the preparation of TOUGH2 input files
and the interpretation of TOUGH2 results. It runs on PCs (Windows 95 and NT) and unix worksta-
tions.

The tool is mulgraph and it is used to create TOUGH2 input and analyse TOUGH2 results. mul-
graph requires a geometry file which describes the locations of the blocks in space. The geometry file
is relatively simple and can be created with a text editor.

In order to-analyse results, mulgraph needs to be able to read TOUGH2 listing files. In order to
make this easier a new version of TOUGH2, autough? has been created. autough2 has a standard-
ized OUT subroutine and a new FORTRAN module, table.f, which is shared with mulgraph. table.f
describes the element, connection and generation tables.

At the poster session, mulgraph and autough?2 will be demonstrated. The executables are freely
available. Please bring floppy discs if you want copies.

Following are examples of the output produced by mulgraph. The examples come from the 1417
block model of Wairakei described in [1].

References

[1] M.J. O’Sullivan, D.P. Bullivant, S. Follows, and W. Mannington. Modelling of the wairakei
geothermal field. TOUGH Workshop 98.
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Time history.

Average Flowing Enthalpy from Production Wells at Wairakei
Flowing enthalpy (kJ/kg).
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Depth plot.

Temperature vs Depth for Column 25 of Waildl7ns_043.*
Temperature.

8¢

Depth (mRL)

~ T

g 19

= | [ I
s e R e —
: b= : " ; "
L N m m m
m o N i m :
" / : : " ; ot
S A B N : : el
1 !/ ' ' e ' ' -~
S L EEEEEEEEEEEEE N s R PR T ARl EEPPERREREREE
: || " A N N o "
v " " " " :
v : " " " :
v " : " " :
s " : “ " :
b " " " : :
b : “ " ; :
v:4@ ...... AETEEELEEEEEE Ll R R R 'RELLEEEEEEEES
L : " " : "
“ _ ! n " " "
: _ " " : " "
o : " ! " "
N " " : " "
b " " " ! "
v " " : " "
e rRERRREEEE R ARRERERLAEEEE $eommomnonees e RRREELEAE SRR,
AR m m m m
o o o o o o
o o o (@] o
[Ts) n o [Ta] o

_ 7 T Kz

-2500

ojyoid yidop v :z amn31yg

150 200 250 300
Temperature

100

50




Shallow Steam Zone at Wairakei
Vapour saturation. Time (years) is 1991.
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Figure 4: A vertical slice

Vertical Slice of Wairakei Borefields from WAIl417ns_043
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THE MODELING STUDY USING TOUGH2 AND THE MICRO-GRAVITY CHANGE
IN YANAIZU-NISHIYAMA GEOTHERMAL FIELD

Kazumi Osato™, Tatsuya Sato™', and Seiichi Yokomoto™

"!:Geothermal Energy Research and Development Co., Ltd.
11-7 Kabuto-cho, Nihonbashi, Chuo-ku, Tokyo 103, Japan
ohsato@gerd.co.jp/tatuya@gerd.co.jp

INT UCTIO

In many existing geothermal power stations, history

matching and numerical modei review is continuously

carried out, even after the start of operations, in order
to optimize the numerical model of the geothermal
reservoir so that steam can be generated satisfactorily
and the aécuracy of the production forecast can be
improved. In many geothermal power stations flow
data from a specific well, or even from a specific flash
separator connected multiple wells in extreme cases,
are mostly used for production history matching. Many
geothermal power stations have some observation wells
in which long-term changes in reservoir pressure are to
data
However, in areas where vaporization in the formation

provide for production history matching.
occurs, it may be difficult to measure the pressure
When a

geothermal reservoir model is constructed from such

change behavior due to vaporized areas.

poor information, it may be difficult to accurately
predict the amount of production. In order to overcome
such difficulties, it has been tried in actual geothermal
areas to estimate the fluid behavior in a reservoir from
changes in physical properties measured in surface
surveys, e.g., micro-gravity surveys (Allis and Hunt,
1986; Motoyama et al., 1992; Sugihara, 1997).

This report describes the numerical modeling study
using TOUGH 2 (Pruess, 1991) and a post-processor
“GRAV/TOUGH?2” for micro-gravity, to the Yanaizu-
field (65MW)
Yanaizu-cho in Fukushima Prefecture. Tohoku Electric

Nishiyama geothermal located in

Power Company is responsible for the power

generation section of the station, and Okuaizu
Geothermal Co. is responsible for the steam supply
section. The station began operation in May 1995. A
four-year joint study program was started in fiscal 1994

by both companies. A precision gravity survey was
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*2:Okuaizu Geothermal Co., Ltd.
3-2-13, Nihonbashi-honcho, Chuo-ku, Tokyo 103, Japan
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. performed each year at 83 measuring points, including

8 benchmark points, in a 12 km? area for the purpose of
monitoring the gravity change before and after the start
of operation of the station and helping understand
geothermal fluid behavior in a geothermal reservoir
and how it is related to production and injection of
fluid.

CONSTRUCTION O NUMERICAL MODEL

According to the underground temperature distribution,
a range with underground temperature 200°C or higher,
which is considered to be a promising reservoir,
spreads from the northeast side of the Oizawa Fault
towards the southwest side of the Onogawara Fault. In
the high-temperature range, which is assumed to be the
center of the up-flow, lost circulation frequently occurs
It

was conjectured that there exists an up-flow from an

and feed points of production wells are scattered.

underground high-temperature area along the faults
under this high temperature range, and that the
convection area extends from the northeast side of the
Oizawa Fault and from the southwest side of the
Onogawara Fault at a width of approximately 1 km. In
the numerical model, the NE-SW length of the area
was taken to be 4.6 km so that the fault directions can
be taken into consideration and the high temperature
range can be covered. The NW-SE length was taken to
be 3.2 km so that the Kitanosawa Fault and the
Sudarezawa Fault, as well as the faults which are
considered to restrict natural convection flow
(Chinoikezawa, Sarukurazawa, Oizawa, Takiyagawa,
and Onogawara Falt), can be covered. As for the
internal grid, the area near the faults relating to
production and injection was divided into smaller
blocks and the surrounding area was divided into larger

blocks. EOS2 (H,0-CO,) of TOUGH2 was used as the



state equation to take the CO, of geothermal fluid into

consideration.

STEADY-STATE MODELING BY MEANS OF
NUMERICAL SIMULATION

Since the numerical simulation was done just before
the start of operation of the station, the model was
optimized according to the steady—stafe. However,
review of the numerical model based on the production
history after the start of operation has not been done.
The first numerical model was constructed by the
optimal model in 1988 for the steady-state simulation
taking data from new wells into consideration. Figure
1 shows the underground temperature distribution
calculated using the steady-state-optimized numerical
simulation, the
distribution (both at 1,500 m below sea level) with the
grids of the fourth and Figure 2 shows the NE-SW

Cross-sectional view of the underground temperature

actual underground temperature

distribution, lost-circulation points, feed points of
production wells, and projected geological columns.

PREDICTION OF THE GRAVITY CHANGE
USING THE POST-PROCESSOR

In calculating the gravity change, the Talwani method
(Plouff,
polygonal prism with abnormal density was used.

1976) for estimating of anomalies in a

To calculate the density change in the rocks, the
porosity ( ¢ ), the mass percent in the vapor phase (S,),
the density in the vapor phase (8,), and the density in
the liquid phase (5,) of each block rock, which are
input/output values of TOUGH 2, are used. If the
density change in the rocks is ignored, the density
change is determined by the density change of
geothermal fluid in the pores in the rock. The density
of geothermal fluid in the rock density (o) is defined

below.
p= [sg 6, +(1-5,)8.]-¢

According to the Talwani method, the gravity change

Q)

in a polygonal prism under the ground (Figure 3), AZ
in thickness and p in density, is given by the following

equation:
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where g: gravity anomaly in the polygonal prism

v : universal gravitation constant

o : density of block i

S,=1: the case in which the height of the center of
gravity is lower than the observed
value

S, =-1: the case in which the height of the center of
gravity is higher than the observed
value »

S,=1: the case in which P is a positive value

S,=-1: the case in which P is a negative value

and A, d,, d,, P, R,;, Ry5, R,;, and R,, are given as

follows:
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(Left) BASIC ELEMENT-POLYGONAL PRISM
(Right) PLAN VIEW OF ONE EDGE OF PRIZM

Figure 3. Prism Model Used in the Talwani Method




COMPARISON AND EXAMINATION OF REAL
DATA

Figure 4 shows the gravity change due to the start of
operation estimated from the differences between the

data before and after the start of operation (1994 and’

1995) obtained from ' periodic precision gravity
measurements after normalizing for the effects of
altitude and tide with the results of the gravity change
prediction after one year of operation , traces of wells,
and the fault distribution. The following facts were
clarified from the figure.

(1) In comparison with the predicted values (-1'0 or
less), a much larger negative gravity change (-60
ugal) occurred in the production zone and
surrounding area. Such a large gravity change
may be due to either a higher rate of vaporization
in the reservoir due to less recharge than expected
before the start of operation, or a higher rate of
steam up-flow through the faults than that used in
the numerical simulation, or both.

(2) Although the
configuration of gravity changes due to the

prediction gives a simple
limitation of the division of blocks in the
numerical modeling, according to the actual
measurement, gravity changes occur according to
the fault

reservoir.

configuration which restricts the

This indicates the possibility that a
steam phase is formed below the cap lock due to
restriction by the faults.

(3) Also in the injection zone, a larger positive
gravity change (about +several tens of pgal) was
occurred, compared with the predicted value
(about +several pgal).

(4) As for differences from the numerical model,
since the numerical model is basically a porous
model, the rate of steam up-flow was less than in
the actual reservoir which is restricted by
longitudinal faults. Consequently, the rate of
vaporized formation along the faults below the
cap lock formation in the actual reservoir was
lower than assumed in the numerical model.

(5) Since the gravity value in the injection zone was

increased, it may be possible that the underground
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water level had actually been raised. Since
increased gravity values were also observed in
areas surrounding the injection zone it may also
be possible that the effects of the overall
geological changes in the area covering the
standard benchmark points are combined with
those of the underground water level rise.
In 1996, the second stage of the numerical simulation
has been done using the production history from the
start of the plant and the production zone was divided
more precisely using the location of the newest wells.
The layers was also divided more precisely. Figure 5
shows the micro-gravity change after one year
production that was calculated by the estimated model.
We did not try to match the measurement of the micro-
gravity data in this study but the shape and value of the
gravity anomaly became more reasonable to the
the last study. The result of

calculated micro-gravity change shows the reservoir

measurement than

model was improved by the history matching from the
start of the plant. However, the matching of the 