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Abstract

Exciton-Exciton Correlations in Semiconductors in High Maghetic Fields
by

Peter Alexander Kner

Doctor of Philosophy in Physics
University of California at Berkeley

Daniel S. Chemla, Chair

" Mean-field, Hartree-Fock theory has béén successful in explaining many norﬂinear optical
experiments in semiconductors. But recently experiments have shown import'ant cases
where the mean-field theory (the Semiconductor Bloch Equations) fails. ‘One such case is
bulk GaAs in a strong magnetjc field. Here, the exciton-exciton interaction can be tuned by
-varying the magnetic field, providing an excellent method for studying the transition from
a regime wheré mean-field theory is valid to a regime where exciton-exciton correlations
. musf be taken into account.

We perform ultrafast time-resolved four-wave mixihg on bulk GaAs in a magnetic -
ﬁeld and compare our experimental results with theoretical calculationé which go beyond
Har.tree-Fock theory. We find excellent qualitatiffe agreement. Furthermore, because of
the strong correlations that are present, GaAs in a magnetic field presents an excellent
opportunity to study the exciton-exciton correlations themselves. We find, surprisingly, that

" the exciton-exciton correlations persist at densities where the excitons are ~ 10 Bohr radii



apart. As the density is increased, we see the transition to a regime where the mean-field
theory is valid at high densities. We also investigate the coherence of the exciton-exciton
correlations as the temperature and free carrier density are varied and find a surprising

sensitivity of the exciton-exciton correlation coherence to these parameters.
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Chapter 1

Introduction

1. 1 Overview

An optically excited semiconductor provides a perfect laboratory for studying
many important questions in many-body physics. A laser can create electron-hole pairs
at an arbit.rary density and the dynamics of these pairs can be studied on ultra-short time
scales. (Lasers can currently provide a time resolution of ~ 10fs.) Many interesting problems
in many-body physics have been studied optically in semiconductors including electron-hole
liquids [33], the Mott transition [22], carrier relaxation [10, 39], and the AC Stark effect
[65, 66]. Currently there is interest in exﬁeriments that explore the whole range of electron-
hole pair densities from those using very -high intensity ultrafast la,s‘ers that excite a density
of electron-hole pairs ~ 10%2cm™3, capable of melting the semiconductor, to experiments
in which only ~ 10*3¢cm™3 eléctron—hole pairs are excited, designed to explore the extent of
exciton-exciton interactions.

Fairly simple treatments of the many-body effects have successfully explained some



important experiments in semicond_uctors. For example, the biexciton resonance, which is
a bound state of two eiectrons and two holes, has been explained using a simple multilevel
system model in which the biexciton is represented by an energy level at twice the exciton
energy less the biexciton binding energy. Experiments which have explored the coherence
properties of the excitons in semiconductors have used the optical Bloch equations, which
describe the optical response of a two-level system, to analyze the results.

A more sophisticated treatment which includes the Coulomb interaction between
the electrons and holes in the semiconductor is provided by the Semiconductor Bloch Equa-
tions (SBE) which treat the Coulomb interaction in the time-dependent Hartree-Fock ap-
proximation. This results in a mean-field theory for the e-h pairs [65, 49, 26]. The SBE
have successfully explained maﬂy experiments and effects including the AC Stark effect.
But, because of the mean-field approximation, the SBE are unable to explain effects which
involve correlations beyond the electron-hole correlation that leads to the exciton. The most
obvious example of this is the bound and unbound biexciton states which are not included
in the SBE.

Recent experiments have shown other discrepancies with SBE calculations [14, 34,
79]. Green’s function techniques [15], density matrix formalisms [78], exact calculations for
a few excitons [52] and phenomenological terms have all been used to extend the theoretical
description. Depending on the approximations inherent in the different approaches, each
theory has some weaknesses and a limited regime of validity. Because it will always be
necessary to make approximations in many-body physics, the interplay between experiment
and theory in semiconductor optics provides an excellent opportunity to test the various

approximations necessary in the theory and to explore the many-body effects found in



semiconductors.

1.2 Motivation for this work

In this work, we describe four-wave mixing experiments (FWM) done on the low-
est lying excitons in bulk GaAs in a maghetic field. The motivation for this work is to
understand how the magnetic field affects the dephasing and interactions of these excitons.
Much work has been done on the effects of two-dimensional confinement due to heterostruc-
tures on the dephasing and interactions of excitons, and quantum wells in a magnetic field
had been studied previously, but no ultrafast spectroscopy had yet been performed on the
lowest lying excitons-in bulk GaAs in a magnetic field.  This work was originally intended to
complement work done on the Fano resonances of higher lying magneto-exciton states [72],
but has revealed interaction effects not seen in the higher magneto-excitons. We originally
expected that the magnetic field would affect the exciton dephasing time because of the con-
finement of the exciton wavefunction by the magnetic ﬁeld. But instead the magnetic field
resulted in very strong correlated interactions between the excitons without significantly
affecting the exciton dephasing.

Studying these interactions became the central focus of the work. We have shown
that these interactions cannot be explained within the mean-field formalism of the Semi- -
conductor Bloch Equations. Moreovér, we have explored the coherence, strength, range,

and other properties of these interactions.



1.3 Previous work on semiconductors in magnetic fields

Semiconductors in magnetic fields have been studied since 1960 when Elliott cal-
culated the linear absorption spectrum for.a semiconductor in a magnetic field at the band
edge [21], and Hopfield measured thé linear spectra of semiconductors in magnetic fields .
[28]. But significant advances ha\{e been made since then both in experimental techniques
and in material quality. For example, only recently were the Fano resonances due to higher-
lying magneto-exciton states seen, primarily because of improvements in crystal quality
[25, 11]. The discovery was made in a high quality MBE grown layer of GaAs. In addition,
mode-locked lasers with pulse durations short enough to resolve the electron dynamics in
semiconductors have only become available in the last 15 years.

The dynamics of excitons in magnetic fields have been studied previously [17,
19, 32, 59, 73, 74], but this is the first study in which strong 4-particle correlations have
been detected. In studies of the dynamics of the higher lying magneto-excitons, the Fano
resonances, effects were seen which lead to a faster decay for the time-integrated four-wave
mixing (FWM) than for the time-resolved FWM (72, 71]. This effect was named quantum
destructive interference but vs}as not explained on the basis of microscopic theory. It is
clearly a many-body effect because calculations of the FWM from a simpie model of a Fano
resonance do not lead to quantumv destructive interference [55].

Two of the previous studies dealt with strongly inhomogeneously broadened sys-
tems in which interaction effects are washed out {17, 59]. Inhomogeneous broadening tends
to destroy or mask many of the effects of interactions on the FWM signal [31]. Thus, the
FWM signal for negative time delay is not seen in inhomogeneously broadened systems. In

ref. [59], the material studied was InGaAs which is a ternary alloy and, as such, is inherently



inhomogeneously broadened.

In GaAs quantum wells the strong correlation effects we discuss are not seen.
A reduction in exciton interactions has been seen for the lowest lying exciton states in
pump-probe measurements [74]. In these measurements, the strength of the exciton-exciton
interactions was determined from the shift in the energy of the exciton resonance, and
the interaction was modelled as a repulsive hard-core iﬁteraction between the excitons.
Interactions between the lowest excitons and higher energy excitons have been measured
by a novel four-wave mixing measurement and explained using a multilevel system model
(19]. The nonlinear optical response has been calculated within a Hartree-Fock theory [73].

Jiang et. al. [32] performed a four-wave mixing measurement in the frequency
domain on bulk GaAs ami saw an increase in the nonlinear signal with iﬁcreasing magnetic
field which they attributed to reduced exciton diffusion. Photoluminescence measurements
done on high-quality GaAs [60] found an increase in the exciton luminescence with magnetic
field which was attributed to a lower exciton temperature in the magnetic field. The more

effective exciton cooling in a magnetic field is ascribed to an increased energy relaxation

rate.

1.4 Outline of this work

In the next chapter, we give the theoretical fundar.nental.s necessary for interpret-
ing the experiments: the GaAs band structure, effect of the magnetic field, and the basic
theory of four-wave mixing experiments. Then, in chapter 3, we describe the experimental
apparatus in detail. In chapter 4, linear spectroscopy on GaAs in a magnetic field is dis-

cussed as preparation for considering the nonlinear experiments. The main experimental



results are given in chapter 5 and the theoretical interpretation is presented in chapter 6.
Chapter 7 discusses experiments that -explore the interactioﬁs in more detail and chapter
8 reviews some additional experiménts concerning further aspects of the behavior of exci-
tons in a magnetic field. In Chapter 9 we summarize our results and discuss some of the

questions raised by our research.



Chapter 2

Theoretical Background

2.1 Introduction

In this chapter, we review the band structure and optical selection rules of GaAs
and discuss the effect of the magnetic field on the semiconductor. We then discuss the the-
oretical interpretation of four-wave mixing experiments using some of the accepted theories
" previous to the time of this research. These results set the background fc;r interpreting our

experiments.

2.2 GaAs band structure

* "The band structure of bulk GaAs near the band-edge is shown in figure 2.1. The
band-edge is located at the [-point in the middle of the Brillouin zone. There are two
S-like conduction bands and 6 P-like valence bands. If we ignore the slight warping of the
bands due to the cubic symmetry of the crystal, the angular momentum is a good quantum

number, and we can label the bands by their total angular momentum, J. The lowest lying



Conduction Band
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Figure 2.1: Band structure of GaAs. E; = 1.5192eV and A = 0.341eV at low temperature
[13].

valence bands have J = 1/2 and are known as the split-off bands because they are lower
in energy than the other two bands due to spin-orbit coupljng. The bands with J = 3/2
and mjy = +3/2 are the heavy-hole (hh) bands with effective mass mpy = 0.5m¢ where my
is the bare electron mass. The bands with m; = +1/2 are the light-hole (1h) bands with
myp, = 0.082mg. The conduction bands have ms = £1/2 and m, = 0.0665mp. Due to the
symmetry of the bands, the transitions from the upper valence bands to the conduction
bands are dipole allowed, and only the [ = 0 exciton states can be excited. Table 2.1 at the
end of the chapter lists some important parameters for bulk GaAs.

At low temperature, there is a mechanical strain in our sample induced by the
sapphire window (The sample preparation is discussed in the next chapter.) which lifts the

degeneracy of the lh and hh bands at k = 0, resulting in two distinct exciton species, the lh-X



“and the hh-X [58]. In our experiments, we excite with o~ polarized light so that only certain
transitions are allowed, as shown in Fig. 2.2. In this polarization configuration, within the
mean-field theory, the SBE, there is no interaction between the 1h-X and hh-X. There is no
interaction due to Fermi-statistics because the 1h-X and hh-X‘do not share a common band,
and there is no Coulomb interaction because the matrix element of the Coulomb interaction
is zero between the 1h-X and hh-X [61]. Furthermore nb bound hh-X/hh-X or 1h-X/1h-X
biexcitons can be formed because all the hh-X/hh-X and 1h-X/1h-X interactions are in the
triplet state — the electrons ‘have the same spin. The oscillator strength of the Ih-X/hh-X
bound biexciton is very weak. Thus, the effect of bound biexcitons is minimized in this
polarization configuration.

The strain in the sample results in a mixing of the states of the lh-band and
the states of the hh-band. The mixing of the lh and hh bands occurs at k ~ 0.07nm~1 i

- which we estimate from the difference in Qnergy between the lh-X and hh-X resonances.

The wavefunction of the exciton in k-space is ﬁ% Thus, the points in k-space

above 0.07nm™! only contribute 29% to the exciton wavefunction. For simplicity, we do not-

include band-mixing effects in the theoretical treatment.

2.3 The magnetic field

The magnetic field shifts the transition energies of the excitons due to the exciton
diqmagnetism and the Zeeman splitting [25], but, more imporfantly, the magnetic field
affects the dynamics of the electfons and holes and the structure of thé exciton.

The electrons and holes are confined to Landau levels in the plane perpendicular

to the field so that applying a strong magnetic field to a bulk sample of GaAs results in a
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m=+3/2

m=+1/2

Figure 2.2: Allowed interband transitions, exciting with o~ light.

transition from 3-dimensional motion of free electrons and holes to 1-dimensional motion.
The confinement of the motion of the electron and hole results in a stronger Coulomb
interaction between them. Thus the lowest lying excitons (those associated with the n=0
Landau level) are squeezed by the magnetic field. For large magnetic fields, the Bohr radius
contracts o 1/[B] in the plane perpendicular to B and o In(|B|) in the direction parallel to B
[42]. An important consequence of this elongation is that the exciton develops, at distances
> ag, a quadrupole moment as the magnetic field is increased, raiéing the possibility that,
at low densities, the excitons might interact via a quadrupole-quadrupole‘interaction in
high magnetic fields [44].

The exciton wavefunct‘ion only becomes significantly cigar-like for magnetic fields
B > B. where B, is the field strength at which the cyclotron radius equals the zero field
Bohr radius, A; = ag [21].
2,3,

_H
B.= 322

(2.1)

where p* is the effective reduced mass of the exciton and € is the background dielectric

constant of GaAs. In GaAs, B, =~ 3.5T for the hh-X. We study the regime from B=0
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to B=10 Tesla. At 10 Tesla, hw, = 17.5meV so the energy needed to make a transition
between Landau levels is quite large for resonant excitation of the excitons with a ~ 100fs

Gaussian pulse (full width at half of the maximum of 18meV). For B <« B, the magnetic

- field is a perturbation on the excitonic structure. For B > B,, which is inaccessible in our

experiment, the Coulomb interaction is a perturbation on the Landau levels. For B ~ B,
the excitonic structure cannot be calculated analytically, but recently, the spectrum of the
hydrogen atom in an arbitrary magnetic field has been calculated numefically [44]. We
study the regime B ~ B, which is interesting both because of the computational difficulty
in calculating the excitonic structure in this regime and becau'se of the changes that occur
to the biexcitonic ground State in this regime [43]. The hydrogen molecule has also been
studied theoretically in arbitrary magnetic fields for the case of the magnetic field parallel
to the molecular axis [43]. In this case it was found that the ground state of the molecule
undergoes a transition at B =~ 0.18B, from the bound singlet state to the unbound triplet
state. At B =~ 14B,, beyond the range of our experiments, the groqnd state becomes the

state 311,,.

2.4 Four-wave mixing

In a two-pulse degenerate four-wave mixing (FWM) experiment, two pulses from
a modelocked laser at the same frequency, w, with wavevectors k; (pulse 1) and ks (pulse
2) are focused on the sample separated by a time delay, At. The four-wave mixing signal
emitted in the 2Ky — k; direction is then measured. By convention, At is positive when
pulsé 1 arrives at the sample first. A FWM signal is also emitted in the 2]31 — EQ direction

for which the roles of the two pulses are reversed. Figure 2.3 shows the basic setup.
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k, sample
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At 2K,-k;

Figure 2.3: FWM Configuration

There are three basic measurements that can be made on the FWM signal. The
intensity of the FWM signal can be measured in the time domain or frequency domain or
the total energy can be measured. The frequency domain measurement, the FWM Power
vSpectrum (FWM-PS), is made by aligning the FWM signal into a spebtrometer. The
time-domain measurement, Time-Resolved FWM (TRfFWM), is made by doing a cross-
correlation measurement of the FWM signal with a short reference pulse. The simplest
measurement is time-integrated FWM (TI-FWM) in which the energy of the FWM signal
is measured as a function of the time-delay, At. The setup for making these measurements
will be discussed in the next chapter. Recently, téchniques have been developed to fully
characterize a weak signal such as a FWM signal, in both amplitude and phase, [23, 46],

but these will not be discussed in this work.
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2.5 Maxwell-Liouville equations’

Wha:ut we measure is the electric field of the light emitted in the direction 21—52 - El.
To calculate this eiectric field, the coupled equations governing the light, described by
Maxwell’s equations, and the behavior of the sample, described by the Hamiltonian, need
to be calculated. For many experiments, the light field can be treated classically. This is
allowed because of the large number of photons interacting with the sample. Photolumines-
cence experiments are an exception because they involve the spontaneous emission of light
which cannot be described semiclassically.

The equation for the light field is the wave equation for the electric field driven by

the polarization created in the sample.

4 3

)= —;2-@13(7‘, t) (2.2)

— 1
VxVxE(r,t)—%—z

0
ot?
The polarization is then calculated quantum-mechanically. There are many differ-

ent methods for calculating the polarization depending on the problem to be solved. One

common formalism for calculating the polarization is with the density matrix, p(¢), [56].

P(r,t) = Tr[P(r,t)p(t)] L (23)

500 = —3AEC.0] (2.4

In general, these equations need .to be solved self-consistently for E (r,t) and P(r,t)
throughout the volume of the sample. We will make the simplifying assumption that the
sample is optically thin. This aliows us to ignore the spatial dependence of the polarization
and the propagation of the fields through the sample. We calculate ﬁ(t) from the input

fields to the sample and then calculate the emitted field from P(t). Thus, we can ignore
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the propagation of fields and the problem reduces to solving equations 2.3 and 2.4 for the

polarization.

2.6 Multilevel systems

It is helpful to consider the results of FWM experiments on some simple sys-
tems before considering the problem of a semiconductor which is a complicated many-body
problem. The canonical system for thinking about the results of FWM experiments is an

ensemble of non-interacting two-level systems. The Hamiltonian for this system is

H = Eylgi(gl + Bele)el - E - (le)g] + A*lg){el) (2.5)

where |g) is the ground state and |e) is the excited state. The dipole moment is given by
i = {e|e|g), and E is the real electric field. The quantity we measure experimentally is the
polarization, P = ple){(g| + c.c.

To c_alculate the optical response when the frequency of the light is close to reso-
nance with the transition energy, the rotating wave approximation (RWA) can be made [1].
In the RWA, terms in the equations which oscillate at frequencies ~ A + w are ignored in
favor of terms that oscillate at ~ A — w where A = (E, — E,).

The density mat;ix formalism is used to account for relaxation effects, which are
not included in the Hamiltonian, eqn. 2.5. The Liouville equation is written down for the
individual components of the density matrix, p, and relaxation terms are added by hand.
This leads to the well-known optical Bloch equations [1].

. 0 , - iR

zﬁ,gt-pee = Im[u*E*peg| — = pee (2.6)
1

) . - ih :

'm'a_tpgg = —iIm[u*E* peg) — ﬁ(ﬂgg -1) (2.7)
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. 0 : 1 ih .
mgt'peg = Dpeg — EHE(pgg — Pee) — Epeg ’ (2.8)

Here E is the complex electrié field E = £e~™!. T) is the longitudinal (population) re-
laxation time and T is the transverse relaxation time or dephasing time. 75 can also be
expressed in te_rmé of the dephasing rate, v = 1/T5.

These equations can be solved iteratively in powefs of the electric field, starting
with the 0* order solution which is just the density matrix for the system -in its ground

state when no electric field is applied.

(0 (0
Pee  Pe 0 0 :
5O = ( e Peg ) - ( - > (2.9)
, Pge  Pgg

The linear absorption can be calculated from the first order response to a monochromatic

~

electric field. The susceptibility is then

X = o — A) + v/ T | '

and the absorption coefficient is

a= é—i-lm[x(w)] (2.11)

As already mentioned, the FWM signal is calculated by considering the polariza-
tion created v'/ith wavevector 2k — ky by a sequence of two pulses with.wavevectors k; and
ko separated by time delay, At. The third order response « EZE} is the desirea FWM
signal. The calculation begins from the ground state of the system.

The electric fields are assumed to be of the form E = & (t)ei(d":‘“’t) where £(t)
describes the pulse shape and is slowly varying with respect to the optical period. For the
case of “delta-function” excitation where £;(¢t) = E13(t) and &;(t) = F26(t — At), the FWM

response can be solved analytically to 3"¢ order in the electric field. The polarization in the
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Figure 2.4: Results for a two-level system with A = 1.5eV and T = 3ps.
21—52 - El direction is

P(t) [*E2E;O(At)eP(A-)Atg (4 — At)el1A-E (2.12)

i

= e
(Here A represents the frequency, not the energy.) It can be seen thaf a signal is emitted
after the second pulse and only if pulse F; arrives first — i.e. At > 0. The TR-FWM is
given by |P(t)|? and the FWM-PS is given by [P(w)|?> where P(w) is the Fourier transform

of P(t). The TI-FWM signal is

+00

Sri(t) = |

i |P(t; At)|%dt = #wgh@(m)ie—mt (2.13)
The results of TI-FWM, FWM-PS, and TR-FWM calculated for an ensemble of non-
interacting two-level systems and Gaussian excitation pulses are shown in figure 2.4.

The TR-FWM signal appears immediately after the second pulse arrives in the
sample and decays with the time constant 75/2 — this is the free induction decay of the
polarization. The FWM-PS signal is the power in the frequency domain and will be a

Lorentzian line with full width at half max of 2%/T;. The TI-FWM signal is identically ]

zero for At < 0 and decays with the same time constant as the TR-FWM for At > 0.
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Figure 2.5: Multilevel Systems

The width of the resonance in the linear spectrum is also determined by 15, so
for the case of a homogeneously broadened ensemble of two-level systems, there is no new
information to be gained from FWM. For an inhomogeneously broadened ensemble, the
linewidth measured in the linear absorption is the inhomogeneous linewidth, i.e. the distri-
bution of energies, A, in the ensemble. The FWM éignal is emitted as a photoﬁ echo and
not a free induction decay; it appears a time At after the second pulse and has a rise time
andy deéay time given by the inhomogeneous linewidth. The homogeneous linewidth can be
obtained by measuring the TI-LFWM which decays with the time-constant T5/4 [1].

Wé would like to discuss two slightly more complicated multilevel systems to make
the distinction between polarization interference and quantum beats. Figure 2.5 shows
the level diagrams fof a four-level system and a three-level system both homogeneously
broadened. In the four-level system, there are dipole transitions between levels a and b and

| between levels ¢ and d, but there are no other possible transitions in the system. Thus the
system éan be thought of as two independent two-level systems. If we look at the emission

from this system, it will consist of emission at the freqencies A,y and A4 which will beat

resulting in oscillations in the emitted polarization.
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Figure 2.6: TI-FWM for a four-level and three-level system. These curves are calculated
using the Liouville space formalism in [56]. The excitation pulses are Gaussian pulses.
For the four-level system Agy = 1.514eV, Ay = 1.518eV, Y5 = Yeq = 0.0005fs71, and

thap/thed = 0.8. For the three-level system Ay, = 1.514eV, A, = 1.518eV, Yoo = Yoo =
0.0005fs™1, and ppe/tteq = 0.8.

In the three-level system, there are dipole transitions between levels b and a and
between levels ¢ and a. The three-level system will also emit at the frequencies Ay, and
Acqe. The question is how to distinguish between the three-level and four-level systems by
examining the optical emission. It is clear that these systems cannot be distinguished by
their linear polarization or absorption. In both cases, there are two peaks in the spectrum
and oscillations in the time domain.

On the other hand, the FWM provides several ways to distingﬁish between these
two systems. Figure 2.6 shows that the TI-FWM for the two systems is clearly different. The
oscillations are not only much more pronounced for the three-level system in the TI-FWM,
but the emission from.the two transitions separately also shows pronounced oscillations as
a function of At. This is because the two transitions are coupled in the three-level system

so that the populations of the excited levels oscillate as a function of At. In contrast,
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in the 'four-level system, the émission from the two transitions does not show oscillations
because they are decoupled. In an actual experiment, there will be small oscillations at a
given frequency due to the finite linewidth of the emission from each transition [51]. The
beating .in the four-level system is known as polarization beating because it is entirely due
to interference of the electromagnetic waves. In the case of the three-level system, it is
known as quantum beatiﬁg.

There is another way in which FWM can be used to distinguish between quantum
beats and polarization interference [40}. If the time of emission of the TR-FWM is measured
as a function of At, the relationship will be linear. A slope of one indicates that the
polarization is emitted immediately after pulse 2 which is the case for quantum beats. A
slope of two indicates that the polarization is emitted a time At after pulse 2, like an echo,

which is the case for polarization interference.

2.7 The Semiconductor Bloch Equations

At first glance a semiconductor near the band edge is a multilevel system. If
the excitonic states are being studied, the semiconductor can be thought of as a two-level
system: the ground state is the unexcitéd state with no excitons and the excited state is
the state with an exciton created. The continuum states can be modelled as an ensemble of
inhomogeneously broadened two-level systems. Each state in k-space is a two-level system
at a different energy given by the dispersion of the valence and conduction bands.

Optical experiments in semiconductors have been explained using a multilevel
system approach (see, for example, [54] and [69]). However, the microscopic description

of an optically excited semiconductor is, in general, a complicated problem in many-body
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physics because of the strong interaction between all the excited electrons and holes in the

semiconductor.
The correct starting point for calculating the optical response is the electron-hole

Hamiltonian [26]. Here it is easiest to write the Hamiltonian in the second-quantized form.

C A

H = Z{GCkachak + fhkbir(bk}
k
1
-2- Z Vq{aL+qaL,_qak:ak + bL+qu/_qbk’bk - QGL_{_qu,_qbk/ak}
k#K'

~ S E@®) - {fevalbl . + Fyb-xak)} (2.14)
k

2

Va= ﬁg—ﬁ ' (2.15)
The first line of equation 2.14 gives the one particle energies of the electrons and
holes and contains the band structure of the semiconductor in the electron-hole representa-
tion. The fermion operator aL creates an electron with wavevector k and bL creates a hole
with wavevector k. €. and epy give the energy dispersion for the conduction and valence
.bands respectively. Eqn. 2.14 includes only one conduction and one valence band, but it can
easily be generalized to include more bands. We make the effective mass approximation, so
that the electrons and holes can be treated as free particles. The band dispersion is then

given by

1 h2k? 1 h?k?

€k = By + and €k = 7 Eg +

o 2.16
2 2m} 2 ( )

-272‘

The Coulomb interaction of the full valence band is included in the band gap energy, Eq .
The second line of equation 2.14 is the energy of the Coulomb interaction between

the electrons and holes. Vg is the unscreened Coulomb interaction in k-space. Only the

monopole-monopole term of the Coulomb interaction is retained [30]. The last line is the
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energy of the interaction with the applied electric field in the dipole approximation. [,
is the dipole moment between the valence and conduction band states and is taken to be
indepéndent of the wavevector, k. As with the multilevel system models, the rotating wave
approximation will be made in calculating the polarization.

The polarization is given by the expression

P=3ja(B)=> fc(ad) - (2.17)
k k
The dynamics of the polarization can be evaluated using Heisenberg’s equation of motion
for the polarization operator.
d »

—P. =—=[B H 2.18)
dt k h[ k> ] . ( 8)

It is straightforward to calculate the result.

h;i (albly) = (e +end) (afbly) — 3" Va(al_plirq)
q#0

+ g-E(t) (1 - <a;‘(ak> — <bT_kb~k>)
+ Z Vq{<aTka’;r(’bT—k+qa‘k'+CI> - <aL+qaLbT—kak’+q>
k’,q#0
+ (ol b ipqbliboie) = (albl by i qbor)} (2.19)

The first line of eqn. 2.19 gives the behavior of the undriven polarization. The first
term gives the frequency dependence of the polarization due to the band structure and the
second term is the Coulomb interaction between the electron and hole which results in the
excitonic structure. This equation is formally equivalent to the equation for the hydrogen
atom. The second line is the driving term resulting from the applied electric field. The first
term in this line is responsible for the linear optics. The other two terms are proportional
to the density of electrons and holes respectively and result in the same nonlinear signal

which is seen in multilevel systems. This is the Pauli Blocking (PB) nonlinearity.
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The third and fourth lines describe the nonlinear contribution to the polarization
due to interactions between four-particles. These terms are responsible for much of the
interesting physics in the optical response of semiconductors. They are also the source of
the computational difﬁculty. ' |

Without these terms involving four-particle correlations (by which we mean the
expectation value of four particle operators), the polarization would only be coupled to the
populations of electrons, n, = (azak), and holes, nj, = (bzbk). The equations of motion for
the populations can be calculated in the same manner as the equation for the polarization
and, neglecting the four-particle correlations, we would have a closed set of three equations.

If we do not neglect t-he four-particle correlations, wé must calculate the equations
of motion for the four-particle correlations. We find that they are driven by six-particle
correlations. The.six-particle correlations are, in turn, driven by eight-particle correlations
and so on in a never-ending hierarchy. Some approximati‘on must be made which truncates
this hierarchy of equations.

The most common a,pproximatio.n in dealing with semiconductors has been to
factorize the four-particle correlations into products of two-particle correlations and make
the random phase approximation (RPA), in which terms which oscillate rapidly due to large

momentum differences are ignored. For example,

<aLa;rc/bT_k+qak'+q> factorizzation <a;2ak,+q> <aI~,’bT—k+q>

RgA <a;ak/+q> <aL,bT_k+q> 5k,k’+q = nekPk_q (2.20)

This approximation is also known as the time-dependent Hartree-Fock approximation. This

leads to a set of equations for the two-particle density matrix which are the well known
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Semiconductor Bloch Equations (SBE) [65]. The SBE in the relaxation time approximation

are given below [26].

0 L . 1
=P +ileck +en) Py = (1 — nep — npp)wrr — 7P (2.21)
ot T
9 e = —2Am(wmePl) — e (b= e, h) (2.22)
ik = mlwreFi) = mmoe (b=, .
heswe = Rew+ Y Viegnsg (b=e,h) (2:23)
- _
L
wrk = 3 {dw E+) Vk_qpq} (2.24)
q#k

The SBE are a mean-field theory at the level of thg 2-particle correlations. Thus,
they account for the exciton and all other 2-particle correlation effects, but neglect higher-
order correlations. In eqns. 2.21 and 2.22, the elements of the dgnsity matrix, Py, Nek,
and npg interact with a'n éﬂective field, wgy, which includes both the externally applied
electric field and a term due to the polarization from all the other k states. Mean-field
theories have played an import.ant role in condensed matter. physics. The BCS theory of
superconductivity [67], the Heisenberg equation in magnetism [3] and the Landau-Ginzburg
equation in thermodynamics ére all mean—ﬁéld theories. The SBE have been successful in

~explaining and predicting many expériments in semiconductors, includiﬁg the AC Stark
effect [65, 66], TR—FWM in quantum wells [83], phase measurements [18],‘ and photon
echoes from the continuum states [24, 48] to name a few. |

Qne important result explained by the SBE, relevantr for this work, is the existence
of a FWM signal for At < 0 for experiments done on excitons in GaAs quantum wells
(45, 81]. The SBE showed that this signal is a result of interactions between the exciton
polarizations via the Coulomb interaction. This term results in a signal for At < 0 which

rises twice as fast as the decay, as was seen experimentally. The prediction of a rise time
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Figure 2.7: The PB nonlinearity (top) only produces a signal for A¢ > 0. the BCI nonlin-
earity (bottom) produces a signal for At < 0 as well.

of Ty /'4 is a very general result of the SBE and is not dependent on the details of the
excitation or the material assuming homogeneous broadening. Inhomogeneous broadening
in the sample results in a weaker signal for At < 0 [31].

The PB nonlinearity is the interaction of the laser pulse with the coherent popu-
lation, o< Ej,(t)nk,—k, (t), and only results in a signal for At > 0 when the electric field and
the coherent population overlap in time. (The subscripts refer to the modulation imposed
by the wavevector of the pulses and not the crystal momentum.) The nonlinearity due to the
bare Coulomb interaction (BCI) — the Coulomb interaction in the mean field approximation
— is the interaction of the polarization with the coherent population, oc Py, (t)ng,—g, (t).

Because the polarization lasts much longer than the laser pulse, there is an interaction for
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At < 0. This is shown schematically in Fig. 2.7.

2.8 Failures of the SBE

Because the SBE in the relaxation time approximation neglect all correlations
beyond the 2-particle correlations, they are unable to explain some important experimental
results. The most glaring omission of the SBE is the béund biexciton. Because the SBE
factorize all.four-particle corrglations, they are unable to account for the binding of two
excitons which is a correlated state of two electrons and two holes. In some cases, biexcitonic
effects in FWM experiments have been explained using a multilevel system approach whefe
the bound biexciton is a state at energy, 2Q0; — ep, where 1 is the ex-citén transition energy
and ep is the biexciton binding energy [9, 54].

Another important failing of the SBE is their inability to explain the polarization
dependence of the FWM signal. Experimentally, it is found that the FWM signal for two
Cross linearly polarized input pulses is weaker than. that for co-linearly polarized excita-
tion whereas the SBE predict that both signals should be of equal intensity (although not
necessarily identical in form) [7].

Different approximation schemes have been used to extend the SBE beyond the
relaxation time approximé,tion. One well-known scheme is the inclusion of excitation in-
duced dephasing (EID) [79, 29]. In this scheme the density dependence of the dephasing
rate, v, is calculated. EID is again the result of higher-order correlations. In the case of
interactions with an incoherent bath of free electrons and holes, it is reasonable to factorize
the higher-order cqrrelations, and the dephasing, v, can be calculated within the screened

1

Hartree-Fock approximation. In the low-density limit, only the linear term in the excitation
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Figure 2.8: SBE Calculation of TI-FWM for bulk GaAs in a magnetic field -

density is included and the dephasing can be written v = v9++'An, where An is the excita-
tion density. Calculations within the EID approximation to third order in the electric field
show qualitatively the polarization dependence of the FWM intensity seen experimentally.
Calculations to fifth order in the electric field show a change in dephasing time with den-
sity. In [79], a pre-pulse was used to create a quasi-thermal incoherent electron-hole bath,
so the screened Hartree-Fock approximation seems reasonable, but care must be taken in
calculating EID for coherent measurements such as FWM. EID does not affect the rise time

for At < 0 predicted by the SBE [80].
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Parameters for unstrained GaAs [13]:

The band gap, E, 1.5192eV
Energy of the split-off band, Ag 0.341eV
the background dielectric constant at 1.6K, ¢ | 12.40
conduction band effective mass, m, 0.0665m
hh-band effective mass, mpp 0.5myg
lh-band effective mass, myp 0.082myg

Parameters for GaAs in a magnetic field [25]:

hh-X reduced mass, ppp 0.042my
hh-X Bohr radius, a}" 156A
hh-X binding energy 3.7meV
lth reduced mass, Ly 0.052my
1h-X Bohr radius, a§* ’ 126A
1h-X binding energy 4.6meV
Magnetic field at which A\, = ag, B 2.7 Tesla
Blh | 4.1 Tesla

Table 2.1: Important parameters for GaAs.
2.9 SBE calculation of GaAs in a magnetic field

Figure 2.8 shows a calculation of the SBE in the relaxation time approximation
corresponding to our experiment: TI-FWM for bulk GaAs in a magnetic field excited with
o~ polarized light. The calculation is performed .on a mixed basis ‘of ‘plane-wave states
with & || B and Landau levels, keeping only the contribution from the Iowest. Landau level.
Here we see the characteristic rise and decay times of 1/4y and 1/27. Alsov notice that
while there are oscillations in the total signal; there are élmost no oscillations at the 1h-X
or hh-X indepen‘dently. | GaAs excited with o~ polarizea light resembles the 4-level system
mentioned previously. As mentioned before, in this system the transitions are not coupled
quantum-mechanically — either by PB or the mean-field Coulomb interaction — and the

beating in the signal is due to polarization interference.
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2.10 Conclusion

In this chapter, we have reviewed the band structure of GaAs and the theory of
four-wave mixing in semiconductors. The relevant parameters for GaAs are summarized
in table 2.1. Exciting with o~ polarized light, the 1h-X and hh-X do not interact, and
1h-X/1h-X and hh-X/hh-X bound biexcitons cannot be formed. Some FWM experiments in
semiconductors can be explained using multilevel system models, but because the eiectron—
hole pairs interact via the-Coulomb interaction, there are interaction effects which go beyond
these models. The Semiconductor Bloch Equations include the Coulomb interaction within
the time-dependent Hartree-Fock approximation which includes all correlation effects at
the 2-particle level. Because higher order correlations are ignored, the SBE cannot explain

some important features of optical experiments in semiconductors.
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Chapter 3
Experimental Setup

3.1 Introduction

The geometry of two-pulse degenerate four-wave mixing (FWM) experiments (Fig.
3.1) was described in the prévious chapter, as were the three measurements that can be made
on the FWM signal: time-integrated FWM (TLI-FWM), time-resolved FWM (TR-FWM),
and the FWM power spectrum (FWM-PS). In this chapter, the equipment used to make
these measureménts is described. The two main pieces of eqﬁibment needed are the laser
for exciting the sample and the magneto-optic cryostat which applies the magnetic field and
keeps the sample at a temperature of 1.6K. In addition there are optical and mechanical
components for sending the pulses aiound the table and delaying one pulse with respect fo
the other. Finally there is a spectromefer for the frequency characterization and electronics
for detecting the FWM signal. The structure and processing.of the bulk GaAs samples will
also be described, as will the details of a few other measurements and calculations that are

necessary for evaluating the FWM experiments.
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Figure 3.1: The FWM Configuration.

For our experiments, the excitation pulses were co-circularly polarized (o7) ~
100fs pulses from a Ti:Sapphire laser with central wavelength A ~ 820nm, resonant with
the.excitonic lines. The samples were high quality layers of MBE grown bulk GaAs, and
the measurements were made in magnetic fields between 0T and 10T in the Faraday con-
figuration (k || B — k; and ky are close to parallel.). vThe majority of the measurements

were made at a temperature of 1.6K.

3.2 The laser system

The laser we used for these experiments was a Ti:Sapphire laser built from the
NJA-2 kit manafactured by -Clark MXR. The laser reliably produced output pulses with a
length (FWHM) between 80 and 120fs and with output power between 200 and 330 mW.
For most of the experiments, the laser was in a configuration in which a dye jet was installed

in the cavity to assist in modelocking so that the laser would be self-starting. Two extra
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Figure 3.2: typical laser spectrum and autocorrelation. From these measurements, AvAt ="
0.5 where Av and At are the full-width half-maximum (FWHM) values of the electric field
intensity in the frequency and time domains respectively. For transform limited pulses
AvAt = 0.4413.

curved mirrors were placed in fhe cavity to focus the beam in the jet. In this conﬁgurati‘on',
the pulse repetition rate, determined by the cavity length, was 86 MHz. The dyes used were
HITCI and IR140 dissolved in an ethylene glycol jet. For some of the experiments the laser
was in a configuration without the dye jet. In this configuration, the output characteristics
of the laser pulses were virtually the same as before, but the laser was not éelf-starting and
_the repetition rate was 105MHz.

In general, the laser was characterized by its .autocorrelation»-(AC)-aﬁd--spectrum.
The AC was taken using the same two pulses used for the FWM experiments (beams 1 and
2 iﬁ Fig. 3.4), focused into a 100um thick KDP crystal. The two puises were not collinear
so that the AC signal (at the second harmonic) was in a background free direction. The AC
signal was detected with a Hamamatsﬁ 931A PMT and sent to a SR530 lockin amplifier.
The spectrum was detected with the same setup as the FWM-PS. When measuring the laser
spectrum and other coherent sources with large bandwidths, tracing paper was sometimes

placed over the entrance slit to the spectrométer to reduce problems due to interference
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Figure 3.3: Results of a FROG measurement on the laser giving both the phase and am-
plitude of the electric field in both frequency (left) and time (right). Courtesy of M. V.
Marquezini

within the spectrometer. A typical autocorrelation and spectrum are shown in figure 3.2.
The pulses are close to Gaussian in shape and are typically close (within 15%) to the
transform limit. In some configurations, there is some structure on the laser spectrum,
as seen in Fig. 3.2, but the pulses are well-behaved and the experimental results are not
affected.

The laser was also characterized a few times by frequency resolved optical gating
(FROG) [20, 75]. In our configuration the optical gate was the same second-harmonic
crystal used for the AC measurements. With this technique both the amplitude and phase
of the electric field of the pulse can be determined. Figure 3.3 shows the results of the laser
characterization on a typical day. The pulse shape is reasonably well fit by a Gaussian, and
the phase of the pulse varies by less than 4.5 x 10727 between the 2% points of the power

spectrum [53].
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Figure 3.4: Layout of the Optical Table

3.3 Optical setup

A schematic diagram of the optical layout is shown in figure 3.4. This is a standard
layout for FWM measurements. The pulse from the laser is split into 3 beams using two
beamsplitt'ers. Two pulses are sent into the cryostat to excite the sample, and the third
pulse is the reference pulse used to meésure the TR-FWM, as will. be described in the next
section. The mechanical stage in the path of beam 1 allows the delay of that pulse to be

varied. The stage is a Klinger stepper motor with 0.1um step size which allows time delay
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increments of 0.667fs.

Beams 1 and 2 are aligned parallel approximately 8mm apart and 14cm above the
optical table. The parallelism is checked by adjusting the separation at two points, one
close to the steering mirrors and the other as far away as possible. A mirror on a removable
magnetic mount can be placed in the beam path, sending both beams to the autocorrelation
setup. P

Two rﬁirrors (not shown in Fig. 3.4) then send the beams to a height of 30cm to
be sent through the cryostat. A zero-order A/4 plate is placed directly before the focussing
lens in front of the cryostat to create o~ polarized light. The degree of polarization is better
than 99.9%. With a separation of 8mm between the beams at the lens and a 200mm focal
length, the angle between El and 1_52 is ~ 2°, The lens is a two inch lens with a nominal focal
length of 200mm. There are two windows of either spectrosil WF or fused silica between
the lens and the sample. The total thickness of glass is 5.175mm.

After the cryostat, the beams are sent down to the table (14cm) with two 2 inch
mirrors. All three beams (at El, Eg, and 2k — 1_51) can be captured by the mirrors, and
any oneé of the beams can be aligned through the irises whi;:h send the beam into the
characterization setup. This allows us to easily align different experiments such as pump-

probe or linear characterization of the transmitted pulse.

3.4 Four-wave mixing detection and measurement

When describing the FWM setup and theory, a single FWM measurement is de-
scribed in which two pulses of light are sent into the sample and the FWM pulse energy

is measured. In a real experiment, this measurement is repeated at the repetition rate of
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the laser (~ 12ns in our case), and the power not the energy is measured. In TI-FWM, the
power in the FWM signal is measured as a function of tirr.le-delay, At. The input beams,
El and Eg, are differentially chopped with a HMS chopper, and the FWM signal is sent into
a photo-multiplier tube (PMT). We use a RCA C31034A PMT with a GaAs photocathode
in a water-cooled Prdducts for Research housing. Typically, the PMT is biased at -1200V,
and the FWM signal is reduced by a factor of 10'5 with two ND filters before being sent
into the detector. The PMT output is converted to a voltage wifh a 100K resistor and
measured with the lock-in amplifier (Stanford Research Systems 530) which is referenced to
the chopper. The signal is then recorded as the time delay of pulse 1 is varied. The output
voltage measured varies from tens of microvolts to tens of millivolts. To estimate the back-
ground signal due to scattering, the signal was measured at large positive and negative time
delays (JAt| > 30ps). The background signal could be different for positive and negative
time delays when the background was due to a pump-probe signal scattered into the FWM
direction. The TI-FWM was corrected by subtracting off the background signal from the
measurements for all At, using different background measurements for At > 0 and At < 0.

In a FWM-PS ‘measurement, the power in the FWM signal is measured as a
function of frequency at a given time delay. The FWM-PS is measured by sending the
FWM signal into a spectrometer and optical multichannel analyzer (OMA). A background
signal due to scattering aﬁd fluorescence is subtracted by measuring the spectrum with
eaéh beam individually blocked and then subtracting these two spectra from the measured
FWM-PS. If the s'cattering and fluorescence are large compared with the FWM signal, this
subtraction will typically not work well because it does not account for the phase of the

light.
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For most of the measurements, the spectrometer used was a 0.25m SPEX with
a 1200 gr/mm grating. A diode array (EG&G Electronics) measured the spectrometer
output and the diode array signal was sent to the OMA (also EG&G) which, in turn, was
connected to the computer via a GPIB connection. The dispersion of this spectrometer was
0.059 £ 0.0001 nm/pixel. The spectrometer was calibrated using an Oriel argon lamp. For
some experiments we used .a 0.75m spéctrometer (Spectra Pro 750 from Acton Research
Corporation) with a 1200 gr/mm grating. The dispersion of this spectrometer was 0.0234
nm/pixel.

Lastly, the TR-FWM is a measurement of | Pry p(t, At)[? as a function of time at
a given time delay. This measurement is made by cross-correlating the FWM signal with a
reference pulse (beam 3 in Fig. 3.4) from the laser in a lmm thick BBO crystal. The second
harmonic signal is then measured with a PMT (Hamamatsu 931A mounted in a Products
for Research housing). If the reference pulse is short in comparison with Pgrwas(t, At),
the second harmonic signal as a functionb of the time-delay of the reference pulse will be

proportional to the FWM signal.

3.5 Finding the signal

To find the FWM sigﬁal, the input beams were aligned parallel as carefully as
possible, and the zero delay was found by taking the autocorrelation. The zero delay of the
autocorrelation did not correspond exactly to zero delay in the sample because the AC was
not taken at the sample position, but the zero-delay of the FWM was always within about
200fs of the zero-delay of the AC.

We looked for the FWM signal at the output of the cryostat with an IR viewer,



37

looking on either side of the transmitted beams 1 and 2. Beams 1 and 2 were blocked directly
after the cryostat so that the much weaker FWM signal could be detected. Unfortunately,

when there is a lot of scattering, this technique does not work. Then it is sometimes helpful

to image the sample surface onto a CCD camera to adjust the overlap of the pulses; when the

pulses are overlapped on the sample, the interference can cleaﬂy be seen. Another technique
for maximizing the overlap and determining the zero time delay is to measure the pump-
probe signal which is much easier to align. Some luck is then needed to find the position of
the FWM siénal. The location of the FWM signal in relation to the two transmitted beams

is known, so its path can be estimated and aligned into either the spectrometer or the PMT.

Differentially chopping the input beams, the lock-in should read a maximum signal when

the FWM is aligned correctly into the PMT. A scattered pump-probe signal will also be

detected by the lock-in, so the response of the signal to time-delay must be checked. A
pump-probe signal has a step-function response. On the spectrometer, the FWM signal
has emission peaks at the lh-X and hh-X at low excitation density and the signal should

disappear if either beam is blocked.

3.6 The magnet.

The samples were housed in a magneto-optic crybstat custom built by Oxford
Instruments, Inc. The‘ magnet was a suberconducting split-coil which operates between 0
and 11.8 Tesla and is uniform to better than 0.25% in a 10mm diameter épherical volume
centered at the sample position. A cross section of the cryostat is shown in figure 3.5.

The samples wére mounted on a flat metal sample holder with ﬁeﬂon tape. The

sample holder was, in turn, mounted onto a 112cm sample arm that was inserted into the

TE
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Figure 3.5: Magnet cross-section. The angular aperture is 25.5°.
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sample cell. Most of the time, the system was stable, but we occasionally had problems
with mechanical vibrations §vhich may have been due to the long sample arm.

A capillary tube connected the sample cell to the helium reservoir. By opening
a valve éontrolling the flow through the capillary and pumping on the sample cell, the
temperature of thé sample could be brouglllt below 2K. The temperature of the sample was
measured with a carbon glass resistor mounted just above the sample holder. In addition,
there was a carbon glass resistor mounted at the base of the sample cell.

Also at the base of the sample cell was a resistive heating element. By regulating
the flow of helium through the capillary and céﬁtrolling the heater automatically, the tem-
perature of the sample could be controlled with a feedback loop. In practice this feedback
loop regulated the temperature measured at the base of the sample cell. The temperature
measured on the sample holder would then sta.b%lize at a higher value. It was not possible
to regulate the feedback loop with the temperz;ture' sensor on the sample holder because
this introduced a pu.re- time delay into the feedback loop so that it was unstable. The
feedback loop is a proportional-integral-derivative (PID) feedback loop in the Oxford ITC4
temperature controller; We found that the values 90%, 0.3 minutes, and 0 minutes worked
well for the proportional, integral and derivative settings for our system.

We used both an Alcatel 2063C mechanical pump with a displacement of 50 cfm
and a Leybold Sogevac UV25 with a displacement of 17 cfm to pump on the sample cell.
The Alcatel pump was capable of bringing the sampie to 1.6K with a pressure of < 1 Torr
in the s:;mple cell. The Leybold pump brought the temperature to 1.8K with a pressure of

~ 5 Torr in the sample cell.
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3.7 Samples

Most of the measurements in this
work were made on a 0.25um thick layer of
bulk GaAs grown at Sandia National Lab-
oratories. All measurements mentioned in
this work were taken on this sample unless
explicitly stated. T will also discuss a few
measurements taken on a 1.0pm sample,
and 0.5p4m and 0.25pm ‘samples grown at
Bell Labs. The 0.25pm Sandia sample con-
sists of an AlGaAs layer, the 0.25um GaAs
lé&er, and another AlGaAs layer grown by

MBE on a bulk GaAs substrate. The two

Figure 3.6: Structure of the 0.25um Sandia

sample. AlGaAs layers serve to remove the bulk layer

from the surface so that band-bending effects are avoided. The AlGaAs layer between the
substrate and GaAs layer also serves as the stop etch layer. The sample structure is shown
in figure 3.6.

The entire 2 inch wafer was anti-reflection coated on the polished side. An approx-
imately 3mm x 3mm piece of the Wafer was cleaved and glued to a sapphire window with
UV cured Norland optical adhesive 61_. Sapphire was chosen because of its high thermal
conductivity. The window was 1.0 mm thick and 11mm diameter, c-axis cut to avoid any

-problems due to bi-refringence. The bulk GaAs substrate was then sanded to a thickness

of 0.004 inches after which the rest of the substrate was chemically etched until the stop
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etch iayer was reached [47]. We used a jet etch (Model 550D Single Vertical Jet Electropol-
isher from South Bay Technology) for the etching pro.cess. The progress of the etching was
monitored with a Zeiss microscope. The surface would appear wavy before the stop-etch
layer was reached, and would become very smooth at the stop—étch layer. After the etching,
the etched side was anti-reflection coated. The anti-reflection coating is a single \/4 layer
of Si3N4 (the refractive index and thi‘ckn‘es‘s were measured to be 2.09 and 1018A by Dr.
Howard at Sandia National Laboratories). The compressive mechanical strain in our sam-
ples is the result of the diﬁerent thermal contraction of the GaAs layer and the sapphire
window when the. sample is cooled to 1.6K.

The 0.25um and 0.5xm samples from Bell Labs have a 100A GaAs layer at the
polished surface, a 0.5um Aly 3Gag.7As layer, the 0.25um or 0.5um bulk GaAs layer, a 1.0u
Aly3Gag.7As stop-etch layer, and an additional 1.0um of MBE grown GaAs on fhe GaAs
substrate. The purpose of the IOOA. layer at the surface is to prevent oxidation of the
Alo,gGamAs. The 1.0pm sample consists of a 1.08um GaAs layer on the surface, a 1.0um

Aly 3Gag.7As etch stop layer, and the bulk substrate.

3.8 Linear absorption measurements

The linear absorption of the sample was measured by transmission measurements
done with an incandescent light bulb. The light bulb was collimated with a simple lens of
between 50mm and 70mm focal length, aﬂd polarized in the same direction as the laser with
a Glén—Thompson polarizer. The light beam gzvas focu’séd onto the sample using the optics

of the FWM setup and was sent to the spectrometer. Spectra were taken with and without
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the sample in place, and the absorption coefficient was calculated according to Beer’s law,

(3.1)

where L is the sample thickness, I,,s(w) is the transmission spectrum measured through the
sample, and I;;(w) is the spectrurﬁ measured withou"c the sample. Because the light bulb
' is not a perfect point source — due to the finite size of the filament — the spot size of the
focussed beam is large ahd the whole sample is illuminated. As a result, the inhomogeneity
of the exciton energy due to inhomogeneous strain in the sample results in a larger line.width
measurement for the absorption specti‘a taken with the light bulb. The resolution of the
SPEX spectrometer was also a limiting factor in rheasuring the linewidth of the lowest lying
excitonic states.

Linear absorption spectra were also taken with the laser and the 0.75m spectrom-
eter. These measurements give more accurate linewidths, but have their own difficulties.
The energy range that can be measured is narrow. Interference effects can resﬁlt in a noisy
spectrum (as mentioned before tracing paper was sometimes used to minimize these prob-
lems) and fluctuations in the central frequency of the laser pulse can cause problems in the

calculation of a(w).

3.9 Spot size measurements

The spot size of the focused pulses on the sample was measured by passing a knife
edge through the beam and recording the intensity transmitted around the knife edge. The
measurement could not be made directly at the sample position. Instead, the beams were

steered alongside the magnet and the lens was place in the path so the beam followed an
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equivalent path length with the same optics. The distance to the knife edge was measured
to be the same as that to the sample within the cryostat and an equivalent amount of glass
was placed in the sample path.
The knife edge measurements were typically made by mounting the knife edge, a
razor blade, on a Klinger stage so that the data could be collected automatically. Mea-
>surements were also made with the knife edge mounted on a Line Tool translation stage
when a Klinger stage was not available. The power as a function of knife‘edge position was
thén fitted to an error function to extract wy, the beam waist assuming a Gaussian TEMgg-
mode. The fits were quité good, indicating that the beam had a good profile. The lens
was mounted on a translation stage along the beam direction so that the leﬁs focus céuld
be found. The beam Qaist was measured as a function of lens position, and this data was
fitted to the parameter w(z) of a Gaussian TEMgy mode.
| The measured beam waist was wy = 26.6 + 1.0 microns. Because we cannot be
absolutely certain that the sample is at the focus, this value represents a lower bound for

the spot size.

3.10 Density calculations

Once a(w) and the spot size are known, the excitation density can be calculated.

The total power absorbed per unit area in the sample is
/de(w)(l — e~ *WLYW-cm 2 _ (3.2)

where I(w) is the laser intensity and a(w) is the absorption coefficient of GaAs. The average

number of carriers created by one pulse per unit length in the z direction — the propagation
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direction — per unit area in the xy plane is

L—lf/dwl—éc:)—)(l - e_"(“’)L) cm ™3 (3.3)

where f is the laser repetition rate. The intensity is, of course, not uniform in the radial
direction (the plane L k). We approximate I(w) by averaging the intensity for r < wp. For
a Gaussian beam with peak intensity Iy, the average intensity is

I _ 0.865P,

I= 0 865— 5
2 TWY

(3.4)

where P, is the total power in the beam as measured with a power meter (Newport 815). The
profile of the laser spectrum, L(w), can be measured with the spectrometer and normalized

so that
/ dwl(w) = 1 (3.5)

Thus the carrier density is

_ 0865P, / dw _ =o)Ly 3 (3.6)
'ITU)O

The integral is calculated numerically from the absorption data and the measured laser
spectrum.

This carrier density estimate is dn upper bound: The spot size is a lower bound.
The quantum efficiency is assumed to be 100%. The absorption is not corrected to ac-
count for bleaching or to account for energy that is reflected from the sample. And the
power measured is higher than the power incident on the sample because there are optical
components between the sample and the position where the power measurement is made.

Here is a representative calculation:

measured power P, = 10.8mW/100
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laser repetition rate 1/f = 12ns
10. '
total pulse energy P/f = %ISVV x 12ns = 8.1 x 10%V

/ de(l—e’a(“’)L) = 0.18151eV !
hw
Wy = 26”
L = 0.25u

= N 2.4 x 10%cm ™3

The factor of 100 comes from an nd2.0 filter which was not in place for the power measure-

- ment. The density is calculated for 1 pulse exciting the sample.

3.11 Data collection software

‘The lock-in amplifier, OMA and Klinger stepper-motor driver were all connected
to a PC via a GPIB connection. The fnajority of the data was collected using software that
we wrote in Visual Basic. There were two main programs, one which acquired data from
the OMA and one which acquired data from the lock-ih amplifier. |

The program which controlled the OMA would read data into one memory of the
OMA, download it into the PC and then display it on the computer screen. .One scan

~could be read and saved as a scan of the dark current of the diode array and would then be
subtracted from all the scans to correct for the dark currént. The program was also capable
of collecting an array of scans as the stepper motor was moved. This allowed us to measure
the FWM-PS as a function of At. Tﬁe program set the OmMA to cool the detector array to

5.°C and set the exposure time to 30us. Some data was taken with the program WINSPEC

supplied by Princeton Instruments.
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The program which read the lock-in amplifier would scan through a range of step-
per motor positions, waiting at each stepper motor position a specified amount of time and
then reading the value measured by the lock-in. The starting and stopping stepper motor |
positions and the number of positions at which to take measurements were specified within
the program using a setup menu. The program was capable of repeating a scan of the
stepper motor positions a specified number of times and averaging. The lock-in parameters
(sensitivity, time constants, etc.) were chosen from the front panel of the lock-in. The
waiting time and number of scans were also specified from the setup menu. Some data was

taken with an older program written in ASYST by Jean-Yves Bigot.
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- Chapter 4

Linear Measurements

4.1 Introduction

In this chapter, we briefly give the results of some linear measurements on the sam-
ple. These measurements characterize the sample, and give a good framework for evaluating

the results of the nonlinear measurements.

4.2 Absorption spectra

Figure 4.1 shows a series of absorption measurements on the 0.25um Sandia sample
taken with o~ polarization. We see the 1h-X and hh-X below the band-edge and a series of
higher-lying magneto-exciton states above the band edge. As mentioned in chapter 2, the
strain in the sample splits the 1h and hh bands at k=0 and results in the two distinct exciton
species. The higher-lying magneto-excitons ha&e Fano proﬁles due to coupling of the exciton
to the lower lying Landau levels [25]. Only the lowest-lying excitons retain a Lorentzian

profile. The linear and nonlinear optical f)roperties of the higher-lying magneto-excitons
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Figure 4.1: Light bulb absorption spectra of the 0.25 micron Sandia sample at 0, 2, 4, 6, 8,
and 10 Tesla, from bottom to top.

have been studied elsewhefe [72, 71, 11, 38]. Here only the Lorentzian magneto-excitons,
the 1h-X and hh-X, will be studied.

The positions, linewidths, and areas of the 1h-X and hh-X are plotted in figure 4.2.
These are the parameters used in the numerical simulations of the experiment. The positions
of the 1h-X and hh-X shift to higher energy with increasing magnetic field. But the changes
in the linewidth and area of the resonances with magnetic field are not significant. This is

in contrast to the common argument (as in [2]) that the oscillator strength of the exciton
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Figure 4.2: (a) Peak Positions (b) Areas and (c) Linewidths of the hh-X (circles) and 1h-X
(squares) vs. magnetic field

increases with magnetic field because the exciton wavefunction is squeezed by magnetic
confinement. The increase in oscilla’gor strength has been seén in microcavity structures
[2] and InGaAs [59]. The most significant change is in the area of the hh-X as the field is
increased from 0 to 2 Tesla. The large area of the hh-X at 0 Tesla is most likely due to
overlap with the lh continuum. As the magnetic field is turned on, fche overlap of the lh
continuum with the hh-X diminishes and the hh-X area and linewidth decréase.

Although the light bulb measurements give a; broad energy range, there are two
difficulties with the above measurements. The light bulb illuminates the entire sample
so that there is inhomogeneous broadening_due.toﬂv.ariation.s in.the strain throughout the
sample. The other difficulty is the resolution‘of the 0.25m spectrometer. We took a series
of absorption measurements with the laser and the 0.75m spectrometer to compare with
the measurements made with the light bulb.

Absorption measurements were taken with the laser at densities of N = 6 x
10%cm™3 and N/10 = 6 x 10"cm™3, considerably higher than the density excited by
the light bulb. The density N corresponds to the density used for many of the FWM mea-

surements, and these absorption measurements are shown in Fig. 4.3. No drastic changes
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Figure 4.3: Absorption spectra taken with the laser at an excitation density of =~ 6 x
10'5cm™3. The arrows points to one of the small peaks mentioned in the text.
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Figure 4.4: Laser measurements : (a) Areas and (b) Linewidths of the hh-X (circles) and
lh-x (squares). The open symbols correspond to the lightbulb measurements.

occur in the absorption when going to densities lower than N. The results of the laser
measurements are in good agreement with the light bulb measurements with regard to the
changes in linewidth although the the linewidths measured with the laser are more than a
factor of 2 narrower, and the change in the hh-X linewidth between 0 and 2 Tesla is evident.
The oscillator strength measurements wﬁ;h the laser and lightbulb agree excellently. See
Fig. 4.4. The linewidths from the linear s;;ectra should correspond to the decay of the
TI-FWM at the same excitation density. Thus, at a density of N, 2y, = 0.35meV and
29np = 0.45meV, and the decay of the TI-FWM should be T5/2 = % = 1.46ps.

The other important difference revealed in measurements made with the new spec-
trometer is that a series of small peaks above the 1h-X and hh-X appear in the absorption
spectrum at high magnetic field. These peaks are due to the quantization of the center of
mass motion of the excitoﬁs [57, 76]. The change in the structure of the continuum states

makes these peaks more visible at high magnetic field. Using a simple particle in a box
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model of the center of mass quantization [76], the peaks should appear at the energies

s h27?

Eano-i-n W

(4.1)

where Ej is the exciton energy, M, is the total exciton mass and L* = L — 2a¢ where L.
is the sample thickness. The peaks correspond to quantum numbers between n = 6 and

n = 20 although it is not possible to definitely assign a quantum number to each peak.

4.3 Time-domain measurements

The linear transmission can also be measured in the time domain by upconverting
the pulse transmitted through the sample as explained in chapter 3. This measurement
indicates whether pulse propagation through the sample is important [1] and, thus, whether
propagation effects must be included in the theoretical description of the experiment.

Figure 4.5 shows a series of time-resolved transmitted pulses for different magnetic
field strengths. The transmitted pulse can be clearly seen followed by the free-induction
decay of the polarization. The oscillations in the polarization result from the interference
between the 1h-X and hh-X emission. There is an increase in the strength of the free-
induction decay as the magnetic field is increased. The decay time of the free-induction
decay at 8 Tesla is 2.0ps, and at 10 Tesla it is 1.2ps in reasonable agreement with the

frequency-domain results.

4.4 Conclusion

From the linear measurements we expect a decay of the FWM signal of = 1.46ps,

relatively independent of magnetic field. We also note that the oscillator strength of the
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" Figure 4.5: Time-resolved transmission for 0, 2, 4, 6, 8, and 10 Tesla. N ~ 6 x 105cm™3.
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excitons does not change significantly with magnetic field, indicating that the exciton wave-
function does not change size. Upconversion of the transmitted pulse shows the pulse
followed by the free induction decay of the polarization demonstrating that propagation

effects can be neglected.
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Chapter 5

Experimental Results

5.1 Introduction

In thié chapter, we discuss the results of a series of FWM experiments done as a
function of magnetic field. The results of these experiments indicate that at zer0 magnetic
field, the behavior of excitons can be explained within the mean-field theory, the SBE, but
that at high magnetic field, the experiméntai results are not consistent with the mean-
.field theory. .A series of TI-FWM measurements are presented first. Then we show some
FWM-PS measurements which support our interpretation of the TI-FWM results. Léstly
we disc1llss TR-FWM data which provides some further information about our sample.

All the measurements in this chapter were made with resonant excitation of the
excitons. As the magnetic field was increased, the excitonic lines shifted, and we tuned the
laser so that the laser center frequency was always approximately between the 1h-X and

hh-X resonances. Figure 5.1 shows the laser spectrum superimposed on the absorption for

B=0 Tesla.
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Figure 5.1: Laser and absorption spectra at 0 Tesla.
5.2 Time-integrated four-wave mixing

Figure 5.2 shows a series of TI-FWM measurements on the Sandia sample for
different magnetic field strengths. The TI-FWM at B=0 Tesla has an exponéntial decay
with oscillations for At > 0. The decay time, 74, is 1.48ps, in good agreement with the
linewidths of the linear spectra taken with the laser at a comparable density. The osciliation
period corresponds to the lh-X/hh-X energy splitting. For At < 0, there is a much smaller
signal with a rise time, 7,., of 0.25ps. This signal — which does not follow the rise of the
laser pulse — is clear evidence of exciton-exciton interactions. There is also a large fast
signal around At = 0, which is due to coherent excitation of the free carriers which dephase
rapidly.

The decay of the signal for At > 0 gives the exciton dephasing time. The At < 0

signal is a result of the Coulomb interaction between the excitons. The fact that the rise
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Time Délay (ps)

Figﬁre 5.2: TI-FWM for the Sandia sample from 0 Tesla (bottom curve) to 10 Tesla (top
curve) every 1 Tesla. The curves are displaced for clarity. The excitation density is N =
5 x 10%cm3.
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time is not twice as fast as the deéay time is most likely due to the influence of excited
and continuum states with faster dephasing times. A small inhomogeneous broadening in
the sample might also contribute to the faster rise timé. The oscillations are quantum
beats between the 1h-X and the hh-X [40] which will be conclusively demonstrated with the
FWM-PS and the TR-FWM data later in the paper.

As the magnetic field is increased,
3.0 r

i i —o the positive time signal, S, = Srr(At >
i AT<0

25k / 0), changes only slightly: 7,4 remains about
2 |
é 20 1.5ps while the signal magnitude increases
B st ’-\.\. _
1 ~H—y slightly and the depth of the quantum beats
2 1o} AT>0

I diminishes. 7, is determined by a fit of 57,
05
ool v oy, to Aem®7a(14Ccos(wAt+¢)). The qual-
0 2 4 6 8 10 '
Magnetic Field (T)

itative features of S;f ; remain the same as
Figure 5.3: Rise and decay times of the TI-

FWM shown in Flg 5.2. The rise time is es- the magnetic field is increased. The sig-
timated from the signal near At = 0.

nal decays exponentially with oscillations
at the frequency of the 1h-X/hh-X eneligy splitting.

The negative time signal, S;; = Srr(At < 0), on the other hand, changes drasti-
cally as the magnetic field is increased. The magnitude of the signal changes by more than
2 orders of magnitude at At = —500fs. In contrast, at At = 0, the change is only about a
factor of 4. 7, goes from 0.25ps to 3.0ps. We have estimated 7, with a simple exponential
fit to the negative time signal for —0.4 > At > —5ps. Clearly, the rise of the signal is not a,
simple exponential, which suggests that non-Markovian processes are important. From the

slow rise time of the TI-FWM (>> 1/4v), it is evident that, at high magnetic field, effects
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Figure 5.4: TI-FWM vs. B for the Bell Labs sample. N ~ 10%cm—3,
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that are not included in the SBE become important. Fig. 5.3, a plot of 7. and 74 vs. B,
shows that above about 4 Tesla, 7, becomes greater than 74. It is interesting to compare
this value with B. =~ 3.5 Tesla.

Figure 5.4 shows the measurements from the Bell Labs 0.25 micron sample. We
see exactly the sarr‘le‘ behavior on ;chis sample as we do on the Sandia sample. The rise
and decay times for the samples are quite similar — corhpare Fig. 5.3 and Fig. 5.5. This,
and the narrow linewidths of both samples, indicate that both samples are high quality and
thatv the effects we are measuring are intrinsic and not sample dependent. The differences in
dephasing time between the two samples are partly due to different excitation density and
partly due to the larger linewidth of the Bell Labs sample. At B=0T 2+;,"= 0.58meV and
29nn = 0.53meV calculated from the linear spectra of the Bell Labs sample. The excitation
densities for the measurements on the Bell Labs sample are roughly 1.6 times higher than
for the Sandia sample.

We have calculated the density of

3.0 . . . .
excited excitons and excited free carriers
2.5 :
= from the measured laser spectra and the
£ 2] - -
= .
g ® .\. measured absorption spectra. The calcu-
£ 154 / ~—_
o
] ) [ ]
2 ol @ lated densities for the Sandia sample are
= H—Rij
—Hl—Rise ; i
shown in figure 5.6. Due to the change in
0.5+ —@-— Decay 8 8
0.0 ——1———1———71————1——— the continuum absorption, the number of
0 2 4 6 8 10
Magnetic Field (Tesla)

~ free carriers excited decreases as the mag-
Figure 5.5: Rise and decay times for the TI-

FWM of Fig. 5.4 netic field is increased although the laser is

tuned to keep the number of excitons excited roughly constant. Thus, at high magnetic
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Figure 5.6: Exciton and free carrier density vs. B for the Sandia sample.

fields there are fewer free carriers available to screen the Coulomb interaction and the in-
teractions between the excitons are stronger. This agrees with the experimental result that
S, which must be due to interactions, grows with B. But the increase in the strength of
the Coulomb interaction most likeBr cannot fully explain the change in S7.; with B because

Str.does not simply grow with B but also changes qualitatively.

5.3 Four-wave mixing power spectra

The SBE predict that the 1h-X signal is smaller than the hh-X signal because of the
smaller oscillatoF strength of the lh-X.. If we look at the FWM-PS at At = 0 as a function
of magnetic field, Fig. 5‘7‘, we also see the transition from a regime at low magnetic field,
consistent with the mean-field theory, where the 1h-X signal is about a factor of 3.5 smaller
than the hh-X signal to a regime at high magnetic field, inconsistent with the mean-field

theory, where the 1h-X signal is stronger than the hh-X signal.
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Figure 5.7: FWM-PS at At = 0 vs. B. These curves correspond to the TI-FWM in Fig. 5.2.
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Within the SBE (Fig. 2.8) the beating between the Ih-X and hh-X is polarization
interference, but the oscillations in our data are qﬁantum beats. The quanturﬁ beats can
clearly be seéen on the 1h-X and hh-X emission peaks as ;1 function of At in plots of the
FWM-PS vs. At shown in Fig.5.8. As a last piece of spectrally resolved data, Fig. 5.9
shows a set of FWM-PS data at different time delays. From the data it is clear that the
relative strength of the 1h-X and hh-X signals changes asv a function of At. This is further
evidence of the strong interaction between the Ih-X and hh-X which is beyond the mean-field

predictions.

5.4 Time-resolved four-wave mixing

The emission of the TR-FWM as a free induction decay is also evidence of quantum
~ beating. A few TR-FWM curves at different delays are shown in Fig. 5.10, and the arrival
time of the TR-FWM vs. At is plotted in Fig. 5.11. For At < 0, the arrival time is a
' linear function of At with slope 1 indicating that the TR-FWM is emitted immediately
aftér the second pulse as a free induction decay and not At later as a photon echo [1]. This
demonstrates that the oscillations in the TR-FWM and TI-FWM are quantum beating [40],
and, furthermore, t'his is. proof that the sample is homogeneously broadened.

There are very pronounced beats in the TR-FWM in Fig. 5.10 for all At,' consis-
tent with the FWM-PS which shows two peaks, even though the S, is smooth. In fact
the oscillations in the S}“I are also not véx_‘y pronounced. In SBE calculations, there are
pronounced beats in the TI-FWM corresponding to the beats in the TR-FWM. The de-
layed rise in the TR-FWM is due to interaction effects which have been explained within

_ the framework of the SBE [83]. Figure 5.12 is a contour plot of the TR-FWM vs. At.
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Figure 5.8: FWM-PS vs. At at 10 Tesla and (a) 5 x 10"cm=2 and (b) 3 x 10'%cm™3. .
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Figure 5.9: FWM-PS at different delays, showing an exchange of relative emission strength
between the 1h-X and hh-X. For these measurements, B=6T, N = 5 x 10%cm~2 and I, ky R

Aly,.
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5.5 Conclusion

In this chapter we have described a series of TI-FWM and FWM-PS measurements
taken at magnetic fields between 0 and 10 Tesla. These measurements are consistent with
the mean-field theory at 0 Tesla, but at 10 Tesla, they show a number of discrepancies with

the SBE calculations. The discrepancies are
e the large signal for At < 0;
o T > Ty,
e the comparable strength of the 1h-X and hh-X signals at At = 0;
e the quantum beating;

e and the exchange of relative oscillator strength between the 1h-X and hh-X.
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Figure 5.10: TR-FWM for a few At at 10 Tesla. Inset: TI-FWM. For these measurements
N =~ 10%cm=3 and Iy, = 41,
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Figure 5.12: Contour plot of TR-FWM. Lighter indicates stronger signal. On this plot, the
emission of the TR-FWM following the second pulse, the beating and the delayed rise of the
TR-FWM can all be seen. The Contour plot was made from 26 TR-FWM measurements
between At = —2.3ps and At = 2.6ps. For these measurements N ~ 10cm~2 and
I ko = 41, k1-
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Chapter 6
Theory

6.1 Introduction

In the last chépter, we discussed the results of several FWM measurements. Many
features of these results cannot be explained by the SBE: the shape of Sy}, the relative size
of the 1h-X and hh-X signals, the quantum beﬁts and the exchange of oscillator strength
between the lh-X and hh-X with At at high magnetic field. To explain these results we need

to-go-beyond ‘mean-field -theory and -include higher-order correlations than the. 2-particle

correlations included in the SBE. In particular, because the SBE always predict that the

rise of Sy, is twice as fast as the decay of S};, a modification or improvement to the
theory within the SBE will not explain the results. To go beyond the méan-ﬁeld theory in
a systematic way, we employ the Dynamics Controlled Truncation Scheme (DCTS) [6, 78].
The application of the DCTS to our problem is due fo Wilfried Schéifgr [37, 50, 62].

Using the DCTS, we show that the large S, seen experimentally at high magnetic

field is due to exciton-exciton — 4-particle — correlations in the continuum of unbound

: LA
€ e e s el et aey
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biexciton states.

6.2 The Dynamics Controlled Truncation Scheme

In the DCTS, the optical response of the semiconductor is calculated to a given or-
der in the electric field, keeping all relevant correlations of electrons and holes, i.e. without
making the Hartree-Fock approximation. This is possible because, in intrinsic semiconduc-
tors, each e-h pair is createdi by a photon so that successively higher-order correlations are
proportional to higher orders in the electric field, allowing higher-order correlations to be
ignored. |

Calculating the optical response starts with the Hamiltonian, eqn. 2.14, and the
calculation of the polarization which is given by the equation of motion for the 2-particle
correlations, eqn. 2.19. The 2-particle correlations are driven by the electric field, 2-particle
and 4-particle correlations. In the mean field theory, the 4-particle correlations are factorized
into products of 2-particle correlations so that a closed set of equations at the level of 2-
particle correlations can be written down.

In the DCTS, the 4-particle correlations are not factorized, and the equations of
motion for the 4-particle correlations is written down. The 4-particle correlations are driven
by 6-particle correlatiqns and so the equation of motion for the 6-particle correlations should
be written down and so on. The DCTS consists of a series of mathematical results which
show that higher-order correlations are proportional to higher powers of the electric field
and can, thus, be neglected for a calculation of the optical response to a given order in the

electric field. The assumption behind this formalism is that the optical response can be

expanded in powers of the electric field and that the higher-order terms in the expansion

U



71

become successively weaker.

The result of the DCTS is a finite set of equations of motion for the different rele-
vant correlations. Each correlation is driven by a set of terms involving the applied optical
electric field and the Coulomb interaction. While the DCTS is an essentially mathemat-
ical result for keeping track of the errors in a set of approximations, each correlation has
a physical interpretation and the resulting set of equations can be interpreted reasonably
straightforwardly. Some of the 2 and 4-particle correlations are given below. é}; and ég

refer to different conduction bands.

Peh = (éLiAzT_ ) = Exciton creation (6.1)

1t 5_(ézék> = Electron occupation (6.2)

= (hlh,) = Hole occu ation (6.3)

ko= gl p :

(é;‘clékzﬁkaék .} = Electron-screened excitqn destruction (6.4)

(é,‘:léLZ éks€r,) = Conduction band density-density correlation (6.5)
<é£1ﬁlfczﬁk3ék4) = Exciton occupation (6.6)

Bk = --(é,ti'ﬁléé273izg4) = Biexciton creation (6.7)

The homogeneous equation of motion for Pg" gives the excitonic structure, and the homo-,

geneous equation of motion for BE’I‘E;’,‘; k, 8ives the biexcitonic structure — both bound and

unbound states. Because of the factorization, biexcitonic effects are not included in the

SBE.

The main result of the DCTS is the truncation theorem, given in references [4], [6] .
and [78]: Theorem: Let An(m, Ng, n,) be an n-particle operator in normal order according to

the electron hole representation. Let n. (ng) denote the number of electron (hole) operators
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contained in fin such that n = n¢ + ng. m = max{n,nq}; ny is the number of effectively
annihilated pairs in the n-particle operator (n, is negative if pairs are created); and n,, is
the number of unpaired particles which, by its sign, expresses the particle type. Consider
now a semiconductor which is initially in the ground state consisting of filled valence bands

and empty conduction bands. Then it follows for the expectafion value of A, (myng,ny):
(An(m,ng,ny)) = O(E™) where E is the electric field (6.8)

The electrodynamic response theorem (78] follows directly: A x(”’) calculation of
the electromagnetic response to an optical field only requires the evaluation of the particle
operators A;(m,ng, n,) where m + max{|ny| — 1,0} < n.

There are two other useful theorems which comprise the DCTS: The contraction
and factorization theorems. We only give a few relevant applications of these theorems.
For the theoréms in their most general form, we refer .the reader to refs. [77] and [78].
The contraction theorem relates an n-particle correlation to a sum over (n+2)-particle

correlations:

(eer) = D (edhULAY ef) + O(B) (6.9)
v
(el Rl ectec = h* st R Ry, 8¢ O(E® (6.10)
Chiqgh il €l yq) Z(ek+q k€ hin hgn€grgg) + O(EP) .
kl/

(The superscripts on the operators are band indices.) The factorization theorem specifies

the error in powers of the electric field incurred by factorizing an n-particle correlation:

(eTRYAY es) = (&TRYL AL E) + O(EY) (6.11)
(el bl el iphhtues ) = (el AL el hil) (hinesi, ) + O(E®) (6.12)

These two theorems are only strictly valid in the coherent limit, i.e. when the dephasing can .

be ignored. This would be the case for an ideal system of electrons and holes interacting with
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a coherent light pulse. In real systems, there are impurities and lattice defects and phonons
which contribute to the dephasing of the e-h system. We will account for dephasing using
phenomenological parameters which lead to the decay bf the polarization-like quantities.
The D.CTS has been successfully applied to FWM, pump—probé _and terahertz
spectroscopy experiménts that cannot be explained by the SBE [5, 7,12, 64]. In FWM
experiments, DCTS can explain thé change in signal ma.ghitude with relative polarization
angle (for linear pdlarization), and bound biexcitonic effects, bin contrast to the SBE in the
relaxation time approximaﬁion. DCTS should be contrasted with phenomenological theories
[16] which can explain some polarization dependence and multilevel system approaches
for including bound biexciton effects [9, 54] which cannot be derived rigorously from the

semiconductor Hamiltonian.

6.3 The x® Truncation Scheme

To calculate the FWM response, we employ the DCTS to 3™ order in F in the
coherent limit. The truncation theorem tells us that the highest order correlation we will
need to include in the theory is (e,C hkzek3hg4é;'5h"f) In the coherent limit, we make
use of the contraction and factorization theorems to make substitutions for the 4-particle
correlations, allowing us to reduce the number of correlations that we need to include.

G é;,ég,+q> =3 (e, h* L e Rl YRy e 4 g) + O(E®) (6.13)
kll
It follows that only two quantities are needed to calculate the FWM response: the 2-particle

. . . !t
correlation P, and the 4-particle correlation B,ﬁf”,*g,;}63 k.- Here we define Bkl kzka k, Somewhat



74
differently than before:
Bilfkow, = ek bl 8L Rl — ELALYELRL) + LR ELRL) (619)

The equations of motion for P¢* and B,ﬁf,f;’,‘c;k , have the following structure:

%P = u°"E + PB terms + mean-field interaction

+(P)*B + O(EY) C(6.15)
9 2 6
—a—tB = (P)* + O(E®) (6.16)

Note that the first line of eqn. 6.15 is equivalent to the mean-field theory. This is the ad-

. IRl « . I h .
vantage of defining B,?f‘,;’-}ca k,2S in eqn. 6.14. Thus we can interpret B,‘j?ﬁz’}ca k, 28 Tepresenting

deviations from the mean-field result. B,i:l,‘g;’,‘cls k418 the coherent part of the 4-particle corre-

lation; for a pair of excitons that are not coherent with each other, B,‘é’f,‘j;f,;;k ,=0. The full

equations are given in the next section.

6.4 Results for GaAs in a magnetic field

In a high magnetic field, the semiconductor Hamiltonién, eqn. 2.14, is modified
in the following way. Because we are considering excitation at the band edge in a high
magnetic field, we include only the lowest Landau level. Thus, the single particle energies
become

2 21.2
eh _ eh h h°k
€ =€ +

6.17
M pl? | 2mep (6.17)

where [ is the magnetic length, | = /h/eB. Each particle is now indexed by a 1-dimensional

momentum, k, along the direction || B and a 2-dimensional vector, 7= (n,¢) in the plane
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1 B. The Coulomb matrix element is now
: 2 —1%q%/2
g — €€ /

— il2qx i 1
k PP+ k2 . (6.18)

To calculate the FWM signal, the equations of motion for P,sh and B,'éf‘,‘:;’}ﬂls k, are
projected onto the basis of magneto-exciton eigenfunctions with vanishing center of mass
motion. The equations for Pfh and B,‘ji‘,‘j;’};sk , are given .in an appendix to this chapter.

To find the eigenfunctions, ¢fl”‘0(k), the homogeneous part of eqn. 6.30 is solved with the

substitution

Peh = 3 Pehgeh (k) . (6.19)

n

The equations of motion in the exciton basis are [50]

(cind —p— M) P = Buehgeh(r = 0)

ot
. e'h'yeh’e’h! peh’ eh’1e’he'h! pe'h e h'*
+ Z E [,u' bnml Pm_ +up bnml Pm ] PI
e'h'ml :
st eh! pe'h'x pe’h
+ Z anlij Pl Pm
e'h'jlm
Pe’h’* reh'e’h 1,0 reh e'n ée’h’eh VXC’ 9
+ Z J Bnm,q,n"q Min,q,nMjm,—q,n + Brm,g Yamii,gn ,(6' 0)
eh jnm,qn
and
(_ihﬁ — g — 6e’h _ 6eh’)éeh'e’h — L? M0 Z Meh Meh Pgihpe;’h’
o B ng mq nm,q,n 2 l2 q M= g, ML, 1 7
i \ s 7
4] - / ;. zeh'e'h ' Y]
S S __e'h __ ek _ 7'\ eh eh eh pe'h
: ( Zhat ,VYB enq fmq Bnm7Q1n - Z Vq Z Ml%-‘]:ﬂMjquvTIR PJ (621)
v : 7' 1J

B and B are components of B. Their definitions, along with definitions of the matrix ele-
ments, are given in the appendix. Because the Coulomb interaction terms are not included
on the left of eqns. 6.21, only the unbound biexciton states are included which is consistent
with the experimental polarization geometry in which no bound hh-X/hh-X and 1h-X/lh-X

biexcitons can be created.
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FWM Signal

Time Delay (ps)

Figure 6.1: TI-FWM in a magnetic field calculated from the x(®) truncation scheme. The
dashed curve is the calculation with B,‘éi‘,ﬁ;’}c’g k,5et to 0 and is equivalent to the SBE.

Figure 6.1 shows the results of the calculation for the TI-FWM (solid curve).
The results of the calculation without 4-particle correlation effects (setting B=0) are also
shown for comparison (dashed curve). The theory correctly gives the slow rise time séen
in the experimental data in contrast to the calculation without 4-particle correlations. The’
theoretical S;; has pronounced oscillations that are not seen in the experimental data.
We currently believe that these oscillations are smoothed out by exciton-exciton density
correlations, N,g;’,;’;k’;h = <ég1 ﬁ;cz Ehy i) — (é;;r1 ﬁg2)(ék3ﬁk4), which contribute to the FWM
beyond third order in the electric field. N, ,‘:;’,é;ek'; k, corresponds to fluctuations in the exciton
density about the mean value.

The theory also agrees with the experiment with regard to the relative contribu-

tions of 1h-X and the hh-X. This can be seen in the FWM-PS in Fig. 6.2 which shows the
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Figure 6.2: hh-X (solid) and lh-X (dashed) contributions to the FWM.

area in the 1h-X and hh-X peaks as a function of time delay. In contrast to the SBE calcu-
lation, the 1h-X and hh—X signals are the same order of magnitude and the quantum beats
are clearly seen at both frequencies: The exchange of oscillator strength between the 1h-X
and the hh-X can be seen in Fig.6.2 but is more evident 1n Fig. 6.3 which shows a series of
TR-FWM and FWM-PS for different At. We.have caleulated the TI-FWM for-a-few differ-
ent magnetic field strengths as well, Fig. 6.4, showing the increase in S;; with increasing
magnetic field. For these calculations, the 4-particle correlation dephasing rate, yg = 0,
and the rise time of the TI-FWM is determined by the memory kernel of the correlatién
function [37]. The rise time is finite dﬁe to the interference of the various contributions of
tﬁe biexcitonv continuum.

The x(3) Truncation Scheme which includes exciton-exciton correlations correctly

-

reproduces most of the important features of the experimental results which don’t appear
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Figure 6.3: TR-FWM and FWM-PS calculated from the (3 truncation scheme.
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Figure 6.4: TI-FWM caiculated for a few different magnetic field strengths from the x®
truncation scheme. '

in the SBE calculations. Unfortunately, the theory is quite complicated, and it is hard to
develop an intuitive understanding of what is happening. In the next section we develop a

simple model derived from the full theory.

6.5 The average polarization model

Equations 6.20 and 6.21 can be reduced to a one-dimensionall model by averaging
over the lowest excitonic contributions [36, 64]. The advantages of this model are that
it captures the essential physics but is computationally much simpler and can be solved
analytically in powers of the electric field for the case of delta-function excitation, providing
more intuition into how the 4-particle correlations affect the FWM signal. The biexciton

continuum is modelled as a single resonance at twice the exciton frequency. First we consider
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the case of a single species of exciton:

N
[—i% e — Qo} P#) = —u-B (1 - '%%}'-) +uP(#)|PE)

+B()P(t)* (6.22)

[—-ig—t iy — 290] B(t) = aP()? (6.23)

Equation 6.22 has the structure of a single resonance driven by four terms. The
first tefm is simply the driving electric field and is responsible for the linear response of
the polarization. The second term, o E|P(t)|?, is the effect of Pauli blocking (PB) on the
excitation. The third term comes from the Coulomb interaction between the excitons in
the Hartree-Fock approximation. This term, referred to as the Bare Coulomb Interaction
(BCI) term, is responsible for the At < 0 signal which has a rise time of 1/4vyp.

The last term in eqn. 6.22 is the contribution of 4-particle correlations to the po-
larization. Eqn. 6.23 is the equation of motion for B, the effective 4-particle correlation, and
the parameter a is the strength of the exciton-exciton correlation (XXC), i.e. the coupling of
B to P. Figure 6.5 shows the results of a calculation of the model with the parameters P,
v, and a chosen to reproduce the lineshape of £he experimental curves (absent the quantum
beats, of course). The three other curves are the contributions to the total signal from PB,
BCI and XXC.

From Fig. 6.5 it is clear that the XXC contribution clearly dominates S1;. The
4-particle correlation gives such a long negative time signal because B is the integral of the
polarization, and, hence, has a memory of P. B can be viewed as a non-Markovian source
for the polarization. It is interesting to note that all three contributions decay at the rate

2vp for SE,'II. We cannot distinguish between PB, BCI and XXC in S;I, but the decay of
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Figure 6.5: TI-FWM calculated from eqns. 6.22 and 6.23. P; = 1.12, v = .05, a = 10‘4,
vp = 0.001fs~! and yp = 0.001fs ™. . '

S; ; unambiguously yields yp.

Extending the model to include both the 1h-X and hh-X for o7 excitation is

straightforward.
a(4\12
Jrigr e = 0| PO = B -(1 - %)—[—) +UP PO +
P%(t)*B%(t) + P°(¢)* B (¢) (6.24)
b(\12
[rig - ive -0 PO) =~ B (1 - %) +UPOIP O +
Pb(£)* BY(t) + P%(t)* B%(t) (6.25)
and
. 0 . aa 0(3\2
=iz =18 = 2] B0 = VeuP"(0) (6.26)

.0
[—Z—é-t-—~’t’)/B—~2th] B%(t) = VpuPP(t)? (6.27)
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Figure 6.6: TI-FWM and TR-FWM calculated from eqns. 6.24 - 6.28. P, =1, v = 1073,
Vaa = Vip = Vip = 1076, vp = 0.0005fs™! and v = 0.0005fs .

8
—imr =78 — Qb — p B®(t) = VuP*(H)P'(t) (6.28)

The superscript a refers to the hh transition from the m; = +3/2 valence band to the
ms = +1/2 conduction band and the superscript b refers to the lh transition from the
my = +1/2 valence band to the m; = —1/2 conduction band. B refers to the 4-particle
correlation Bet1/24h.c~1/2kh  Figyre 6.6 gives some of the TLFWM and TR-FWM results
showing that the quantum beating is due solely to the 4-particle correlations and that the

strength of the 1h-X signal is increased by the 4-particle correlations.
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6.6 Effect of the magnetic ﬁeld ‘ -

The structure of the unbound biexcitons which is contained in the quantity B,‘zf,‘j;’}c's ks

is clearly _changing as the magnetic field is increased. The problem of biexciton states (or,
eduivalently, the molecule Hj) in strong magnetic fields has been studied by many authors
— see [41] and [43] and references therein. For the situation, B ~ B, which we have investi-
gated, the magnetic energy and the Coulomb energy are of comparable strength, and there
is no straightforward perturbative solution for finding the energy states of the hydrogen
molecule, but the problem has‘been solved for tﬁe case of a magnetic field parallel to the
molecule axis using a numerical Hartree-Fock approach [43].

For the regime 0.18 < B/B. < 14, the ground state of the biexciton is the unbound
state 32” and the excitons will only interact weakly. As mentioned in chapter 2, when. the
excitons are far apart the interaction is a quadrupole-quadrupole interaction. It is possible
that this interaction is respoﬁsible for the strong exciton—excitor; c;orrelations which become
more pronounced as the quadrupole moment of the exciton grows with magnetic field. For

two excitons in a magnetic field, the potential of the quadrupole-quadrupole interaction is

1

U(R,0) = 75 Py(cos 0) (6.29)

A

where R is the separation between the excitons, € is the angle between B and the exciton-
exciton axis, and Py(z) is the fourth Legendre polynomial. This potential can be either

attractive or repulsive depending on the angle 6.
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6.7 Propagation/Polariton effects

An effect which has not been taken into account in theory is the effect of the
propagation of light through the sample. Propagation '_effects_ can also result in a FWM
signal for At < 0 in optically dense samples [8, 35, 70]. To ensure that we can neglect
propagation effects, we have done measurements on 1 micron and 0.5 micron layers in
addition to the 0.25 micron layer. These measurements are discussed in chapter 8. In the
thicker layers we see reabsorption of the FWM signal which shows up in the FWM-PS as a
splitting of the resonance which is not seen in the 0.25 micron sample.

Our results are not in agreement with the theoreticai predictions for propagation
effects. In [8], Bakker and Kurz predict a rise time of T5/4 due to propagatioﬁ effects as
well as a nonlinear beating in the TR-FWM and TI-FWM signals. They made calculations
for a 1 micron layer of GaAs which showed a smaller signal for S7.; than we see in a 0.25
micron layer, and we don’t see the nonlinear beating that appears in their calculations. We

conclude that propagation effects are not important in these experiments.

6.8 Conclusion

Wé have developed a theory which calcﬁlates the FWM signal for bulk GaAs in a
magnetic field taking into account the effects of 2-particle and 4-particle correlations. The
theory is developed using the formalism of the Dynamics Controlled Truncation Scheme to
third order in the electric field. From the theory we see that the 4-particle correlations are
responsible for the large S7.; and slow 7, as well as the interactions between the 1h-X and

hh-X. A simpler model which captures the essential physics of the full theory has also been
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described.

6.9 Appendix

In this appendix, we give some further equations and definitions for the x(3) Trun-

cation Scheme in a magnetic field, eqns. 6.20 and 6.21. The equations for P,fh and Bg?ﬁ;’é’s ke

in a magnetic field are:

3]
(—1 ha —ihy — € — )P + Z I/quP;h = uhE
n

— Z(NE/hEPkEh’ + ueh’EPI:'h)(Plg’h’)*

e'h!
! !l ! ! ! /h
S uPS ((PE) + (PE¥)")(Pe PE™ 4+ P PP
qn,e’h'
AN h Ihl h Ihl
Vn’ ((Pe o ) (Pe/iq)*)(BZ:q’kl,_i_q’k, + Bli,ke+q39’,k'+q) (6.30)
K qn.e' b’

and

a : 1 !

- . e h e eh’e'hn

(—'Ilhéz - ’Lh’)’B - €k+q - le+q — €1 — Ek)Bk+q,k’+q,k’,k
n—n'\n peh'e hy eh'e hy

- Z[V B +9~¢' . k'+q.k'+¢' .k + Bk+q,k’+q—q’,k’,k+q’)

n—n',0 ‘e'hnf
Yy (Bk+q 7, k’+q—q’,k’k+Bk+q,k’+q W—g' k=g

n'\n/ peh’'e hy : eh'e'hn
~ly ( k+q_ql1k’+q7k’1k_ql + Bk+Qak’+q_qlvk’_ ! k)]
' L2 eh e b e h'
= —WV;” (Pk Pk+q)(P '4q P )
s eh’ eh’ e'h e'h ) 1
"Z’fk k’( k'+q — k+q)(Pk _P,’ )+O(E ) (6-31)
B and B are defined as follows.
eh'e’hn _ / eh'e’h
Biraktar e = Z exp(il® (ky — ky) ) By ko +a'k (6.32)
ky,ky .
Y
eh’élhﬂ _ B h’e’hﬂ _ Be Rehn (6 33)
k+q,k'+q,k' k k+q,k'+q,k' k k' k' +q,k+q.k .
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Beleh gt (k + Bg)ot (K + ag) (6.34)
nm

~e'h'eh ,
> B —kn@o R (k+ B — k) (K +q + a(K — k) (6.35)
nm

(Bk/ k'+q,k+q,k) 1S the solution of eqn. 6.31 with only the first (second) term

‘included. The matrix elements in eqns. 6.20 and 6.21 are given below.

Vi Cian = 3 0t (k + Ba)ge, (K + ag)
kk'
(G5 (K + q) — 650" (k + q)) (¢ (k) — ¢e2(K)) (6.36)
From [64]
beh et = quz,()czseh’( Vose (k) (6.37)
Vit = Z G (k) (¢5ho* (k) — 65757 ()
x(¢k,o(q>¢,,o( k) + 655 (k) o (q)) (6.38)
Mg Z¢ (k) (g2 (k — agq) — o2 (k + Bq)) (6.39)
_ Me
¢ = m (6.40)
g = —Ch (6.41)

Me + Mp,
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Chapter 7

Properties of 4-particle

Correlations

7.1 Introduction

Now that S7; at high magnetic field has been identified as resulting from 4-particle
correlations, we can set the magnetic field at 10 Tesla and vary other parameters in ordef
to study the properties of the 4-particle correlations. In this -chapter, ‘we discuss three
experiments done at high magnetic field where there is a strong signal due to 4-particle
correlations. This is a rare opportunity because the 4-particle correlations are difficult to
access experimentally. We are seeing the effect of unbound 4-particle correlations which are
not revealed by a resonance in the spectrum as are bound biexcitons. The two questions
we explore are how do the X-X interactions change as the X-X separation changes and how

sensitive is the coherence of the X-X correlations.
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7.2 Density dependence

By changing the exciton density, the length scales over which 4-particle correlations
persist can be studied, as can their sensitivity to density. Figure 7.1 shows a series of TI-
FWM curves for different densities between N ~ 10'7¢cm™3 and N =5 x 10'cm=3. We
change the density by changing the laser intensity, so, in all cases, we are dealing with an
initially coherent population. At the lowest density (lowest curve in Fig.7.1),’ Srr > Sk,
and 7, > 74, both of which indicate the presence of 4-particle correlations. At this density
the average separation between excitons is ~ 9ay. Because the correlations are in scattering
states (not bound biexcitons), it is reasonable to assume that the exciton distribution is
uniform and the excitons are correlated over distances of 9ag. It is remarkable that the
4-particle correlations exist over such large distances. As the density is decreased further,
- we would expect that at some separation the excitons must start to behave like independent
‘two—level systems, but this density is too low for us to access experimentally.

At high densities, Sz, has a shape consistent with the mean-field theory. Sz, <
S}' ; and 7 = 74/2. In fact, it is interesting to note that the data at high density and high
magnetic field is in better agreement with the mean-field theory than the data at B=0T.
At high densities, the excitons are very close together allowing each exciton to interact with
many of its neighbors over the time scale of the experiment. This is exactly the regime in
which mean-field theory is valid. We see that the transition to the mean-field regime occurs
at an X-X separation of ~ 2ag. Below this density, the mean free time for X-X scattering
is of the order of the rise time of the FWM signal. Not enough scattering events occur
over the time span of the experiment for the mean-field conditions to be estabfished. Thus,

what is observed in our experiments are the deviations from the mean-field theory, i.e. the
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Time Delay (ps)

Figure 7.1: TI-FWM vs. Density at B=10T on logarithmic scale. From top to bottom:
N =~ 10'7ecm~3, N/2, N/3, N/6, N/20, N/63, and N/200. These densities correspond to
X-X separations of 1.5ag, 1.9a9, 2.2a9, 2.8ag, 4ag, 6ag, and 9ag. The curves are displaced
for clarity.
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fluctuations in X-X scattering which are accounted for by B,‘j?ﬁ;’,ﬁ; k.- We might expect the
mean-field theory to work well even at very low densities because the Coulomb interaction is
a long-range force, but the excitons are neutral so the interaction is not via a 1/r potential.

The i)otential of the quadrupole-quadrupole interaction is oc 1/ r.

Another possible explanation for

35
3ol \ the changes with density is an increase in
o5l AT<O A/\
2 A screening with density which would cause a
é’ 2.0t .
& 15} \ reduction in the Coulomb interaction non-
) L Ee——
oo e o L
A L AT>0 linearity. As the density is increased, we
0.5} A
0.0t “'6"01 it “"(‘)'1 ettt also expect the screening to increase, but
Density (N/NO) . .
. . the nearest neighbor distance decreases faster
Figure 7.2: 7. and 74 vs. density. NO =
107 cm3.

than the interaction length. r < N =3 and
even for Thomas-Fermi screening the interaction length is A\rp x N 5. Here we are dealing
mainly with an exciton gas for which we can treat the screening as wavevector independent
[27].

As is clear from the changes in the shape of Spr(At) with density seen in Fig. 7.1,
we are not in the x(® regime where Srr(At = 0) o I3. This is shown more clearly in figure
7.3 where STI(At = 0) is plotted against the input intensity. This is in agreement with
recent work [82] that has shown that in bulk GaAs (at zero magnetic field) at densities as
low as 2 x 10 ¢m~3 the FWM signal is still not in the x(®) regime. Many-body effects which
cannot be well described by an expansion in powers of the electric field play an important

role even at densities where the excitons are quite far apart.
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Figure 7.3: Peak FWM Intensity vs. carrier density

7.3 Coherence

Another important question about 4-particle correlations is their coherence. In
semiconductor physics, the coherence (or dephasing) of excitons — 2-part_iclé correlations
— has ‘been studied extensively, but the coherence of correlations between excitons has
almost never been looked at. Even the coherence of bound biexcitons is not well studied.
- ‘Here we have a unique opportunity to eﬁ(amine the ‘coherence of X-X correlations.

We can determine the exciton dephasing time directly from the decay of S; - The
4-particle dephasing time determines S7;, but the situation is not as simple because the rise
time of S is determined by both the exciton dephasing time and the 4-particle dephasing
time as well as the strengths of the BCIvand XXC nonlinearities. Nevertheless, we can
still extract information about the 4-particle coherence. First we hav.e studied the effect

of temperature on the 4-particle and 2-particle coherence. This should give information
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Figure 7.4: TI-.FWM on the Sandia sample for temperatures 2K, 16K, 29K and 44K (from
top to bottom). : ‘
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Figure 7.5: TI.FWM on the Bell Labs sample for temperatures 4K, 29K and 44K (from top
to bottom).
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about phonon scattering processes involving 2 correlated excitons as compared with single
exciton-phonon scattering.

Figure 7.4 shows a series of TI-

35
;i FWM curves for four different temperatures
g 2r between 2K and 44K taken on the Sandia
g 20f
2 sl sample. The magnetic field was kept at
PO T
E 1o O O0—{——— B=10T, and the laser was again tuned be-
05
0.0 . . 4, . 4 . 4y . 4 ., tween the 1h-X and the hh-X. As the tem-
0 10 20 30 40 50
Temperature (K) perature is increased, the band edge shifts

Figure 7.6: 7, (squares) and 74 (circles) vs.
temperature. Solid symbols are for the Bell to lower energy and the laser was retuned

Labs sample and open symbols are for the
Sandia sample. to keep the overlap roughly the same. The

density of excited e-h pairs is roughly N ~ 1016 cm~—3

corresponding to an average distance
between pairs of 40nm = 3.3a;. Between 2K and 44K 74 changes by only about 10%, in-
dicating that the exciton dephasing rate does not change significantly in this temperature
range. In contrast 7, changes by more than a factor of 3, indicating a strong change in the
dephasing of the X-X correlations. We estimate 7, from the slope of S1.; between At = —2ps
and At = —0.5ps, and 74 from the slope of S between At = 0.5ps and At = 2ps. TI-FWM
measurementé taken on the Bell Labs sample vs. temperaturé are shown in Fig. 7.5. The
rise ahd decay time are shown plotted against temperature in Fig. 7.6.

The theory does not explicitly include phonon interactions, so that all temperature
effects are included in the dephasing parameters from eqns. 6.20 and 6.21, vp and yg. Thus

to model the effects of temperature shown in Fig. 7.4, we have made a calculation of the

full theory with yg = 2vp. The resulting TI-FWM is shown in Fig. 7.7. For comparison,'
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Figure 7.7: x®) Truncation Scheme calculation with yg = 2vp.

the curve with yg = 0 is also shown. We see £hat increasing vp reduces S;; in the same
manner as increasing temperature does experimentally.

It is unlikely that LO-phonon scattering plays a significant role because at tem-
peratures below 44K, the LO-phonon occupation number is < 6 x 1075, The scattering of
the phonoh and the 4-particle correlation can be viewed as a 3-body scattering problem,
as compared to the phonon-exciton scattering which is a 2-body event. The 3-body event
has more degrees of freedom in phase space, resulting in more scattering channels. Thus,
the 4-particle correlation may be more sensitive to phonons simply because there are more
ways for scatteriﬁg with a phonon to occur. Another factor is that the exciton-exciton
correlations, B,‘ifﬁ;’}c;k ,» involve excitons with finite center of mass momentum whefeas the
exciton polarization, Pe" only involves excitons with zero center of mass momentum; the

dephasing of states with large center of mass momentum is larger than those with 0 center
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of mass momentum [63]. Calculations of fhe dephasing of the 4-particle correlations due to
acoustic and LLO phonons based on the microscopic theory predict and effect two orders of
magnitude lower than that seen experimentally. At present the temperature effect remains
unexplained.

Carrier density is also a test for the coherence of the 4-particle correlations. By
changing the detuning of the laser, we can change the relative excitation density of bound
~ excitons and free e-h pairs as well as the total excitation density excited by the laser. In
this way we can study how both free carriers and bound excitons affect the 4-particle and
2-particle coherences. We are always studyi;lg initially coherent populations although the
free carriers dephase very rapidly. The effect of incoherent populations on the 2-particle
coherence has been investigated by Schultheis et. al. [69, 68]. Three curves are shown in
Fig. 7.8. The middle curve is for approximately zero detuning (The center freq. of the laser
tuned between the 1h-X and the hh-X). The top curve is for negative detuning (‘;he laser
tuned to lower energy) and the bottom curve is for positive detuning.

At zero detuning the signal is similar to the data in the previous figures. Sz ; is
large and has only about one oscillation near At = 0. At negative detuning Sr; becomes
significantly larger in comparison with S}'I. Also, there are large oscillations in S;. As we
discuss in the theory section, the lack of oscillations in S7; for zero detuning is most likely
due to exciton-exciton density correlations which are beyond x{® and hence not included
in the theory. At negative detuning, fewer excitons are being excited, so the exciton-
exciton density correlations become less important, and the oscillations in S7;; become more
pronounced. It is also remarkable that the maximum of S, is larger than the coherent

peak at At = 0. At positive detuning, the coherent peak dominates the signal and the



1E-4

TI-FWM

1E-5

-12 -4 0 4
Time Delay (ps)

1E-3

-4 0 4
Time Delay (ps)

12 8 4 0 4 8 12
Time Delay (ps)

Figure 7.8: TI-FWM for different detunings
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Figure 7.9: 7. and 74 vs. free carrier density

magnitude and rise time of S7.; are much diminished alt'hough the rise time is greate£ than
1/4~p indicating that we are not ’in the mean-field regime.

Here, we are clearly seeing the effects of frbee carriers on the 4-particle coherence.
For the negative detuning, Fig.7.8(i), there are only N, ~ 2 x 10* cm™3 free carriers
excited, whereas for the case of positive detuning, there are N, ~ 7 x 1013 em™?3 free
carriers excited. In Fig. 7.9 we plot the rise and decay times verse the free carrier density.
The vertical lines show the 3 measurements from Fig. 7.8. On the top axis, the corresponding
exciton density is shown. Note that the exciton density is not linear with respect to the
x-axis, and that it changes by less than a factor of 3 while the free carrier density changes
by more thah a factor of 30. Clearly the rise and decay times are more strongly dependent
on the free carrier density than on the exciton density. The detuning experiment is harder

to interpret than the temperature experiment because the detuning will affect the strength
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of the nonlinearities in addition to affecting the dephasing parameters. But, by adjusting
the strength of the XXC nonlinearity and the 4-particle dephasing time, it is possible to
reproduce the overall shape of Fig. 7.8(i) with the signal maximum at At < 0 using the

model described by eqns. 6.22 and 6.23.

7.4 Conclusion

The properties of the 4-particle correlations have been explored at 10 Tesla. Above
densities of ~ 5 x 101%cm™3, there are many exciton-exciton interactions over the time scale
of the experiment and mean-field conditions are established. Below this density, the 4-
particle correlations dominate Sr;. At densities so low that the excitons are ~ 9ag apart,
the excitons still interact strongly, resulting in a large S;‘I. If we increase the temperature at
low density, S7; decreases over a temperature range where Sy is bafely affected suggesting
that the coherence of the exciton—exg:_iton correlations is much more sensitive to phonon
interactions than the exciton coherence. The sensitivity of the exciton-exciton correlations
is also evident .in the response of the signal to incoherent free carriers. This is the first time
that the coherence of the interactions between the fundamental quasiparticles in a system

has been studied.
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Chapter 8
Further Experiments

8.1 Introduction

w

There are three additional experiments that we have done in the course of this
work that we have not yet discussed. The first of these experiments is a series of measure-
ments done at high intensity where carrier-carrier scattering is important. Carrier-carrier
scattering is the major source of dephasing at high intensities, and we would like to un-
derstand how the 1-D motion of the carriers in high magnetic fields affects the dephasing.
The second is a series of measurements done with longer pulses that illustrates some of the
features already seen with the 100fs pulses. Lastly, we have done experiments on thicker
samples in which some propagation effects are seen. We have not investigated propagation
effects in detail — our goal is to avoid them — but we would like to point out some of the

effects seen in thicker samples.
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8.2 High intensity experiments

All the interesting physics that we have discussed so far haslbeen at low densities
where strong X-X correlations are seen. For N <~ 10'6¢m™3, the decay of the TI-FWM,
determined by yp, does not change much with magnetic field, but S, is very pronounced.
At high densities, on the other hand, we don’t see the signature of X-X correlations but
carrier-carrier scattering becomes important. Because the free carrier motion is strongly
affected by the magnetic field, making a transition from 3-D to 1-D behavior, we would like
to know how the carrier-carrier scattering is affected by the magnetic field.

Figure 8.1 shows a series of TI-FWM measurements with an excitation density
of N = 3 x 107cm=3. An increase in the decay time, plotted in Fig. 8.2, is cleérly seen
between 0 Teéla and about 2 Tesla indicating that carrier-carrier scattering is becoming less
effective at dephasing the excitons as the magnetic field is increased. Above 4 Tesla, Sy, is
clearly visible with 7, = 74/2.

The FWM—PS, Fig. 8.3, shows a decrease in linewidth corresponding to the in-
crease in decay time of the TI.-FWM. It is interesting to note that the FWM-PS continues
to show changes in the linewidth up to 7 Tesla, even though the decay time doesn’t change
much after 2 Tesla.

The change in the free carrier motion from 3-D to 1-D is clearly affecting the scat-
tering. The scattering is less efficient because in 1-D it isv harder to satisfy both momentum
and energy conservation so there are fewer scattering channels. Hence, the dephasing rate

decreases.
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Time Delay (ps)

Figure 8.1: TI-FWM vs. B. From bottom to top: B=0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0,
4.5, 5.0 and 7.0 Tesla. N ~ 3 x 10'7cm™3.
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Figure 8.2: 74 vs. B. 74 is determined by a fit to a simple exponential decay for 0.7 < At <
3.7ps. The solid line is a guide to the eye. Measurements of the TI-FWM at the same field .
strength indicate that the measurements are reproducible with an uncertainty in the decay
time of about 25fs.

8.3 Long pulse measurements

We did a series of measurements with pulses of FWHM between 450fs and 680fs.
By using a longer pulse with a narrower spectrum, fewer free carriers are excited. We
expected that the exciton-exciton correlations would become more pronounced in this sit-
uation. |

At B=0T, there is a pronounced difference in the signal. The continﬁum is close to
the hh-X so exciting with a narrower pulse creates significantly fewer free carriers. The TI-
FWM, f‘ig. 8.4, shows a more pronounced S7; than the data shown in chapter 5. However
7, is always roughly 0.574, indicating that mean-ﬁel(i theory is valid at B=0T. Table 8.1
gives 7, and 74 as well as the excitation densities fér the 1h-X, hh-X and free carriers (fc)
for the curves of Fig. 8.4.

At B=10T, 7 is agaiﬁ greater than 74, as seen in Fig. 8.5. As the laser is detuned to

below the 1h-X, both 7, and 74 increase, but 7, does not increase in relation to 74. As the laser
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Figure 8.3: Normalized FWM-PS vs. B at N =~ 3 x 107cm™3.
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Figure 8.4: TI-FWM at B=0T for different detunings. Ec is the center frequency of the
laser pulse. The FWHM of the laser pulse is ~ 600fs. Refer to table 8.1 for the excitation
densities and 7. and 7.
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Ec (eV) | Ih-X (em™?%) | hh-X (cm™3) | fc (cm™3) | 7, (ps) | 74 (ps)
1.5124 | 5.2 x 108 2.7 x 101° 6.3 x 10'* | 0.63 1.03
1.5106 | 1.3 x 106 7.2 x 1015 0 1.3 3.02
1.5094 | 7.4 x 10% 3.5 x 10%° 0 1.68 3.34

Table 8.1: e-h pair densities and 7 and 14 for the curves in Fig. 8.4. Ec is the center
frequency of the laser, and fc stands for free carriers.

Ec (eV) | 1h-X (cm™3) | hh-X (cm™3) | fc (cm™3) | 7. (ps) | 74 (ps)
1.5214 | 3.7 x 104 1.3 x 1016 8.2 x 10'% | 1.76 0.726
1.5192 | 1.9 x 1015 2.2 x 1016 4.6 x 10% | 2.18 1.11
1.5176 | 6.0 x 10%° 1.2 x 106 3.7x10% | 1.98 . | 1.26
1.5159 | 1.1 x 106 3.5 x 101% 2.1 x 1015 | 2.34 2.28
1.5141 | 6.2 x 1018 8.6 x 10 8.2 x 10 | 4.40 3.23

Table 8.2: e-h pair densities and 7 and 74 for the curves in Figs. 8.5 and 8.6.

is detuned the maximum of the signal shifts to S, in the same manner as the data taken
with the 100fs detuned pulses in the previous chapter. The FWM-PS at B=10T is shown in
Fig. 8.6. The hh-X has more pronounced structure than in the other measurements although
there was structure above the hh-X in the FWM-PS shown in chapter 5; this is at least
partly due to the higher resolution spectrometer which was used for these measurements.
The extra peaks in Fig. 8.6 are most likely due to the quantized center of mass motion as is
the case with the FWM-PS in chapter 5. It is also possible that this is due to reabsorption in
the sample although reabsorption effects seem unlikely for a 0.25um sample. This possibility
is suggested by comparing the FWM-PS vwith the linear absorption (dashed line in Fig. 8.6)
because the peak of the absorption falls between two peaks in the FWM-PS. Table 8.2 gives
7 and 74 and the densities for the 10 Tesla measurements. While the measurements with
the longer pulse emphasize some of the features seen in the measurements described in the

previous chapters, they don’t show any completely new features.
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Figure 8.5: TI-FWM at B=10T for different detunings. Refer to table 8.2 for the excitation
densities and 7, and 74. :
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Figure 8.6: FWM-PS at B=10T. The dashed curve is the absorption spectrum. Refer to
table 8.2 for the excitation densities and 7. and 74.



.109
8.4 FWM measurements on the 1 micron sam‘ple

By making measurements on thicker samples, we can check to see if propagation
through the sample has an effect on the FWM experiments. If we look at the TI-FWM
measurements on the 1 micron sample at high magnetic field, Figs. 8.7 and 8.8, they do not
lock significantly different from the measurements done on the 0.25 micron sample. As the
magnetic field is increased St increases, and, as the density' decreases, Sy increases. The
linewidth of the 1 micron sample — 2yp = 1.2meV at 0 Tesla — is larger than that of the -
0.25 micron samples, and on this sample both 7, and 7,4 are faster. At 10 Tesla, 7, = 1.64ps
and 74 = 1.37ps.

However, if we look at the FWM-PS, there are important differences in the emission
of the different thickness samples. Figure 8.9 shows the FWM-PS at At = 0 and B=10T
for the different samples. The 0.5 and 1 micron samples show a pronounced dip in the
middle of the hh-X emission peak. This is due to reabsorption of the emitted FWM signal
in the sample. Another striking effecf that is seen in the thicker sample is the change in the
FWM-PS as At is changed. This is shown in fig. 8.10. These complicated effects are not
seen jn the thinner sample and are due to propagation. At B=0T, the propagation effects

are less evident.
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Figure 8.7: TI-FWM vs. B on the 1 micron sample. Iy, ~ 41,.
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Figure 8.9: FWM-PS at At = 0 for different thickness samples. The stress is different in the
different samples which results in shifts in the resonance energies of the different samples.
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8.5 Conclusion

In this chapter, we have described three additional measurements on bulk GaAs
in magnetic fields. Two of the measurements investigate issues other than exciton-exciton
correlations that can be studied in this systefn: carrier-carrier scattering and propagation.
The third measurement further investigates the exciton-exciton correlations, using longer
excitation pulses. We havé shown that dephasing due to carrier-carrier scattering is sup-
pressed at high magnetic fields by the 1-D motion of the free carriers. Looking at thicker

samples, we saw that propagation affects the FWM-PS in 0.5 and 1.0 micron thick samples.



115

Chapter 9

Conclusion

Wé have performed ultrafast two-pulse degenerate four-wave mixing on bulk GaAs
in high magnetic fields. At zero magnetic field, the measured signal is consistent with calcu-
lations of the optical response within the time-dependent Hartree-Fock approximation — a
mean-field theory at the two-particle level. But at high magnetic fields, we measure a signal
that cannot be explained within the mean-field theory. A theory that takes into account
exciton-exciton correlations within the biexciton scattering state continuum succeésfully
-describes our results.

Time—in_tegrated four-wave mixing measurements show a large signal for a pulse
sequence that would produce no signal in an ensemble of independent two-level §ystems.
The mean-field theory predicts a signal smaller than the one we experimentally measure.
Only by including the effect of exciton-exciton correlations on the four-wave mixing signal .
in the theory can we reproduce the shape of the experimentally measured time-integrated
four-wave mixing.

Spectrally resolved four-wave mixing measurements support the theoretical expla-



116

nation. At high magnetic field, the exciton-exciton correlations result in a strong interaction
between the light-hole exciton (Ih-X) and the heavy-hole exciton (hh-X). This manifests it-
self as an increase in the 1h-X signal relative to the hh-X signal, quantum beating between
the 1h-X and the hh-X, and an exchange of relative signal strength between the 1h-X and hh-
X as a function of the time delay between the two input pulses. These results are all beyond
the predictions of the mean-field theory an(i are the result of exciton-exciton correlations.

Having identified the exciton-exciton correlations in our measurements, we then
proceeded to explore the nature of these correlations by varying the excitation density,
detuning, and temperature. This is the first time, to our knowledge, that the coherent
properties of unbound exciton-exciton correlations have been studied. By varying the exci-
tation density at high magnetic field, we see a transition from a regime at high density that
can be explained within the mean-field theory to a regime at low density where the exciton-
exciton correlations dominate the signal. Surprisingly, the exciton-exciton correlation signal
is still strong at densities where the excitons are almost 10aqy apart.

The coherence of the exciton-exciton correlations can be studied by changing the
temperature of thé sample or by detuning the laser. Increasing the temperature increases
the supply of incoherent thermal phonons which will lead to the dephasing of the excitons
and the exciton-exciton correlations. Between 2K and 44K, the dephasing of the excitons
does not change whereas the dephasing of the exciton-exciton correlations is much faster at
44K. Detuning the laser above and below the exciton resonances varies the relative number
of free electron-hole pairs that are excited. The free electron hole pairs lose their coherence
very rapidly, resulting in a population of incoherent e-h pairs which dephase the excitons

and the exciton-exciton correlations. Both of these measurements indicate the sensitivity
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of the coherence of the exciton-exciton correlations to scattering processes.
This research demonstrates the power of ultrafast spectroscopy to explore interest-
ing questions in many-body physics and opens up some interesting avenues of exploration

some of which we mention below. This work has focused on the configuration where bound

biexcitons do not play an important role. One question we are currently exploring is whether

bound biexcitons can be seen in four-wave mixing. The bound biexciton has never been
seen in bulk GaAs and it is interesting to ask if it can be detected in high magnetic fields
where thé unbound biexcitons are strongly correlated.

An important issue that our results have raised is the magnetic field enhancement
of the exciton-exciton correlations. The explanation that quadrupole-quadrupole interac-
tions between the excitons at high magnetic ﬁeid are responsible for the enhanced corre-
lations is plausible and intuiti\}ely appealing, but awaits a conplusive demonstration either
theoretically or experimentally. Our data shows a strong temperature dependence of the
exciton-exciton correlation at surprisingly low temperatures. Caculations of the dephasing
due to acoustic and LO phonons correctly predict that the coherence of the exciton-exciton
..correlations ris-mdre-sensitive to-phonon scattering than the éxciton coherence, but predict
an effect which is two orders of magnitude smaller than that seen experimentally. The effect
of temperature awaits a conclusive explanation.

There are some additional features in the measurements that also have not yet been
explained. The exact shape of the time-integrated four-wave mixing measurements is not in
perfect agreement with the theory. In particular, the theory predicts stronger oscillations
for negative time delay. And the spectrally resolved signals show some structure around

the hh-X which we believe is due to quantized center of mass motion of the excitons. The
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role of the center of mass motion of the excitons in the nonlinear optical response is itself
an interesting question.

Another interesting question which we have not addressed is whether more excitons
than just two are correlated. The enhancement of the exciton-exciton correlations at high
magnetic field suggests that further correlations are enhanced as well. Signatures of higher-
order correlations com);id be looked for in the four-wave mixing signal, and higher-wave mixing
experiments should provide clear signatures for higher-order correlations as indicated by the
Dynamics Controlled Truncation Scheme.

Other experimental techniques could also contribute to exploring some questions
raised here. The transition from 3-D to 1-D Boltzmann scattering which affects the excit.on
dephasing rate at high densities should also be evident in pump-probe measurements de-
signed to study carrier relaxation. Spectrally resolved pump-probe measurements could also
be used to look at the exciton resonances carefully to detect any energy shifts associated
with quadrupole-quadrupole interactions between the excitons.

It is clear that there are many interesting questions still to be explored with ultra-
fast spectroscopy. We hope that this work has contributed to the field and will stimulate

further research.
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Appendix A

A new formulation of the theory

As this work was being finished, we were preparing a long paper with a formulation -

of the theory different from that presented in chapter 6. The theory is due to Reinhold

Lovenich and Wilfried Schafer. Here we present this formulation of the theory with a

minimal amount of commentary.

Our starting point is the Hamiltonian of electrons and holes in the lowest Landau-

level, coupled by the dipole-matrix element y,ﬁh to the external laser fields E.

H=Y egele+ > e hlh
ke kh

—+

+

> (u BELR] + i B e )

keh .

1 k! +

> {dff S e bl gtk
kk’q ee’

> b ol _gPachi].

hh!

ky—k = [4 2t s . et 4 s
’Uq!l v Z [3L+q’LL’—qhk’ek -+ "‘L+qu¢'—qek' hk] } (A.1)
eh
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The single particle energies are given by

2 2.2
eh _ _eh h h°k;
€ =€ +

A2
2mepl?  2me (#-2)

where [ is the magnetic length, | = \/h/eB and k, is the momentum along the direction
| B. For electrons and holes in the lowest Landau level, the Coulomb interaction in the

Landau-gauge is given by
2

—12(q24q2)/2 /
vgy _ e /‘00 dqz e (q qy)/ equyqz , (A.3)

and é;r(, EL are the Fermi operators for electrons and holes, with two-dimensionl k-vectors in
the ky-k,-plane. The optical properties are determined by the polarization P = Y oehk ﬁehP,fh,
where Pgh = (élfzf_k), is the transition amplitude between an electron in band e and a hole

in band h with respective wavevectors k and —k. Pﬁh obeys the equation

. 0 .
(‘Zh& —ef —ef — zmp) PeM+ Y vaPh (A.4)
5 .

! ’ 7 ! a
= ;NﬁeE(éh,h’_ ﬁh)—§ﬂﬁeEfﬁ +§ fihmt

where the interaction contribution is given by

0 eh
ik

=S el s

int k'q e

~

- (éTk hT_k_q é;r(/_{_q ék’)] + Z [(é;r( il'T_k_q iLT_kI h—k’—q)
hl

~

(ehra Al i Al y_q oie)] } / (A.5)
Within the x®)-truncation scherﬁe we make use of particle-number conservatiqn, which
allows the introduction, in Eq. (A.5), of 6-point instead of 4-point correlation functions
according to the relation,

(€l bietis) = D (eh, Al exs AR ké,)
Y,
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Z(ekl Py, s €1c€ Kby ) - (A.6)
k,e' .

The second contribution on the right hand side is at least of 5th order in the excitation
field and neglected at the x(®)-level. The resulting 6-point functions are factorized into all
possible products of 2-point and 4-point functions. This procedure allows us to split the
interaction contribution, Eq. (A.5) into the Hartree-Fock contribution and a correlation

contribution. The Hartree-Fock contribution is,

8 1 ! ! !
P = D g [P A Gee + PSR G
HF q,e’h’
. Pﬁ’hfge’ (Sh,hl _ Pﬁh (’llh(se,e'] . (A_7)

The one-particle distribution function is the sum of a coherent and an incoherent contribu-
tion

Z PP PEh 43 Ngheh (A.8)
q,h’ .

where we introduce the pair-density correlation function

N ks = (e AL e B, ) — (8L AL V(e P, ) (A.9)

which determines the incoherent part of the one-particle distribution function. The correla-
tion contribution to Eq. (A.5) consists of two parts. One is incoherent and determined by the
pair-density correlation function Nﬁ’lwkz ks kqo aNd the second one is due to the biexcitonic

correlation function

ehe'h' _
Bkl,kz,ka,k4 - <ek1hkge h’ )

(el AL )l Bty + (el Rl et AL (A.10)

When all these elements are collected, the correlation contribution to Eq. (A.5) takes the



form,

0 ky—k! It It
eh } : y Ry e’ h'x e’ h'*
——-—at k = 'Uq [P ! — Ly q]

corr k'q,e’h’

ehe'h’ ehe'h’
X [Bk+q,k,k'+q,k' + Bk,k+q,k',k'+q]
e’ h are’ h'eh’ e h e'h’eh’
+ B "Niwicrak+a — PorqNkrqk +q kK

eh! are’h'e’h eh! are’'h’e’h
+ B Niiqkx ktq — PitqNietqktqk k

e'h' e' b/ ehe'h’ ehe' b’
+ [Pkl — k'+q] [N '+q,k’ k+q,k + Nk',k'+q,k,k+q] } .
The equation of motion of the pair-density correlation function has the form,

a / ! N
. e h I3 h ehe'h
( —ihor =€l — €, + e + ek ) ki kea ks ks

4

ot

_ ZUO Nehe’h,’ __ prehe’n’
q \*"ki1+q,k2+q,ks ke ki,k2,k3+q,ke+q
q
-2 e sk + ?‘Nﬁhih’k k
1,K2,K3,K4 1R2, 3
ot source ot e
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(A.11)

(A.12)

. . . . . ! .
In its simplest version the source term is proportional to vyp P{j{”Pﬁa’" Ok, ko Oka kg 1. €. the

decay of the coherent polarization. The scattering contribution drives the pair-density cor-

relation function towards its quasi-equilibrium value. In principle a x(®)-truncation theory

cannot account for these processes. Since this is an incoherent contribution to the dynamics,

the CCTS is not well suited anyway, and one should refer to other methods of manyparticle

theory.

The equation of motion of the biexciton correlation function is

! e I e h . ehe'h'
(— Zha - Ek+q_ ekl+q_ Exr — €k — 7'7B)Bk+q,k’+q,k’,k

_ Z ,Uky ~ky+qy—gy Behe’h’
q k+q+q' k'+q,k'-q' k
ql

k! —ky+q,—q 7Y
y~ Ry Ty —9y pehe'h
Yy Bictrqk/+q+q' k' k—q
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k —~Ic.’ 'R
! B qh e Kratd K

_ ky—ky Behe’h’
Uy k+q,k’+q,k'+q' k+q’

_ qy Behe’h'
q' Pk+q+q’ k'+q,k’ k+q’

—Qqy pnehe'h’
- Uy Bk+q,k’+q+q’,k’+q’,k] (A.13)

k —kl I'ht !
= —vg Y(PEh - PEh ) (PER, - PEY)

+ op L (PEg ~ PEV (PSR — BEh) + O(E) .

At low excitation intensities and for times small compared to the dephasing times, the
coherent limit captures the éssential physics of the nonlinear emission. In this case the
pair-density correlation function, NV, Ehek’; ks ke vanishes and only the biexcitonic correlation

function contributes. This function fulfills the fundamental anticommutation relations of

Fermi particles, which are taken into account in an expansion of the form

Bﬁ'fq,k eS|
nm
Bt ™ (q) pi(k + Ba, gy) 05" (K + aq, —gy)
+ Bk — k') o2 (Bk + 6k’ +q, ky — k}))

o2 (BK' + 6k, K, — ky)] : (A.14)

where we assume the most genéral case of anisotropic masses in the y and z directions.
In that case & and B are diagonal matrices with ay; = mei/M;, Bz = mpi/M; and M; =
Me; + Mp;. Finally we take the physical limit me, = mpy — 0o. The expansion in terms
of these eigenfunctions is performed in two steps. In the first step after insertion of Eq.
(A.14) in Eq.> (A.13), we multiply By the phase factor exp[il%q,(ky, — k,)] which appears in

7

Eq. (A.11) from the Coulomb potential in the Landau gauge, Eq. (A.3), and we perform
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the ky and kz’/ summations. This allows us to express the wavefunctions in Eq. (A.14) in
the form,

Wk +ag,p) =Y explil®qz(ky + ayygy)] 03 (k + 649, ¢y) (A.15)
ky

which are solutions of

Z ’:h o (k + ag,p) ZV (p,k — k') & (k' + oq,p)
= &;"(pq) 5 (k + ag,p), (A.16)
with
V(p,k— k) = ggz—g, Zle’p’ % Jo(I%pp') . (A.17)

In the second step we project (A.13) onto the basis set of these eigenstates, this results in

the following equation of motion for the polarization

0 eh eh _ . ehyn ~eh
(—zha—e (0,0)) Pe" = p"E g3 (0)

= T [ B + u B Pt P

ml e'h’

t 'R h' pe'h
+ > >V e PR PEY P

mn'm’ e'h’

+ X TSP Vi (@) B (@)

mn'm'’ e’ q
Vi (@) B @) , (A18)
where q now labels the two dimensional vector (g, g.). In Eq. (A.18) the bym are the Pauli
blocking matrix elements, V¢ is the static Coulomb interaction, V¢ the RPA Coulomb
interaction and V*¢ is the _corresponding exchange contribution. The definitions of the
various matrix elements as well as those appearing Eq. (A.13) are summarized below. The

final form of the equation of motion of the biexcitonic correlation function is

(~iha — esh(a) — et (@) B (@)
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ZZHnmnm’ a9 )B:hrle'h( )

n'm' q
1

_7%17%/ (1 - )nmq img

{ Vit 2@ PSP Pl = Vs (@ PR P2l }.

(A.19).

It is worth noting that the real-space represenfation of Eq. (A.19), written for infinite hole
~ masses and with only the 1S-exciton contributions retained, is nothing but the Heitler—
London expansion.

Sincé the solution of Eq. (A.18) and Eq. (A.19) is very time consun_ﬁng, up to now .‘"n
only partial solutions of the problem have been perfbrmed, usually in second order Born -
approximation. The energies depend only weakly on ¢. Therefore it is possible to simulate
this dependency by a coarse grid, as long as the delay At is not too small. For At close to
zero, interference effects in the continuum associated with g become important, and, even
in second order Born approximatioﬁ, it is not trivial to achieve convergence with respect to
9

If contributions beyond this are taken into account, the TI-FWM isﬁ expected to
increase Sy, since Sp; originates from the 4-particle correlations. The interference of the
different g contributions also damps out the structure for At < 0. This means that the
second order Born approximation is well justified; it only underestimates the contribution
for At < 0.

These oscillations are smoothed out if the g dependency is taken into account rore

carefully, as shown in Figure A.1. This should be even more pronounced, if contributions

beyond second order Born approximation are accounted for. The coupling to the continuum
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Figure A.1: TI-FWM for bulk GaAs in a high magnetic field calculated taking the g
dependence of the biexcitonic correlation function into account (solid line). The calcula-
tion without the g dependence (dashed line) is shown for comparison. Including the g
dependence smooths the oscillations for At < 0 and reproduces the coherent peak.

associated with g correctly reproduces the peak at At = 0 seen in the experimental data.

A.1 Matrix elements
For better readability we represent q as (p, ¢). The Pauli blocking matrix element
is given by:

BEER = 3" otk (k, 0) S (K, 0) 0§ ¥ (k,0) . (A.20)
k N
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The static Coulomb interaction in the equation of motion for the polarization reads as:

Vit me = 2 V(0,6 — ) 5 () 05l (9)
k,q

x (w%"*(k) P2 (0)) (% * () — o5 * (k). (A21)

The two other Coulomb matrix elements in the mentioned equation, the RPA like V¢ and

exchange type V™¢ are defined as

Ve mm (,9) = v°(g,p) M2t (q,p) MEL: (4, p)

(A.22)
Vnm n'm/ Qap Z UO (qap eh* k + agq, 0)
kk’
Q2" (k + Ba, 0) (0 (k) — 2 (K'))
x (o (K +q) - (k+q), (A.23)
where we made use of the Coulomb interaction
e? exp(2%p%) '
pp (A.24
W (q,p) = 2W60L2p PR Jo(I°pp') (A.24)
and the overlap matrix elements
Mgk (q,p) = Zweh* k,0)
X ((Pn’ (k + aqap) ‘pn’ (k ﬁqap)) (A25) '

The overlap matrix is defined by:

nmqnm’ y = Z‘peh*(k'i'aq p) (peh*(kl +BQap)
kk!

oo (Bk + ok’ + ¢, p') oo (BK' + ak,p') . (A.26)
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The interaction matrix H in eq. (A.19) is obtained by applying (1 — S)~! to a matrix H:

Hompm (4,d) = DD (1~ 8)aman(,9)

X Hﬁm,n’m’((_l, ql)- ‘ (A~27)

This is finally given by

Hpmm (9,9') = 0%(a — ¢',p ~ 9)

X [Mnnf(ﬂ(q ¢),p, P )My (g = 4,0, ')
+ Mv(alg—q),0,0") Mg (Ba = ¢), p,p')]
- (g-¢,p—7)

X [Mnnf(ﬂ(q—q'),p, "My (B - q),p,0")
+ Mol - 000 M (ala ~ )07

(A.28)
where M is given by

ek (q,p,p") = }:cp (k,p) 05t (k + q,p") (A.29)
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