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Global Earth structure: Inference and assessment 
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Abstract 

A suite of compressional and shear phase arrival times (P, S, PP, PeP, SS, SeS, PKPab, 
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PI< P be, PI< Pdf, S I< S ae) and two sets of differential times ( S S - S41oS, S S - S66oS) are used 
to infer lateral variations in P and S velocity structure in the entire Earth (crust, mantle, and 
core). Volumetric heterogeneity is parameterized by 22 depth layers, each of which is subdivided 
into a grid of cells. In addition to volumetric heterogeneity, we determine topography on the 
major internal velocity discontinuities, station corrections, event relocation parameters, and 
inner core anisotropy, a total of 96,300 unknowns. The model parameters are estimated using an 
iterative Lanczos algorithm to obtain a partial singular value decomposition. A total of 5,000 
Lanczos values and vectors are used to construct model parameter estimates as well as measures 
of model parameter resolution and covariance. The Lanczos resolution estimates provide lower 
bounds on conventional SVD-based measures. Throughout most of the mantle we find that 
regions beneath the continents, particularly in the northern hemisphere, are well resolved. With 
the exception of Africa, velocity variations are moderately wellresolved in that portion of the 
outer core lying beneath the continents. Velocity heterogeneity is poorly resolved in the inner 
core where cell dimensions are small and deviations in velocity heterogeneity trade off with 
variations in anisotropy. Variations in the uppermost mantle (2-3 %) are correlated with surface 
tectonics, while at greater depths high velocity variations coincide with regions of past and 
present subduction. The high velocity anomalies extend into the lower mantle though with a 
reduced amplitude (0.5-1.0 %) until the lowest mantle (2.5 %). At the base of the outer core a 
large scale pattern of heterogeneity (0.8 %) is observed, slower at the poles. In the inner core we 
infer peak anisotropy of 2-3 %which varies laterally and with depth. However, the magnitude 
and distribution of the anisotropy trades off strongly with velocity h~terogeneity. 



·INTRODUCTION 

In many ways, models of the three-dimensional 
seismic structure of the Earth have become increas
ingly sophisticated. Since the first estimates of lower 
mantle P velocity variation (Sengupta and Toksoz 
1976, Dziewonski et al. 1977, Clayton and Comer 
1983) investigators have sought to: (1) improve sam
pling by the incorporation of additional phases and 
data, (2) refine their parameterizations in order to ob
tain better spatial resolution, (3) consider the veloc
ity structure of other regions within the Earth such as 
the upper mantle and core, and ( 4) account for other 
aspects of velocity heterogeneity such as boundary de
flections and anisotropy. The great variety of studies 
is a tribute to the continual accumulation of seismic 
data at seismological stations around the globe, and 
a sign of advancements both in instrumentation and 
data analysis. 

The diversity of seismological investigations of ve
locity heterogeneity (Romanowicz 1991, Iyer and Hi
rahara 1993, Nolet et al. 1994), with variations in 
both data and model parameters, leads to an equiva
lent diversity in the resolution of Earth structure. For 
example, short period body wave travel tim_es, long 
period waveforms, free-oscillation spectra, and sur
face wave dispersion curves all differ in their sensitiv
ity to spatial variations in P and S velocities (Snieder 
et al. 1991, Li and Romanowicz 1996) . Further-. 
more, spherical harmonics, cells or blocks, and spher
ical splines are all valid representations of Earth struc
ture but are not equivalent in terms of their response 
to truncation, their spatial averaging, and their bi
ases due to inhomogeneous sampling (Trampert and 
Snieder 1996). This last consideration, inhomoge
neous sampling, is of paramount importance in the 
determination of global Earth structure. It has been 
recognized for some time that the clustering of seismic 
sources at plate boundaries and the location of a ma
jority of seismographic stations on continents in the 
northern hemisphere significantly biases the sampling 
of Earth structure. Surface waves and free-oscillations 
are less sensitive to the variations in source-receiver 
distribution, however these vibrational modes have 
less lateral and depth resolution than do higher fre
quency body waves. The net result is a great uneve
ness in our ability to constrain spatial variations in 
the Earth's seismic velocity. 

Accompanying the progress in seismic imaging there 
have been significant strides in our ability to model 
processes in the Earth, such as mantle and core con-
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vection. Such numerical simulations can now be used 
to investigate the formation of plumes (Davies 1990), 
the interaction of subducting slabs with the veloc
ity discontinuities at 400 and 660 km (Tackley et al. 
1993), the influence of mantle convection on conti
nental cratons (Lux et al. 1979, Gurnis and Davies 
1986, Gurnis and Zhong 1991, Bunge and Richards 
1996), and the generation of the Earth's magnetic 
field (Glatzmaier and Roberts 1995, 1996). The re
sults of such detailed modeling have been compared to 
estimates of velocity variations in the mantle. Thus, 
seismological estimates of global structure are to some 
extent used to validate mantle convection studies. In 
particular, several studies have compared the scale 
length of features in convection models with the scale 
lengths of heterogeneity derived from seismic esti
mates of mantle structure (Gurnis and Zhong 1991, 
Bunge and Richards 1996). 

As suggested above, there is a need to determine 
the spatial extent of features In the Earth. However, 
the great variability in sampling leads one to suspect 
that there are corresponding variations in the ability 
of seismological data to constrain estimates of veloc
ity heterogeneity and the spatial dimensions of the 
anomalies. If global velocity models are to definitively 
constrain the scale lengths of features in the Earth 
they. must be accompanied by some estimate of spatial 
resolution and uncertainty. Unfortunately, with few 
exceptions (Tanimoto 1986, Vasco et al. 1993), com
putational considerations have prevented formal esti
mates of resolution and uncertainty. Rather than es
timate resolution and uncertainty directly, most cur
rent studies approximate these measures through the 
inversion of synthetic data sets. One approach is to 
invert seismic data produced by. forward modeling 
through a structure containing oscillating or 'checker
board' anomalies. This approach suffers from a de
pendence on the scale length of the oscillations, as 
resolution of a long wavelength pattern is different 
than that of a smaller scale pattern. In fact, in re
alistic situations, large scale structure may be more 
poorly resolved than small scale variations (Leveque 
et al. 1993). Resolution as a function of scale length 
is quite complicated, depending on the structure of 
the null-space of the inverse problem (Leveque et al. 
1993). Thus, the commonly used checkerboard tests 
can be quite misleading. The interference between 
the anomalies of the checkerboard is an additional 
complication associated with inversions of synthetic 
data. The estimation of uncertainty involves the in
version of random deviates with the same distribution 



as the errors on the data. However, such inversions 
are dominated by the regularization and do not pro
vide an acceptable estimate of uncertainty (Vasco et 
al. 1993). For example, in regions of poor cover
age, where uncertainty should be large, the inversion 
of random deviates produces small values due to the 
regularization. 

Several papers have outlined feasible approaches 
for conducting approximate model assessments for 
large inverse problems (Scales 1989, Nolet and Snieder 
1990, Berryman 1994, Zhang and McMechan 1995, 
Minkoff 1996, Vasco et al. 1998). The proposed al
gorithms are well suited for the task of global tomo
graphic imaging and do not suffer the deficiencies as
sociated with inverting synthetic data sets. In this 
paper we apply an algorithm based upon the Lanczos 
recursion (Lanczos 1950) to estimate velocity varia
tions in the entire Earth (mantle, outer core, and in
ner core) and to assess the resulting estimates. We 
solve for several different types of parameters: P and 
S velocities, boundary deflections ( 400 km, 660 km 
discontinuities, core-mantle boundary, and inner core 
boundary), stations corrections, hypocentral reloca
tion parameters, and inner core anisotropy, for a total 
of 96,300 unknowns. Constraining these parameters 
are 846,968 summary seismic arrival times from 11 
different phases which have been gathered by the In
ternational Seismological Center (ISC). Because we 
solve for all classes of parameters and approximate a 
formal assessment, it is possible to examine spatial 
resolution in various regions of the Earth, such as the 
outer core. 

METHODOLOGY 

In this section we outline the formulation of the in
verse problem for Earth structure. Additional details 
on our particular approach may be found in Pulliam 
et al. (1993), Vasco et al. (1994, 1995), and Vasco 
and Johnson (1998). Discussions on seismic tomogra
phy in general may be found in Nolet (1987) and Iyer 
and Hirahara (1993). We also present an overview 
of techniques for estimating the unknown parameters 
and assessing our solution, based upon singular value 
decomposition (SVD). This formalism is well estab
lished in geophysics and discussions of greater depth 
may be found in books on inverse methods (Menke 
1984, Parker 1994). A brief section describes the 
Lanczos recursion and its application to the construc
tion of an approximate model assessment. More in
formation on Lanczos iteration may be found in Cui-
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lum and Willoughby (1985), Sehmi (1989), and Berry 
(1992). 

Representation of Earth structure 

In order to account for the complexities of wave 
propagation through the Earth we must consider sev
eral classes of parameters. For the sake of illustration, 
consider a travel time residual for a phase of type l 
(P,S,P P,P KPbc ... ), observed at station i, associated 
with earthquake j, 8tiil· Beginning at the source, 
each event is relocated during the inversion. That is, 
we solve for shifts in the depth, latitude and longitude 
of the hypocenter and shifts in the event's origin time 
contained in the vector 8h/, k = 1, 2, 3, 4. Travel 
times reported to the ISC by individual stations may 
be biased by several factors (Grand 1990) such as 
near surface velocity variations, differences in instru
mentation, and station mislocation. We include sta
tion delays for compressional and shear phases read 
at each station, denoted by bsik, k = 1, 2. Initially 
(Vasco and Johnson 1998) a station delay was as
sociated with each distinct phase but it was deter
mined that two terms, one for compressional and one 
for shear phases, recorded by each station produced 
essentially identical velocity deviation, boundary de
flection and anisotropy heterogeneity estimates. Our 
model of P. and S velocity variation consists of 22 
layers of 1136 cells each. The lateral dimension of 
the cells, approximately equal area in a given layer, 
are 6° by 6° at the equator and the radial extent 
varies from 35 to 400 km, depending on layer depth 
(Vasco and Johnson 1998). Velocity is assumed to 
be constant in each cell and the unknowns represent 
deviations from the average layer velocity. The ra
dial background P and S velocity models are those of 
ak135 (Kennett et al. 1995). The vector of velocity 
deviations with respect to ak135 is denoted by bv. 
Because several lines of investigation suggest that the 
inner core is characterized by an anisotropic veloc
ity structure (Poupinet et al. 1983, Woodhouse et al. 
1986, Morelli et al. 1986, Shearer et al. 1988, Creager 
1992, Song and Heimberger 1993, Tromp 1993, Vin
nik et al. 1994, Song and Richards 1996) we include 
it in our parameterization. The formulation is sim
ilar to that used by Shearer (1994) with expressions 
obtained from Backus (1965). For cell min the inner 
core the velocity is given by 

where O;i is the angle between the tangent to the ray 
from the jth event to the ith station and the rota-



tion axis, vm is the isotropic component of velocity. 
The inner core anisotropy coefficients are collected 
in the parameter vector t5am k, k = 1, 2. There are 
indications of topography on the major velocity dis
continuities in the upper mantle at depths of 410 and 
660 km (Shearer and Masters 1992, Shearer 1993). 
Also a number of studies have produced estimates of 
depth variations in the core mantle boundary (CMB) 
(Creager and Jordan 1986, Morelli and Dziewonski 
1987, Gudmundsson 1989, Ro<).gers and Wahr 1993, 
Obayashi and Fukao 1997). To account for this in 
our model, we include terms relating perturbations 
in boundary radius to a travel time deviation. The 
approach we follow is based upon the derivation of 
Dziewonski and Gilbert (1976). Further details may 
be found in Vasco et al. (1995). We consider per
turbations induced by structure on the 410 km, the 
660 km, the CMB and the inner core boundary (ICB). 
For boundary element k the depth perturbation is de
noted by t5bk. 

Robust estimation 

Though the relationship between the change in ar
rival time and the Earth's structural parameters is 
non-linear, it is thought that the deviations from a 
purely radial variation are small. Given this assump
tion a Taylor series expansion, truncated to first or
der, provides a linear equation relating arrival time 
deviations to perturbations in Earth structure, 

N,o .n. 4 8 N. 8 
""" V~ij I k """ l;j I k """ l;j I k 

t5tijl = L.J 8vk t5vl + L.J 8hk t5hi + L.J 8sk t5s;l 
k=l k=l k=l 

~ 8tijl t5bk ~ 8tijl t5 k 
+ L.J 8bk + L.J 8ak a 

k=l k=l 

for the /th phase arrival time associated with event j, 
recorded at station i. The parameter deviations are 
defined in the previous subsection, the partial deriva
tives are discussed in our previous papers (Pulliam 
et al. 1993, Vasco et al. 1994, Vasco et al. 1995, 
Vasco and Johnson 1998). Given a large collection of 
arrival times from various source and receiver com
binations we can infer variations in Earth structure. 
The relationship between the vector of travel time de
viations ( t5T) and the vector of velocity ( t5v) pertur
bations, hypo-central location (t5h) changes, station 
corrections ( t5s), boundary deflections ( t5b), and vari
ations in inner core anisotropy ( t5a) may be written 
matrix-vector form 

t5T = V t5v + Ht5h + St5s + Bt5b + At5a. (2) 

4 

The bold font upper case letters V, H, S, B, and A 
represent matrices who's coefficients are the partial 
derivatives of the travel time with respect to velocity 
.variation, hypo-central re-locations, stations correc
tions, boundary deflections, and inner core anisotropy 
deviations, respectively (Pulliam et al. 1993, Vasco et 
al. 1994, Vasco et al. 1995, Vasco and Johnson 1998). 

It is possible to solve the linear system of equa
tions represented by (2) using a least squares tech
nique (Golub and Van Loan 1989, Paige and Saun
ders 1982). Because of the excessive number of out
liers often found in travel time data sets, the basic 
assumption underlying the least squares algorithm 
(normally distributed errors) may be violated (Jef
freys 1932, Pulliam et al. 1993, Vasco et al. 1994). 
We have adopted an alternative approach based upon 
the minimization of the [P norm of the residual vector 
(Nolet 1987). The power p may be chosen such that 
model parameter estimates are approximately maxi
mum likelihood estimates (Vasco et al. 1994). In our 
particular application the value of p is 1.25, derived 
from an analysis of our composite data set (Vasco and 
Johnson 1998). Defining 

M = [ V H S B A ) , (3) 

and. t5x = [t5v t5h t5s t5b t5af we may write the [P 

residual norm minimization problem in a compact 
form, 

M N 

min L I L M;jt5Xj- nw (4) 
i=l j=l 

where N is the total number of parameters and M 
is the total number of constraints. An efficient algo
rithm for the general [P residual norm inversion has 
been presented by Scales et al. [1988]. The technique 
is based upon repeatedly solving a weighted system 
of linear equations, 

(5) 

where the weights, contained in N 112 , are varied sys
tematically. The weighting or. scaling matrix N 112 is 
diagonal and it's ith diagonal element is 

N 

N; 1
/

2 =I L M;jt5Xj- nw-2
. (6) 

j=l 

The solution of equation (5), t5x, is used to compute 
the set of scaling factors (N/12

) in equation (6), the 
equations are rescaled, and the weighted system of 



equations (5) is solved again. The procedure is re
peated for a number of steps until satisfactory con
vergence is achieved. 

The weighted system of equations may be repre
sented in a standard form if we define G = N 112M 
and 6d = N 1128T then . 

G8x = Cd. (7) 

To solve this system of equations we employ the singu
lar value decomposition (SVD) of G, described next. 

Inference and assessment based upon the 
SVD 

The estimation of model parameter resolution and 
model parameter covariance follows from a singular 
value decomposition (SVD) of the matrix Gin equa
tion (7). The SVD is a representation of G as the 
product of three matrices 

G=UAVT (8) 

where A is a diagonal matrix of singular values (Menke, 
1984; Golub and Van Loan, 1989). The matrices U 
and V are orthogonal, that is they satisfy uTu =I 
and yTy = I. Equation (8) may be derived from 
an eigen-decomposition of the L x L (L = M + N) 
matrix 

(9) 

(Menke 1984, Berry 1992), resulting in the two sys
tems of linear equations 

Gv; = .A;u; 

GT U; = A;V; 

which may be written 

GGT u; = .-\2;u;, 

(10) 

(11) 

where .A; is the ith diagonal element of A. In matrix 
form equation (10) is 

GV=UA (12) 

or 
G=UAVT. (13) 

The least squares solution 8x of the regularized in
verse problem, which may be written in terms of a 
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truncation of the SVD, is used to construct the gen
eralized inverse of G (denoted by Gt) 

(14) 

where the subscript p signifies that only the p largest 
singular values and their accompanying singular vec
tors are retained. The solution to equation (7) is then 

(15) 

Model parameter resolution is a quantitative mea
sure of averaging or blurring inherent in model param
eter estimates (Menke, 1984; Parker, 1994) derived by 
assuming that a 'true' solution to equation (7), de.: 
noted by 8xt, exists. Because 8xt satisfies equation 
(7), substituting G8xt for 6d in equation (15) and 
making use of equation (7), results in 

8x = GtG8xt = Vp VpT8xt = R8xt. (16) 

The elements of a row of the resolution matrix R = 
Gt G are averaging coefficients quantifying the contri
butiqn which all parameters make to the estimates. 
That is, the R;i element of the resolution matrix 
represents the contribution of the j-th parameter to 
an estimate of the i-th parameter. For the general
ized inverse based upon truncation, the averaging re
sults from retaining only p singular values and vectors 
rather than utilizing the full spectrum. 

The model covariance matrix contains measures of 
the uncertainties associated with the model parame
ters as well as the mapping of the uncertainty between 
parameters. In particular, the diagonal elements are 
the variances corresponding to the estimates. Assum
ing that the data are uncorrelated with uniform vari
ance, ui, the model parameter covariance matrix is 
given by (Menke, 1984; Parker, 1994) 

C - 2Gt(Gt)T 2y A _;2y T m-Ud = Ud p p p • (17) 

Thus, under the stated assumptions, both the resolu
tion and covariance matrices may be derived directly 
from the singular value decomposition of the matrix 
G. We should note that there are alternatives to the 
SVD for computing resolution and covariance matri
ces, for example the LU decomposition approach of 
Vasco et al. (1993) which is based upon the approach 
of Tarantola (1987). 

Partial SVD using Lanczos recursion 

Overview. The SVD approach to model assess
ment is computationally intensive and only practical 



for small to moderately sized inverse problems. For 
this reason the vast majority of tomographic models 
are not accompanied by formal estimates of model pa
rameter resolution and uncertainty. Rather, approx
imate measures of spatial averaging and uncertainty, 
such as checkerboard tests and inversions of numerical 
noise, are presented. Recently there have been anum
ber of publications (Scales 1989, Nolet and Snieder 
1990, Berryman 1994, Zhang and McMechan 1995, 
Minkoff 1996, Vasco et al. 1998) advocating approx
imate model assessments based upon efficient itera
tive inversion techniques such as the LSQR algorithm 
(Paige and Saunders, 1982). The approximate tech
niques have the advantage of presenting the model 
assessment in terms of useful quantities such as the 
model parameter resolution and covariance matrices. 
However, as pointed out by Deal and Nolet (1996), 
and discussed at the end of this section, the numeri
cal approximation methods produce lower bounds on 
model parameter resolution and should not be inter
preted as strict SVD-based resolution estimates. 

The most widely suggested numerical device for 
implementing an approximate model assessment is 
the Lanczos algorithm. This is a three term recursion, 
originally suggested by Lanczos (1950), with links to 
conjugate gradient methods (Cullum and Willoughby 
1985) such as the LSQR algorithm. In outline, the 
Lanczos procedure transforms a given L x L matrix 
A, such as in equation (9), to an l x l tridiagonal 
matrix T using an orthogonal transformation Q: 

(18) 

where QTQ =I and the columnsofQ = (q1,q2, ... q,] 
are known as Lanczos vectors (Lanczos, 1950; Cullum 
and Willoughby, 1985). For L = I the eigenvalues of 
T are identical to those of A and the eigenvectors are 
simply found by matrix multiplication of the eigen
vectors ofT by the Lanczos vectors. Equation (18) 
and the orthogonality of Q implies that 

AQ =QT. (19) 

Because T is tridiagonal 

f3a 

(20) 

equation (19) is equivalent to the system of I equa
tions 
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the recursion ofLanczos (1950), where qo = 0 and the 
orthonormality of the Lanczos vectors Q is used to 
choose f31· The sequence of equations (21) is started 
with an arbitrary non-zero vector q1 of unit length. 
The full Lanczos scheme consists of the steps: 

For qo = 0 and s1 arbitrary and (31 = lls1ll, i = 
1, 2, ... , l 

q; = .s;/(3; 

r; = Aq;- (J;q;-1 

a;= r? q; (22) 

upon completion of I steps we have the matrices T 
and Q from which the eigenvalues and eigenvectors 
of A may be estimated. When l equals the order of 
the matrix A, L, the eigen-decomposition is identical 
to a conventional SVD of the matrix G. Typically 
many fewer than L steps are actually needed for the 
convergence of eigenvalues and eigenvectors. A rough 
rule of thumb is that the first l/2 eigenvalues have 
converged to those which would be produced by a 
conventional SVD. 

Proceeding from the Lanczos algorithm there are 
at least two ways to obtain the necessary quantities 
for resolution and covariance estimates. The com
plete approach begins with the composite matrix (A) 
in equation (9) and requires more computation and 
storage. A more efficient technique is to work with the 
matrix GT G and directly calculate the coefficients of 
V P and Ap needed in equations (16) and (17). In 
the following two sub-sections we describe both ap
proaches. 

Application to the matrix A. A decomposi
tion similar to the SVD of G, equation (13), follows 
from an eigen-decomposition of the real symmetric 
tridiagonal matrix T 

T=WAWT (23) 

where W is an orthogonal matrix containing the 
eigenvectors ofT as columns and A is a diagonal ma
trix containing the eigenvalues of T. [Because W is 
orthogonal, it satisfies wwT = wTw =I (Golub 
and Van Loan 1989)] Substituting equation (23) in 
equation (18) and pre- and post- multiplying by WT 
and W respectively we have 



after making use of the orthogonality of W. Defining 
S = QW we have the diagonalization of A 

A= STAS. 

Note, from equation (9), that A is a partitioned ma
trix and write S (the matrix of eigenvectors of A) in 
a partitioned form 

Thus, the upper half of each column of the matrix 
S = QW contains the left singular vectors u; while 
the lower half contains the right singular vectors v; 
and A contains the singular values as its diagonal el
ements. Equations (10) through (12) may then be 
used to construct the singular value decomposition of 
Gas given in equation (13) as well as the generalized 
inverse defined by equation (14). 

Application to the matrix GT G. If we are 
only interested in calculating elements of the res
olution and covariance matrices we can reduce the 
amount of computation somewhat. Examining equa
tions (16) and (17) we see that only the right singular 
vectors V and the singular values A are necessary 
in constructing the resolution matrix R and the co
variance matrix Cm. Therefore, rather than starting 
with the composite matrix A given by equation (9) 
we consider the real symmetric matrix GT G and its 
eigen-decomposition, as in equation (11). It is impor
tant to note that the potentially dense matrix GT G 
is never explicitly formed in the decomposition. Re
member that for the Lanczos decomposition, as writ
ten in {22), we only require the matrix-vector multiply 
t; = GT Gq;. This is done in two steps, first forming 
y; = Gq; and then t; = GTy;. Thus, we can retain 
the advantages associated with any sparsity of G. 

Instead of equation {18) we have the matrix equa
tion 

(24) 

where Tis tridiagonal and Q is orthogonal as in (18). 
An eigen-decomposition of T, as in equation {23), 
produces 

or 
(25) 

where V = QW. The matrix V, or rather its first p 
columns are exactly what we need to compute the res
olution and covariance estimates as in equations (16) 
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and (17). In fact, this is the procedure we follow in 
our application to the whole Earth imaging problem. 

To find a solution [which requires the left singu
lar vectors U, as indicated in equation (15)] we used 
the LSQR algorithm of Paige and Saunders {1982). 
This algorithm is routinely used in seismic tomog
raphy since its potential was highlighted by Nolet 
(1985, 1987) and Scales (1987). The LSQR algo
rithm or some modification of it has been used in 
a number of tomographic studies [see lyer and Hira
hara (1993) for an overview of seismic tomography]. 
Particular applications to whole mantle tomography 
have been numerous since the study by Inoue et al. 
{1990). We have found the algorithm to have many 
desirable properties, including rapid convergence, nu
merical stability, and efficiency (Pulliam et al. 1993, 
Vasco et al. 1994, Vasco et al. 1995, Vasco and John
son 1998). LSQR follows from an application of the 
Lanczos recursion to the symmetric system 

(Paige and Saunders 1982) which is the coefficient 
matrix for damped least squares ('I] is the damping 
parameter). We shall not go into the mechanics of 
the LSQR algorithm but refer interested readers to 
the more detailed references given above. 

Notes on the numerical implementation and 
convergence. There are several aspects of the algo
rithm of equation (22) which bear on its numerical im
plementation. First, the Lanczos vectors tend to lose 
orthogonality as the iteration proceeds. There are 
several remedies for this and the one we use is selective 
re-orthogonalization (Simon 1984, Sehmi 1989, Berry 
1992, Vasco et al. 1998). Specifically, a recursive 
measure of orthogonality is computed at each itera
tion and re-orthogonalization is enforced only when 
necessary. Another important factor is the iterative 
nature of the approach. As the number of iterations 
approaches the rank of the matrix G, the singular 
value and vector estimates given above approach the 
singular values and vectors of G. However, for l steps 
of the algorithm (22), where l is much less than the 
rank of G, only the largest singular value estimates 
will approximate the true singular values. As a rough 
rule of thumb, the first 1/2 singular value estimates 
will have converged. The other values are associated 
with linear combinations of singular vectors, the sub
space spanned by vectors with nearby singular val
ues. Even though elements of the later part of the 
spectrum have not converged to any particular sin-



gular value-singular vector pair they are still useful 
in providing a low rank approximation to G (Xu and 
Kailath 1994, Simon and Zha 1998) and may be used 
in resolution and covariance calculations. Specifically, 
the Lanczos decomposition of GTG, as in equation 
(25), may be used in equations· (16) and (17) produc
ing expressions for the Lanczos resolution and covari
ance matrices (Berryman 1994, Zhang and McMechan 
1995). 

As noted by Deal and Nolet (1996), the number 
of orthogonal vectors produced by the Lanczos algo
rithm can, in some cases, not adequately span the 
range of model space, producing resolution estimates 
which are significantly different from SVD resolution 
measures. For example, if we have completed I steps 
of the Lanczos algorithm and have a set of l orthonor
mal vectors Vi, the column vectors ofV, the diagonal 
elements of the resolution matrix are given by 

R;; = LL(vi)i 2 ~ L 1
(v;); 2

• (26) 
i=l i=l 

Thus, for I :::; L the Lanczos resolution estimates are 
lower bounds on the diagonal elements of the SVD 
resolution matrix. The difficulty described by Deal 
and Nolet (1996) is problem dependent, a function of 
the spectrum of singular values, and is found to oc
cur when the number of orthogonal Lanczos vectors 
is several orders of magnitude smaller than the num
ber of model parameters. As the spectrum flattens, 
the singular values become closer in value and the , 
sub-space spanned by the associated singular vectors 
becomes degenerate. Geometrically, the singular vec
tors have almost the same length, as measured by the 
singular values. Therefore, any linear combination 
of these vectors may be used to represent the sub
space they span. The Lanczos algorithm converges 
to some sub-set of these vectors and it is this subset 
that represents the entire sub-space. For singular val
ues which are closely spaced, a nearly flat region of 
the spectrum, the sub-set will be an adequate repre
sentation and the resolution and covariance estimates 
will approach those of the SVD. However, we must ad
equately sample the spectrum, particularly elements 
from its tail. Obtaining enough singular values to suf
ficiently estimate resolution and covariance requires 
a substantial number of iterations beyond those re
quired to converge to a solution. In the results pre
sented below 5000 iterations were executed, 50 times 
the number of iterations used to produce the tomo
graphic model. Because of the potential differences 
in resolution (and covariance) estimates computed by 
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Lanczos iteration and the SVD, we feel it is important 
not to confuse the two measures. To distinguish our 
resolution and covariance estimates from the conven
tional SVD based quantities we label our estimates 
Lanczos resolution and Lanczos covariance, respec
tively. 

DATA ANALYSIS 

Data reduction and summary residual 
formation 

Our data are primarily derived from the Interna
tional Seismological Centre (ISC), consisting of travel 
time observations spanning the years 1964-1987. The 
raw data have been extensively re-processed as de
scribed in Vasco et al. (1994, 1995) and Vasco and 
Johnson (1998). In outline, the ISC events are relo
cated and the individual arrival times are culled and 
re-associated. The relocations .and re-associations are 
with respect to the ak135 P and S velocity model 
(Kennett et al. 1995). Both P and S phases were 
used in the relocation procedure as described in Vasco 
et al. (1994), Vasco et al. (1995), and Vasco and 
Johnson (1998). The relocation process served as a 
culling process and events with less than 50 arrivals 
were not considered, eliminating over half of the ISC 
events. Our relocation and re-association procedure 
is similar to the reprocessing of Engdahl et al. (1998). 
Our culling was somewhat more stringent than that 
of Engdahl et al. (1998) and depth phases were not 
used to constrain event depth. We felt that, with
out a regional model which includes the influence of 
the .overlying crust and upper mantle, inclusion of 
depth phases (which travel extensively in these re
gions) could potentially introduce additional bias in 
the relocation procedure. 

Of the 19 phases we considered, 10 were deemed 
more reliable and least contaminated by other phases. 
We extracted 2,920,035 raw P, 730,979 rawS, 34,824 
raw PP, 16,990 raw PeP, 15,494 raw SS, 4566 raw 
ScS, 49,965raw PKPab, 77,894raw PI<Pbc, 299,721 
raw PI<Pdf, and 9170 raw SKSac in total. To bet
ter constrain the mantle discontinuities at 410 and 
660 km we included two sets of differential phases 
(SS- S41oS, SS- S66oS) derived from long period 
waveforms (Shearer 1993). The raw observations were 
corrected for the ellipticity of the Earth (Vasco and 
Johnson 1998). In addition, the surface reflected P P 
and SS were corrected for the topography at the 
bounce point. After re-association a travel time resid
ual was calculated relative to the ak135 model. In 



order to reduce the dependence of our results on the 
one-dimensional background velocity we removed the 
residual medians as a function of epicentral distance. 

The re-processed ISC data set contains consider
able redundancy. For example, there is a dominance 
of P observations from European and North Amer
ican stations. To reduce the inhomogeneity in data 
coverage and to improve the signal to noise ratio we 
formed summary or composite residuals. Essentially 
this is a binning procedure in which residuals from 
nearby sources to a collection of nearby stations are 
averaged together. Our implementation entails di
viding the upper 150 km into 3 layers, each 50 km 
thick, and sub-dividing each layer into a grid of equal 
area cells (2° by 2° at the equator). We take the 
median of all residuals of a particular phase with 
the same source cell and station cell. Only sum
mary data not influenced by crossing (interfering) 
phases are used in the inversion as described by Vasco 
and Johnson (1998). In total there are 462,421 P, 
199,193 S, 18,781 PP, 9429 PeP, 9421 SS, 3269 ScS, 
13,297 PKPab, 14,443 PKPbc, 82,328 PKPdf, 6073 
SKSac, and 1629 SS -SdS summary and differential 
phases. 

To reduce the sensitivity of core phases to near 
source velocity variations, difference times are con
structed. That is, for all phases traversing the inner 
or outer core we do not use the arrival time directly 
in the inversion. Rather, for a given event, the arrival 
time of the P observed at the most distant station is 
subtracted from the arrival time of the core phase. In 
forming such difference times we are attempting tore
duce the effect of source mislocation and near surface 
velocity structure on our model parameter estimates. 
The difference times are 'backprojected' along the dif
ference raypaths. That is, the sensitivity coefficients 
are given by the long offset P raypath minus the core 
raypath, with each raypath weighted by the inverse 
of the squared velocity along the raypaths. Thus, we 
account for the difference in the paths traveled by 
the two phases. Because we also include the long off
set mantle P data in the inversion as an additional 
explicit constraint this approach is for the most part 
equivalent to our previous inversion (Vasco and John
son 1998). However, any significant biases in the core 
residuals due to near source structure should be some
what reduced by the differencing because they should 
also appear in the long offset P. 

Two added benefits of summary data are that the 
numberofrays which we must trace and the resulting 
system of equations which we must solve are signif-
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icantly reduced. Such considerations are important 
because the raytracing consumes a sizable amount 
of computer time. Furthermore, though the Lanc
zos recursion is quite efficient it requires a substantial 
amount of computer memory to store the non-zero 
elements of A in core memory. The ability to place 
this matrix in memory provides a critical speed-up as 
may be seen in the Lanczos recursion given by algo
rithm (22). The matrix-vector multiply in this scheme 
is the most computationally burdensome step. Exe
cuting the vector-matrix multiply entirely in memory 
requires an order of magnitude less time than does ac
cessing A from disk. Still, the computation of 5,000 
Lanczos value-vectors pairs, about 1/20 of the entire 
spectrum (96,300 possible singular values), took ap
proximately 6 weeks on a work station with 1 Gbyte 
of core memory. As we shall see, the computation 
may be done on a parallel processor with substantial 
speedup. On a 64 processor Cray T3E-900 at the Na
tional Energy Research Computing Center we com
puted 9,000 Lanczos vectors and values in just under 
2 hours. 

Regularization, weighting, and inversion 

As discussed in the introduction, the sampling of 
the Earth by recorded seismic energy is quite vari
able. This inhomogeneity in raypath coverage can 
introduce numerical instability into algorithms for 
determining Earth structure. It is now standard 
practice to introduce some form of regularization or 
penalty constraints in order to stabilize the inver
sion. For the details of this methodology we refer 
the reader to books on inverse theory (Menke 1984, 
Parker 1994). Briefly, we augment the system of equa
tions (7) with additional conditions constraining the 
Earth model. These additional equations follow either 
directly from the minimization of a penalized misfit 
functional or indirectly from the solution of a con
strained inverse problem via the method of LaGrange 
multipliers (Parker 1994). Two common forms of reg
ularization penalize model roughness and model norm 
as described in Menke (1984). 

The truncation of singular vectors used in con
structing an Earth model, as in equation (15), is 
a form of regularization related to a norm penalty 
or minimum norm constraint (Parker 1994). That 
is, when only p singular vectors and values are used 
to calculate 6:ic we are neglecting components in the 
model space associated with singular values less than 
>.p. Hence, a norm constraint is inherent in our Lanc
zos inversion algorithm. A method related to trun-



cation is damping or filtering, where a scalar value 
'fJ is used to avoid unwanted amplification of noise 
or numerical instability (Pratt and Chapman 1992). 
Specifically, equation (15) is replaced by 

(27) 

where D 1s a diagonal matrix whose elements are 
given by 

(28) 

This is the form of regularization which we shall use 
in our inversion, in addition to the truncation at p 
vectors. Note that the resolution and covariance ma
trices are also suitably modified to account for the 
damping (Pratt and Chapman 1992). The resolution 
matrix is given by 

and the covariance matrix by 

The inversion relies on two cycles of iterations: 
Four outer iterations for the lp norm minimization 
and inner iterations of varying length (1, 15, 30, 100) 
for the LSQR algorithm. At the completion of each 
outer iteration the data are reweighted before the next 
set of inner iterations. The Lanczos resolution and co
variance are estimated using the weights output from 
the third set of iterations, before the final outer cycle. 
Thus, we are incorporating the re-weightings prior to 
the final linear inversion (final LSQR cycle). Using 
these weights and the coefficient matrix G we then 
compute our 5,000 Lanczos values and vectors. 

RESULTS 

We now present the results of the Lanczos-based 
inversion and assessment. Though there are Lanc
zos resolution and covariance estimates for all 96,300 
model parameters ( P / S velocity variations, bound
ary deflections, inner core anisotropy, hypo-central 
parameters, and station corrections) in this section 
we shall focus on P and S velocity parameters and 
CMB boundary topography. In particular, only esti
mates of velocity heterogeneity (including inner core 
anisotropy) and core mantle boundary topography 
will be shown.· The other parameter estimates did not 
differ substantially from those of Vasco and Johnson 
(1998) and will not be discussed here. 
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Before we interpret our results the issue of conver
gence of the Lanczos algorithm must be addressed. 
Specifically, do the Lanczos resolution and covariance 
measures adequately approximate the SVD resolution 
and covariance? Because it is not feasible to actually 
perform a numerical SVD we cannot directly com
pare the Lanczos resolution/covariance estimates to 
the SVD resolution/covariance estimates. However, 
as shown in Figure 1, we can examine the conver
gence of the resolution estimates as a function of the 
number of Lanczos vectors. In Figure 1 the ratio of 
the successive sums of the diagonal elements of the 
Lanczos resolution matrix, the trace of the resolution 
matrix, are plotted as a function of the number of 
Lanczos vectors used to construct the estimate. For 
less than about 3,000 Limczos vectors there is a signif
icant change in the Lanczos resolution diagonal sum 
as additional Lanczos vectors are added. The ratio of 
successive diagonal sums approaches 1 as more Lanc
zos vectors are included. By ·5,000 Lanczos vectors 
the ratio is 0.9 and the change is 1.2 % from the 
previous ratio. Therefore, it appears that the diag
onal of the Lanczos resolution matrix has converged 
to a large extent and further iteration will not signif
icantly affect the results. However, as a check of our 
results, we shall compare the estimates presented be
low 'Yith previous formal estimates of resolution and 
covariance for mantle travel time tomography (Vasco 
et al. 1993) as well as with checkerboard inversions 
conducted for the whole Earth tomographic problem 
(Vasco and Johnson 1998). Finally, in the section 
Discussion and Conclusions we present results from a 
more extensive computation of Lanczos vectors and 
values. A total of 9,000 Lanczos vectors and values 
are used to construct estimates of model parameter 
resolution. A comparison with these more extensive 
calculations is evidence for the convergence of our es
timates. 

The spectrum of singular values is shown in Figure 
2. There is a steep drop in spectral amplitude for the 
first 500 or so singular values. The spectrum tends 
to flatten out at around 2,000 singular values and it 
is likely that this reflects the behavior of the actual 
SVD spectrum. However, at around 3,000 singular 
vectors the spectrum declines more rapidly, a conse
quence of incomplete convergence to the spectral esti
mates. As mentioned above, these remaining spectral 
values are associated with linear combinations of sin
gular vectors spanning nearly degenerate sub-spaces. 
The spectrum as a whole is a component of a valid 
low rank matrix approximation based upon the Lane-



zos algorithm (Simon and Zha 1998). As such, we 
may use the spectrum in Figure 2 to choose a cut
off p of singular vectors to include in the inversion 
and Lanczos resolution and covariance calculations. 
We chose a cutoff of 1/1000 of the peak spectral am
plitude in our calculations, retaining the first 4983 
singular vectors. Based upon this cutoff the Lanc
zos resolution and covariance matrices are computed 
as in equations (16) and (17), respectively. We have 
normalized our estimates such that the rows are ap
proximately uni-modular (Menke 1984, p. 73). That 
is, a random selection of 22 rows, associated with one 
cell from each layer, of the resolution matrix were de
rived and summed. A scaling factor was derived such 
that, when scaled, the elements in each row summed 
to 1. It is well known that there is a trade-off between 
model parameter resolution and model parameter co
variance (Parker 1994). In our approach this trade
off may be parameterized by both the singular 'value 
cutoff and the degree of damping. In fact, we pick 
the cutoff based upon this trade-off. First we fix the 
damping at 1/1000 of the peak singular value. Then, 
for a sequence of singular value cutoffs, we calculated 
resolution and covariance estimates. Our cutoff was 
chosen such that the resolution and uncertainty lie 
within acceptable limits. 

Lanczos resolution 

The Lanczos model parameter resolution for por
tions of the mantle, the outer core, and the inner core 
are shown in Figure 3. Here the diagonal elements 
of the resolution matrix are shown for a large num
ber of layers in our model. In each cell the associ
ated Lanczos resolution estimate is plotted in a gray 
tone, darker tones signifying higher resolution. We 
treat these Lanczos estimates as lower bounds on the 
formal SVD-based resolution. The Lanczos resolu
tion varies significantly as a function of position in 
the Earth. Overall, Lanczos resolution is highest in 
well sampled cells (see Vasco and Johnson 1998). The 
Lanczos resolution shares the same general features 
as the checkerboard inversion in Vasco and Johnson 
(1998): well resolved cells in the mantle beneath many 
continental regions, moderate resolution of outer core 
anomalies, and poor resolution of inner core velocity 
heterogeneity. 

It is informative to compare our results with a pre
vious resolution calculation based upon an LU decom
position of the matrix GtG (Vasco et al. 1993). In 
that study only P data were used to constrain mantle 
compressional velocity heterogeneity. Furthermore, 

11 

to keep the level of computation manageable, source 
and receiver corrections were not included directly in 
the inversion and assessment. Vasco et al. (1993) also 
included model smoothness as a regularization term 
in the inversion and assessment. In spite of these dif
ferences in methodology, the large scale pattern of 
the Lanczos resolution is similar to the resolution es
timates of Vasco et al. (1993). This suggests that in
clusion of the additional phases, while critical for de
termining CMB and core structure, does not substan
tially improve the overall resolution of mantle struc
ture. There are approximately an order of magnitude 
more P observations than any other compressional 
phase and these data tend to dominate mantle resolu
tion. The well resolved regions of Vasco et al. (1993) 
are somewhat broader than what is presented in Fig
ure 3, the influence of the smoothing regularization 
incorporated into their inversion. As a final note, we 
emphasize that the comparison only considers the di
agonal elements of the resolution matrix. There may 
be, in fact there are likely to be, notable changes in 
the off-diagonal elements for particular cells when ad
ditional phases are used. Due to space limitations we 
shall not examine the changes in off-diagonal elements 
in this paper. 

In the uppermost mantle, Lanczos resolution is 
greatest in the major subduction zones encircling the 
Pacific and beneath the continents of the northern 
hemisphere. The co-location of seismic sources and 
seismographic stations in the Pacific subduction zones 
and tectonically active continental regions is primar
ily responsible for the well resolved circum-Pacific 
velocity heterogeneity. The mantle beneath oceanic 
ridges, another seismically active province, is moder
ately to poorly resolved. Lack of a significant num
ber of stations in the world's ocean basins results in 
generally poor Lanczos resolution beneath the Pa
cific, Atlantic, and Indian ocean basins. Similarly, the 
majority of seismographic stations are in the north
ern hemisphere and correspondingly the resolution in 
the southern hemisphere is poor for the most part 
with exceptions under Australia, southern Africa, and 
western South America. The pattern of well resolved 
cells beneath the continents of the northern hemi
sphere and in a broad cicum-Pacific swath continues 
downward to mid and lower mantle depths (Figure 
3). However, in the lowermost mantle, just above the 
core-mantle boundary (CMB), the Lanczos resolution 
decreases. Such a decrease in resolution was also ob
served in the LU decomposition calculations of Vasco 
et al. (1993) and in the checkerboard resolution esti-



mates of Vasco and Johnson (1998). It is most likely 
due to raypath geometry, the mantle P waves bottom 
in this layer and only core reflected and core trans
mitted phases pass completely through. 

Our Lanczos resolution of mantle shear velocity 
shares many attributes with the resolution of com
pressional velocities. In general, the Lanczos resolu
tion is lower for shear heterogeneity in the mantle. 
This reflects the fact that there are many fewer S ob
servations than P data. To some degree the S Lanczos 
resolution may be influenced by the incomplete con
vergence of the algorithm but this is difficult to quan
tify. Previous comparisons of P and S checkerboard 
resolution estimates (Vasco et al. 1994) support the 
lower level of S Lanczos resolution seen here. The 
poor Lanczos resolution of S estimates in the lowest 
mantle (2670 km-CMB) may be the result of2 factors. 
First, our cutoff of S observations at 82° to avoid in
terference with SI< S. Secondly, the constraints on S 
heterogeneity provided by ScS and SI< Sac tradeoff 
with CMB topography and outer core heterogeneity. 
Additional data is required to better constrain S het
erogeneity just above the CMB. 

The Lanczos resolution in the outer core retains 
many of the features seen in the overlying mantle. 
This is not surprising because the dominant propa
gation paths are extensions of the waves through the 
mantle. For example, the Lanczos resolution associ
ated with cells in the outer core beneath the ocean 
basins is very poor. Taking the outer core as a whole 
the resolution is approximately half that of the over
lying mantle. As observed by Vasco and Johnson 
(1998), velocity estimates in the outer core are associ
ated with greater vertical averaging than are mantle 
estimates. Due to the ray geometry and the nature 
of propagation in the outer core, depth resolution is 
less than in the mantle and estimates are averages 
over 1 to 3 layers. We shall have more to say about 
this below when we examine particular rows of the 
resolution matrix associated with blocks in the outer 
core. The resolution is best in the mid to lower outer 
core because this region is constrained by the more 
numerous PI< Pab and PI< Pbc which bottom in the 
outer core in addition to PI< Pdf which also propa
gates through the inner core. The poor resolution of 
outermost core structure has been noted previously 
(Garnero and Heimberger 1995). 

The Lanczos resolution of velocity heterogeneity in 
the inner core is uniformly poor (Figure 3). This is 
consistent with checkerboard tests described by Vasco 
and Johnson (1998). There are several reasons for 
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our inability to constrain velocity heterogeneity in the 
inner core. We have included terms for inner core 
anisotropy in the inversion which can trade-off with 
isotropic velocity heterogeneity. The cell volumes be
comes increasingly smaller as the Earth's center is 
approached. In the inner core the block volumes are 
quite small and it is difficult to constrain single block 
anomalies. The inner core has a small total volume 
and lies deep within the Earth's interior. Using seis
mic energy generated near the Earth's surface it is 
difficult to resolve velocity variations in the inner core. 

The cross section at 175° E summarizes the Lanc
zos resolution of the Earth's compressional velocity 
structure (Figure 4). Clearly, large volumes within 
the Earth are poorly resolved by seismic observations 
and our knowledge of Earth structure varies strongly 
with location. Parts of the mantle are quite well re
solved at the scale of a single cell, particularly in the 
northern hemisphere. The velocity variations in the 
outer core are moderately well resolved while hetero
geneity in the inner core is not well determined. 

In order gain a deeper understanding of our reso
lution of outer core heterogeneity we examine three 
rows of the resolution matrix associated with cells 
there. For example, in Figure (5a) we display con
stant depth and constant longitude sections through 
the averaging kernel of cell 8607. This block is located 
beneath the Solomon Islands in the depth range 3671-
4071 km, almost midway into the outer core. From 
the constant depth section there appears to be lit
tle lateral averaging between cell 8607 and adjacent 
blocks. The constant longitude section through the 
block indicates averaging with cells in the overlying 
and underlying layers. This accounts for the mod
erate resolution 0.5 associated with this volume ele
ment. Cell 8319, located beneath Hawaii in the same 
depth range (3671-4071 km), is poorly resolved (Lanc
zos resolution: 0.06) due to insufficient sampling (Fig-

. ure 5b). The constant depth section displays clear 
lateral averaging within the layer. The constant lon
gitude section does not display the depth averaging 
but this appears to be due to it's orientation. From 
the depth section it appears that the averaging ker
nel is elongated transverse to the longitudinal section. 
Volume element (Voxel) 5562 is situated at the base 
of the outer core below the East Pacific ridge. The 
Lanczos resolution for this cell is 0.2 and from the 
depth section in Figure 5c lateral averaging is appar
ent within the layer. From the constant longitude sec
tion there does not appear to be significant tradeoff 
with inner core velocity estimates. This was verified 



by examining various other longitude sections, and it 
appears that the radial averaging extends to overlying 
cells to the north and east of block 5562 rather than 
down into the inner core. From the three averaging 
kernels we see that in areas of moderate resolution 
averaging between adjacent layers dominates. Simi
lar vertical smearing between adjacent layers in the 
outer core was seen in checkerboard tests from the 
whole Earth inversion of Vasco and Johnson (1998). 
In poorly resolved regions it appears that lateral av
eraging may also be significant. 

Lanczos covariance 

The Lanczos covariance estimates are computed as 
in equation (17), using the decomposition of (25). 
In constructing the defining linear system of equa
tions (7) we scale each equation by the inverse of the 
standard deviation of each datum. The procedure is 
described in Pulliam et al. (1993) and Vasco et al. 
(1993). Thus, the equations are normalized to have 
unit standard deviations and equation (17) may be 
used directly. The standard deviations are derived 
from the summary residuals which are binned by in
crements of epicentral distance. The standard devia
tion is calculated for each bin and for each phase and 
this value is used to scale the row. This weighting is 
re-calculated with each re-weighting in the outer iter
ation of the robust inversion algorithm. The singular 
value cutoff is identical to that used in the resolution 
calculations, 1/1000 th of the peak spectral ampli
tude. The resulting standard deviations, the square 
root of the diagonal elements of the covariance ma
trix, are shown in Figure 6. Note that the gray scale 
is reversed, high standard deviations are indicated by 
lighter tones. The results for the mantle are quite 
close to the values found by Vasco et al. (1993) using 
an LU decomposition. 

Overall, the standard deviation is lowest in the 
well resolved portions of the mantle, of the order of 
0.1 %. In cells sampled by few rays and which are 
poorly resolved the standard deviation is large, be
tween 0.5 and 15 %. This pattern, poorly constrained 
blocks associated with large uncertainties, is what one 
would expect. However, inversions of random devi
ates, which are often used to estimate model param
eter uncertainty, do not generally produce the great
est deviations in poorly sampled voxels (For example, 
the inversion of random deviates in Vasco and John
son (1998) has small standard deviations below the 
mid-Pacific in the depth range 35-200 km, a region 
of high uncertainty). In the upper mantle, blocks be-
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low the continents of the northern hemisphere and 
in subduction zone source regions have the smallest 
standard deviation. There is a broadening of this pat
tern with depth into the mantle. Estimates of mantle 
velocity structure below the Pacific basin have large 
uncertainties (0.5 % or greater) well into the lower 
mantle. Estimate for cells in the southern-most por
tion of the mantle are also more uncertain due to poor 
coverage. 

Shear velocity estimates have a much higher level 
of uncertainty than do estimates of compressional ve
locity. This is due to higher data uncertainties, as all 
shear phases are secondary arrivals and are accom
panied by signal generated noise. In addition, there 
are many fewer observed shear phase arrival times 
resulting in fewer constraints overall. The variation 
in shear velocity standard deviation in the mantle is 
much like that of the compressional velocity. How
ever, in the lowest mantle the standard deviation is 
much larger for S than for P. This is due to the cut
off of S arrival times for stations beyond 82° from the 
source. Thus, only ScS and SK Sac phases constrain 
the lowest mantle and these phases have even larger 
uncertainties than does S. In the mantle shear es
timates some cells in regions with very few raypaths 
are mapped to zero, perhaps due to incomplete con
vergence of the Lanczos algorithm. 

In the outer core the standard error generally de
creases with depth, reflecting the denser sampling by 
P /( Pab and P /( Pbc phases in the mid to lower outer 
core. In well resolved regions the standard deviation 
ranges from 0.1 to 0.2% while in poorly resolved cells 
it exceeds 0.5 %. The large scale pattern resembles 
that seen in the mid-mantle: smaller standard devi
atiqns beneath the continents in the northern hemi
sphere and arc-trench source regions, higher standard 
deviations in the southern hemisphere and beneath 
the ocean basins. Near the top of the outer core more 
than half of the volume of the layers are poorly con
strained with large associated uncertainties. Further 
into the outer core the standard error distribution be
comes more uniform. At the base of the outer core 
estimates in the southern hemisphere have the largest 
uncertainties. 

In the inner core there is a systematic increase in 
model parameter uncertainty with depth. Uncertain
ties are smallest in the depth range ICB-5371 km be
neath Asia and the northwestern Pacific Ocean basin. 
The standard deviation is consistently larger in the 
southern hemisphere and beneath the south-central 
Pacific. Velocity estimates in the final 2 layers are 



generally of the order of 0.4 % or greater. The rea
sons for the large uncertainties below 5671 km are the 
small volume occupied by the cells at this radius and 
the tradeoff with velocity anisotropy. 

Global Earth structure 

We can now interpret our estimates of Earth struc
ture in the context of the model assessment given 
above. To facilitate the determination of the well con
strained portions of the model we shall only display 
those anomalies which are significant. That is, all 
anomalies which are below the estimated P standard 
deviation will not be plotted. Such a presentation re
duces the chance of interpreting poorly constrained 
velocity variations. We used the P standard error 
because there is the possibility of incomplete conver
gence influencing the S covariance estimates. 

The velocity heterogeneity we estimate is shown in 
Figure 7. Many of the features in our mantle model 
agree with previous mantle P inversions (Inoue et al. 
1990) and S inversions (Li and Romanowicz 1996, 
Masters et al. 1996). The shallow mantle (35-200 
km) is dominated by high velocities associated with 
the continental cratons and a circum-Pacific low ve
locity ring. Intermittent high velocity anomalies cor
relating with known subduction zones are seen most 
strongly in the S model. Oceanic ridge anomalies lie 
in poorly resolved regions of the model and are not 
shown. The correlation between of P and S velocity 
anomalies in this layer is quite strong, though there 
are differences in amplitude. High velocities under 
the cratons continues until around 400 km when the 
amplitude decreases and in some cases the anoma
lies disappear altogether. High velocities associated 
with subduction zones are seen beneath east Asia and 
South America in both the P and S models. By 660 
km depth high velocities which might be related to 
subduction zones are strong (1-2 %) as both P and 
S anomalies. Again, the P and S patterns of hetero
geneity are similar though there is more small scale 
variation in S which may be due to the lower signal
to-noise ratio of S arrival times. In many areas the 
circum-Pacific fast anomalies extend to depths of 900 
km or more. For example, high velocity P and S 
perturbations are seen beneath India and Indonesia 
in the depth range 1270-1470 km and beneath Cen
tral and South America. Such high velocity anomalies 
have been observed by Inoue et al. (1990), Vasco et 
al: (1995), Robertson and Woodhouse (1995), van der 
H1lst (1997), Vasco and Johnson (1998). The velocity 
variations beneath southern Eurasia may be related 
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to earlier subduction in the region. It is worth point
ing out that the P anomalies are well resolved, as 
indicated in Figure 3, at the scale of our inversion. 
In the lowest mantle (2670 km-CMB) there are high 
velocities below eastern Asia and India as well as un
der North and Central America. Significant averaging 
due to the ray geometry in this layer limits the lateral 
resolution of velocity heterogeneity (Figure 3). 

The depth variations of the core mantle boundary 
are also shown in Figure 7. In this figure blue colors 
denote a deeper boundary while red signifies a shal
lower interface. The broad variation agrees with the 
recent PeP inversion results of Rodgers and Wahr 
(1993) and the P and PeP inversion of Obayashi and 
Fukao (1997), a deeper boundary at low latitudes and 
a shallower boundary for much of the northern higher 
latitudes. The CMB topography must be interpreted 
with care because it is not possible to distinguish be
tween heterogeneity in a thin layer about the bound
ary and undulations of the boundary itself using ar
rival times (Rodgers and Wahr 1994). Furthermore, 
there are indications that a thin very low velocity zone 
may exists just above the CMB (Garnero and Helm
berger 1996, Williams and Garnero 1996). 

In the shallow outer core it is difficult to constrain _ 
velocity variations because so few rays bottom there. 
In our data set only 6073 SKSac bottom in the shal
low outer core. It is not until the third layer (3671-
4071 km) of the outer core that a significant propor
tion of cells contain anomalies exceeding their stan
dard deviations. At the base of the outer core there 
appears to be a systematic variation in velocity with 
latitude. Specifically, velocities near the equatorial 
plane appear faster than those in the polar regions. 
The same variation was noted by Vasco and John
son (1998) and remained even when P ](Pdf arrival 
times were not used in the inversion, suggesting that 
the pattern in not induced by inner core structure. 
There have been other studies noting variations in 
residuals bottoming in the outer core as a function 
of latitude (Gudmundsson 1989, Roudil and Souriau 
1993) as well as investigations indicating weak hetero
geneity in the outer core (Souriau and Poupinet 1990, 
1991, Tanaka and Hamaguchi 1993). Such hetero
geneity may be induced by external density anoma
lies or boundary forcing (Wahr and de Vries 1989). 
However, more work is necessary to ensure that the 
pattern is not the mapping of overlying heterogene
ity, such as near the core-mantle boundary or near 
the Earth's surface, into the outer core. 

In our model inner core heterogeneity is only con-



strained between the inner core boundary (ICB) and 
5671 km. The decreasing volume of our cells with 
radius, coupled with the inclusion of parameters for 
inner core anisotropy, tend to reduce the resolution 
of inner core velocity heterogeneity. Even the top 2 
layers in the inner core are, for the most part, poorly 
determined. The longitudinal variation seen in the 
overlying outer core is not evident in the solid inner 
core. In general it is difficult to discern any overall 
pattern such as the hemispherical variation observed 
by others (Tanaka and Hamaguchi 1997). 

The variation in direction and magnitude of inner 
core anisotropy is shown in Figure 8. This figure de
picts both the magnitude and direction of fastest ve
locity. The peak anisotropy magnitude is 2.6 % and 
the fast directions are dominantly polar. As noted 
by Vasco et al. (1998) the direction of peak veloc
ity is sensitive to ray geometry and trades off with 
lateral variations in isotropic heterogeneity. Note the 
decrease in anisotropy magnitude with depth in the 
inner core. This is due to the interaction with the 
model norm constraint and the poor constraints pro
vided by the data below 5671 km depth. 

DISCUSSION AND CONCLUSIONS 

Because of the heterogeneous distribution of earth
quakes and seismographic stations our knowledge of 
the Earth's internal structure is a strong function of 
position. In spite of our use of an extensive num
ber of phases, 12 in all, there are still large variations 
in ray coverage between cells in our model. In the 
face of such variability it is essential to conduct as 
complete a model assessment as possible. The results 
presented here indicate that it is feasible to compute 
measures of resolution and covariance. The time re
quired for the construction, approximately 6 weeks 
of computation, is of the order of that required for a 
complete suite of checkerboard tests and inversions of 
random deviates. For example, in Vasco and John
son (1998) a checkerboard inversion was required for 
each layer (22) for P, for all mantle layers for S (12), 
and for the core mantle boundary. In addition, 20 in
versions of synthetic random deviates were needed to 
reliably estimate the model noise level. Each of these 
tests requires of the order of a day of computation 
for a total of 54 days of calculation. As mentioned 
in the introduction, there are a number of disadvan
tages associated with the synthetic inversions: depen
dence on particular checkerboard pattern, inverting 
synthetic random deviations is strongly influenced by 
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regularization resulting in incorrect uncertainty esti
mates. While the Lanczos resolution is approximate 
and requires a sufficient number of iterations for con
vergence, it is a conservative measure and does not 
suffer from the drawbacks of synthetic tests. The 
Lanczos approach also provides additional useful in
formation. For example, the averaging kernel for any 
parameter is computed quite simply. Also, the SVD 
spectrum is useful in regularizing the inverse problem 
based upon a cutoff of singular values. 

Due to the iterative nature of our Lanczos proce
dure there is the possibility of inadequate convergence 
to formal resolution and covariance measures. That 
is, computational considerations limit the number of 
iterations which we can execute. For example, in the 
preceding analysis we were limited to 5,000 Lanczos 
values and vectors. In order to examine if 5,000 Lanc
zos iterations are enough for estimating resolution and 
covariance for our whole Earth imaging problem we 
conducted additional iterations. Specifically, using a 
block Lanczos algorithm (Sehmi 1989, Berry 1992) 
on a massively parallel Cray T3E-900 at the Depart
ment of Energy's National Energy Research Comput
ing Center (NERSC) a total of 9,000 Lanczos vectors 
and values were calculated. The parallel algorithm 
scaled quite well with the number of processors and 
we were able to compute the necessary Lanczos vec
tors and values in under 2 hours on 64 processors. 
This should be contrasted with the 6 weeks required 
to compute 5,000 vectors/values on a scalar work
station. The resulting singular value estimates are 
shown in Figure 9 (filled squares) along with the pre
vious estimates from Figure 2 (crosses). For approxi
mately the first 3,000 singular values there is excellent 
agreement before the rapid decrease for estimates as
sociated with 5,000 Lanczos vector-value pairs. As 
noted earlier, the singular value estimates in the lat
ter part of the spectrum are associated with linear 
combinations of singular vectors which define nearly 
degenerate sub-spaces. The important question is: 
Have we adequately sampled the spectrum. Stated 
differently, do we have a dense enough sample of the 
range of spectral amplitudes? One way to answer 
this question is to use the additional Lanczos values 
to compute model parameter resolution. In Figure 
10 we compare diagonal elements of the resolution 
matrix for layers in the mantle and outer core using 
5,000 and 9,000 Lanczos vectors. The geographical 
and radial variations in model parameter resolution 
are quite similar overall. There are slight differences 
in amplitude but the small variations will not change 



our interpretation in any significant way. 

There is evidence that significant intermediate and 
small scale heterogeneity exists in the mantle (Gud
mundsson et al. 1990, Passier and Snieder 1995, 
Hedlin et al. 1997). A model which only allows 
for large scale variations in velocity will map such 
structure as artifacts (Trampert and Snieder 1996). 
Thus, it is desirable to obtain higher resolution im
·ages of the Earth and there are efforts to that end 
(Fukao et al. 1992, van der Hilst et al. 1997). These 
studies find anomalies seen in larger scale inversions 
(Inoue et al. 1990, Vasco et al. 1995, Vasco and 
Johnson 1998). In particular, fairly continuous high 
velocity anomalies beneath southern Eurasia and be
neath the Americas. However, when estimatjng small 
scale structural variations we must be mindful of the 
tradeoff between resolution and uncertainty (Backus 
and Gilbert 1967, 1968). The construction of resolu
tion and uncertainty, as outlined here, are necessary 
when interpreting such detailed structural models. In 
fact our results indicate that, at least for the scale of 
our cells (6° by 6° at the equator), the fast P anoma
lies are well resolved. Additional work is necessary to 
determine if it is possible to resolve the structure in 
significantly more detail. 

The approach described in this paper is very gen
eral and may be applied to the joint inversion of ar
rival times and waveforms. Such joints inversions, 
particularly those incorporating body and surface 
waves, should better constrain upper mantle struc
ture. Improved modeling and inversion algorithms 
such as Li and Romanowicz (1996) should help in that 
regard, providing sensitivity kernels with information 
on spatial averaging. 
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Figure 1. Ratio of sum of the diagonal elements (trace) of the Lanczos resolution matrix as a function of the 
number of Lanczos vectors included in the calculation. Each point signifies the current diagonal sum divided by 
the previous diagonal sum. 

Figure 2. Singular values derived from the Lanczos recursion. A total of 5,000 Lanczos vectors/values are used 
in constructing the spectrum. 

Figure 3. Lanczos resolution estimates for the mantle, outer core, and inner core. For the mantle Lanczos 
resolution for both compressional and shear velocities are shown. 

Figure 4. Lanczos resolution estimates for a cross-section through the Earth at 175° E. 

Figure 5. (a) Lanczos averaging kernel for volume element 8607, located near the center of the outer core. Both 
a constant depth section and a constant longitude section are shown. (b) Same as above for cell 8319. (c) Same as 
above for cell 5562. 

Figure 6. Lanczos standard deviations for the mantle, outer core, and inner core. In the mantle standard deviations 
are shown for compressional velocities only. The standard deviations are in percent variation with respect to the 
radial average. ' 

Figure 7. Compressional and shear velocity estimates for the mantle as well as compressional velocity estimates 
for the outer core and inner core. The lateral variations in velocity are displayed in percent deviation from the 
background ak135 velocity model. 

Figure 8. Variations in direction and magnitude of inner core anisotropy. The length of the arrow denotes the 
anisotropy magnitude. The angle with respect to the vertical signifies the angle between the Earth's rotation axis 
and the direction of maximum velocity. 

Figure 9. A comparison of singular values derived from the Lanczos recursion based upon a total of 5,000 Lanczos 
vectors/values (crosses) with estimates based upon 9,000 Lanczos vector-value pairs (filled squares). 

Figure 10. The diagonal elements of the resolution matrix for 3 mantle and 3 outer-core depth ranges. The panels 
on the left were computed using 5,000 Lanczos vectors while those on the right incorporate a more extensive set of 
9,000 Lanczos vectors. 
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