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Abstract 

Using a simple theory for fluids and a simple theory for a solid, it is possible to 

construct a semi-quantitative corresponding-states phase diagram where a reduced 

temperature is plotted as a function of a reduced density. The reducing parameters are 

molecular size ( cr3
) and, molecular potential energy ( Elk8 ); the phase diagram inCludes 

both low-density and high-density fluid regions and the solid region. These calculations 

apply to a pure substance or, of more interest, to a solute dissolved in a continuous 

solvent. The qualitative nature of the phase diagram depends strongly on the range of 

attractive intermolecular forces as indicated by an exponential parameter n; when 

coordination number z=8 and n is about 6, we obtain the usual phase diagram where the 

fluid-solid region lies to the right of the fluid-fluid coexistence curve. But when n is 

about 7 or 8, the fluid-solid region lies above the fluid-fluid coexistence curve. 

Applications are discussed for aqueous solutions of a colloid or a globular protein that 

may also contain a salt or a polymer to induce precipitation. 

Keywords: Vander Waals theory; Phase diagram; Protein precipitation. 
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1. Introduction 

In chemical engineering, precipitation provides a common method for the 

separation of fluid mixtures. For example, to separate sugar from its aqueous solution, it 

is necessary to increase the sugar concentration above its saturation value. We can do so 

by cooling or by evaporation of water. At saturation, we reach the phase boundary where 

the solvent is saturated and no longer able to "hold on" to any more solute. Alternatively, 

precipitation may be achieved at constant temperature and constant solute/solvent ratio 

by changing the nature of the solvent through addition of another substance, e.g. a 

polymer or a salt or a soluble gas or some liquid anti-solvent. In all these cases, 

precipitation occurs by changing conditions until the solution is at its saturation 

condition, i.e. at a phase boundary. 

Thermodynamics provides a method for calculating phase boundaries. For a 

substance i, the boundary between phases ' and " is determined by the well-known 

relations: 

T'=T" 

p'=p" 

J.t; = J.i; 
where T and p stand for temperature and pressure and J.l. is the chemical potential. 

Molecular thermodynamics provides a method for calculating p and J.l. (at a given T and 

density p) from molecular properties. This method requires information on 

intermolecular forces and a theory of matter as expressed by statistical mechanics. 

In this work, for simple substances, we present a statistical-thermodynamic 

method for calculating a phase diagram, i.e. a plot of temperature versus density. This 

plot shows phase boundaries, in particular the fluid-fluid boundary and the fluid-solid 

boundary. While details differ, our method is not original; in essence, it is based on recent 

research well documented in the physico-chemical·literature 

For our calculation, we require a theory for the fluid state (that is, for gases and 

liquids) and a theory for the solid.· state. Further, we require an expression for the 



intermolecular potential function <p that provides quantitative information on 

intermolecular forces. 

Because our purpose here is illustrative, we do not attempt to obtain quantitative 

agreement between a calculated and an observed phase diagram. For our purposes here, a 

semiquantitative result is sufficient. Therefore, to avoid excessively long and complex 

calculations, we use very simple models for the fluid phase, for the solid state and for <p. 

From the derivation outlined below, we obtain a corresponding-states phase 

diagram where the reducing parameter for the temperature is Elk and that for the density 

is cr3; these parameters appear in <p. The interesting result of our derivation is that the 

qualitative nature of the phase diagram depends on the range of attractive intermolecular 

forces. On a plot of reduced temperature versus reduced density, for "normal" substances 

(e.g. argon or methane), the light-fluid/dense-fluid (vapor-liquid) coexistence curve lies 

to the left of the dense-fluid/solid coexistence region. However, for large particles (e.g. 

colloids or globular proteins) dissolved in a liquid, where particle-particle attractive 

forces extend over only a short range, the fluid-solid coexistence region lies above the 

light-fluid/dense-fluid coexistence curve. This theoretical result can provide guidance in 

the design of a-precipitation process. After outlining our method for calculating the phase 

diagram, we discuss some examples of engineering interest. 

2. Theoretical framework 

We use molecular van der Waals models to describe both the fluid phase and the 

solid phase. In both cases, we apply a first-order perturbation theory for the Helmholtz 

energy of a hard-sphere reference system. 

__ .To calculate the fluid-solid coexistence curves, two models are required: one for 

the fluid phase and another for the solid phase. Each model provides an equation of state, 

one for the fluid (gas or liquid) and another for the solid. 

The simplest non-trivial potential function is the inverse-power potential, used 

here to derive the perturbation terms for both equations of state: 
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r<a 

rC:.a (n > 3) 
(2.1) 

where r is the center-to-center distance betWeen the particles, cr is the hard-sphere 

diameter, and E is the energy of maximum attraction. The hard-sphere reference systems 

are, respectively: 

1. Carnahan-Starling [1] equation of state for the fluid phase; 

2. Free-distance approximation for the compressibility factor of the solid phase [2]. 

In our discussion we use dimensionless equations because of their convenience for 

calculations. The dimensionless variables are defmed as follows: 

- J.l 
Jl = k ·T 

B 

- k ·T T=-B-
s 

- p p=--
Po ·& 

r 
r =-

a 

where 

Helmholtz energy (2.2) 

chemical potential (2.3) 

temperature (2.4) 

pressure (2.5) 

center - to - center distance between two particles (2.6} 

6 
Po=-­:r. 0'3 

one- particle density (reciprocal volume of one particle) (2. 7) 

· Here N is the number of particles in the system, k8 is the Boltzmann constant and p is the 

number density. 

2. 1. Van der Waals model for the fluid phase. 

The Helmholtz energy for the fluid phase is the sum of two parts: 

(2.8) 

where 
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(2.9) 

3 00 

A~ pert P · U f (~) 4 ~2 f.:' = ~ · cp r · ·tr·r ·ur 
2·&·T 0 . 

(2.10) 

Here A represents the thermal de Broglie wavelength, zHS is the compressibility factor of 

the hard-sphere system and 11 is the packing fraction defmed by p/po. Subscript ref stands 

for reference and subscript pert stands for perturbation. 

Equations (2.8)-(2.10) are based on three assumptions. These assumptions are 

characteristic of molecular van der Waals theory: 

1. Starting from the Gibbs-Bogoliubov inequality, the upper bound of the Helmholtz 

energy is taken as the estimate of the Helmholtz energy of the system. 

2. All correlations between molecules in the domain of the attractive potential are 

neglected. This assumption is the random-phase approximation (RP A). 

3. The reference system is given by a hard-sphere system whose potential is: 

¢"'(7)={~ (2.11) 

The compressibility factor of the hard-sphere reference system for the fluid-phase is 

given by the Camahan-Starling equation of state: 

1 2 3 
zHS = +1]+1] -1] 

(1-7]Y 

Substituting (2.1) and (2.12) into (2.9) and (2.10), respectively, yields for (2.8): 

A = In{p,A' ) - I + In(q) + ~'7 - 3)>' - .'1. . .22_ 
1-7] f n-3 

(2.12) 

(2.13) 

Using standard thermodynamics, from A we obtain the reduced pressure p and the 

reduced chemical potential 'ji : 

- - 2 (8A) p=T·1J.- . 
07] TN 

ji=A+ P_ 
1J·T 

From (2.14), the pressure for the fluid phase is: 

5 
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(2.15) 



~ T~ 1+77+772 _773 2 12 
p = ·q· -q ·--

(1-q)3 n -3 

From (2.15), the chemical potential for the fluid phase is: 

2.2. Van der Waals model for the solid phase. 

17 12 2·-::::;·-
T n-3 

(2.16) 

(2.17) 

To obtain an expression for the Helmholtz energy ofthe solid phase, we use a 

derivation similar to that for the fluid phase. The Helmholtz energy for the solid phase is 

obtained from Equation (2.8); however, the reference term and the perturbation term are 

now calculated using models appropriate for a solid. 

For the equation of state of a hard-sphere solid, we use a free-distance 

approximation that leads to a very simple expression of the compressibility factor: 

zHS =-1-
1 

1-d3 

where d is defined by 

d = _p__ = _!]__ 
Pep 1lcp 

(2.18) 

(2.19) 

In (2.19), 1lcp is the close-packed packing fraction whose value depends on the 

assumed structure of the solid phase; for example, for a face-centered cubic lattice with 

coordination number z= 12, we have 17 cp = 0. 7 4048 , while for a body -centered cubic 

lattice with z=8, we have 1lcp = 0.68. 

As d~O, zHS ofthe solid phase goes to unity, i.e. to an ideal gas. Therefore, it is 

possible to integrate Equation (2.9) yielding the reference term of the Helmholtz energy 

for the solid phase: 

(2.20) 

I 

where d 3 is the reduced nearest-neighbor distance between two particles in the solid 

state. 
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For the perturbation term, we follow the model of Daanoun et al. [2] that 

represents the solid phase as a perfect crystal wherein the intermolecular center-to-center 

separation is determined by d and the density profile is given by a delta function on 

lattice sites. In this model, the perturbation term for the Helmholtz energy is proportional 

to the product of lattice coordination number z and the pair potential evaluated at the 

system's intermolecular separation R = d 3
; as shown in Appendix I, the Helmoltz 

energy for the solid is 

A= ln(p A3 )-1 + ln(17)- 3ln(1- :) - z ~ .-2--
0 · . R 2·T Rn 

(2.21) 

The pressure and the chemical potential for the solid state follow directly from Equations 

(2.14) and (2.15): 

~ ~ 1 z·n 1 
p =T ·1]·---1]·-·-;:::;-

1 6 Rn 
1--= 

(2.22) 

R 

.U=ln(p A3 )-1+ln(1J)-3ln(1- :)-. z~._,;_+_1 __ z·~ . ..;_ 0 
R 2·T Rn 1-: 6·T R" 

(2.23) 

R 

For both models, fluid and solid, the compressibility factor goes to unity as the 

density goes to zero; therefore, the chemical potential of the solid phase and the fluid 

phase refer to the same ideal-gas standard state. The compressibility factor for the fluid 

phase ZF is 

Z F = p = 1 + 1] + 1]2 -1]3 - 2._. __g__ 
r ·11 (1-q y r n- 3 

and the compressibility factor for the solid phase Zs is 

Z = p =-1--~ z·n ._1_ 
s f .77 1

_ .:_ f 6 R" 
R 

(2.24) 

(2.25) 

As p~O, 1")~0 and R ~ oo; thus the first term on the right side of Equation (2.24) and 

that of Equation (2.25) are equal to unity. The second terms are equal to zero, provided 

n>3. 
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3. Procedure for computing phase equilibria 

The fluid-fluid coexistence curve and fluid-solid coexistence curve are calculated 

by solving simultaneously the equations: 

(3.1) 

The symbols ' and " refer to any pair of phases at equilibrium, either a fluid-fluid or a 

solid-fluid pair. 

Equations (3 .1) contain three variables; to obtain a solution, one of these variables 

has to be fixed. We choose the packing fraction (density) of the dilute fluid phase and 

then solve for the equilibrium temperature and for the packing fraction of the dense phase 

(dense fluid or solid). 

3. 1. Fluid-fluid equilibrium 

The fluid-fluid coexistence curve is obtained by inserting expressions for the 

pressure and the chemical potential for the fluid phase, Equations (2.16) and (2.17), in 

both sides ofEquations (3.1). 

Equations (3.1),-with pressure and chemical potential given by Equations (2.16) 

and (2.17), lead to a law of corresponding states, that gives a universal coexistence curve 

(f/J: vs. qfqJ, independent of parameter n in the inverse power potential. Here 

~ =1.132/(n-3) and 1lc=O.l3044. Details are given in Appendix II. 

3.2. Solid-fluid equilibrium 

Calculation of the solid-fluid equilibrium curve requires again solution of the two­

phase coexistence Equations (3 .1 ), but now the mathematical expression for the right side 

is not the same as that for the left side. The pressure and the chemical potential are given 

by Equations (2.16) and (2.17) for the fluid phase, and by Equations (2.22) and (2.23) for 

the solid phase. 
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To perform phase-equilibrium calculations with different models for the two 

phases, it is necessary that careful attention is given to standard states. For the equations 

presented here, the standard state for each of the phases is the ideal gas at system 

temperature and density. However, sometimes different standard states are used. In that 

event, it is necessary to inter-relate them by other information (See, for example, 

reference [3]) 

3.3. Triple point 

Solution of the equations for fluid-fluid equilibrium and solution of those for the 

solid-fluid equilibrium does not tell us which phases are stable at a given temperature. 

To determine what phases are physically present and to construct the correct 

phase diagrain, it is necessary to calculate the triple point In a one-component, argon-like 

system, starting the calculation with a very low density of the dilute fluid, we establish 

the solid-dilute fluid coexistence curve until we reach the triple temperature Tt where two 

fluid phases coexist with the solid, that is, where the freezing line (also called the liquidus 

line3
) intersects the fluid-fluid coexistence curve. We then continue the diagram with the 

solid-dense fluid and fluid-fluid coexistence curve for temperatures above the triple 

temperature. 

To determine the triple point, we solve simultaneously four equations that 

combine the fluid-fluid and the solid-fluid equilibrium conditions: 

. p f (f' 1] fl ) = p f (f' 1] f2 ) 

Ps(r,TJJ= JJAT,TJJI) 
J1 1 (r, 1] fl ) = J1 1 (r, 1] 12 ) 

Jis(r,TJJ= JiAT,TJJI) 

(3.2) 

There, subscript fl refers to one fluid phase and subscript f2 to the other. Because 

a one-componen(system at its triple point has zero degrees of freedom (as given by the 

phase-rule), we do not fix any variable; there is only one unique solution to Equation 

(3.2). 

3 The liquidus line indicates the coordinates (temperature and density) where precipitation of solid is 
incipient. 
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Some systems, like colloids or fullerene C6o, do not show a triple point. Instead, 

these system show a fluid-fluid coexistence curve that lies below the liquidus line, i.e. the 

dense fluid phase is unstable or metastable. The relative positions of the phase boundaries 

are related to the interaction range between the particles and the coordination number for 

the solid phase [3,4] as briefly discussed later. 

The switching point between the two shapes of phase diagram is given by the 

condition Tc=Tt; when Tc>Tt, the dense fluid phase is stable. Asherie et al. [4] proposed 

a measure of the metastability of the dense fluid phase; this measure is given by the 

"metastability gap": 

Ts -Tc 
g= 

Tc 
(3.3) 

where Ts is the temperature ofthe liquidus line at the critical density. When g<O, we have 

an argon-like phase diagram but when g>O, we have a colloid-like phase diagram. In the 

latter case, to calculate the phase diagram, we use the same procedure as that described 

above for solid-fluid equilibrium. 

Appendix II shows that, for any expression for zHs, the reduced critical 

temperature depends only on \jl defined by 

lTJ 12 ""s (-) -2 J.::' r =-· cpr ·r ·ur 
c 0 -

(3.4) 

For the inverse power potential, 

'I'= _ _E__ 
n-3 

(3.4a) 

As discussed in Appendix II, Equation (3.4a) indicates /that the dimensionless critical 

temperature declines as n increases. 

Because a high value of n corresponds to a short-range attractive interaction while a low 

value corresponds to a long-range attractive interaction, the metastability gap g increases 

as the range of attraction falls. This increase leads to a shift from an argon-like to a 

colloid-like phase diagram. 

Strong interactions (large e) betwee~ the particles lead to a high critical temperature. At 

constant tem~erature, an increase in e brings a decrease in f . By changing the nature of 

10 



the solvent such that E rises, precipitation can be induced without changing the 

temperature. 

3.4. Critical point 

To obtain the vapor-liquid or liquid-liquid. critical point of the fluid-fluid 

coexistence curve we solve two equations: 

(op) =0 
877 't,N 

( 8
2 ~) _!!_ =0 

877
2 

't,N 

(3.5) . 

As a consequence of van der Waals theory, the packing fraction at the critical point is a 

constant that depends only on the hard-sphere reference system, as shown in Appendix II. 

4. Results and discussion 

We first discuss how the phase diagram changes with the range of attractive forces; we 

then present two applications to aqueous protein solutions using salt or polymer as 

precipitating agent. 

4. 1. Effect of the range of attractive forces 

As pointed out by numerous authors in recent years [2,4-8], the range of the 

attractive part of the intermolecular potential determines the qualitative shape of the 

phase diagram, i.e. whether or not a given system has a stable dense fluid phase. 

In our model the range of attractive intermolecular forces is determined by 

exponent n of the inverse power potential given by Equation (2.1). As shown in Figure 1, 

the range of attractive interaction declines with increasing n. 

Figure 2.a indicates how n affects the qualitative features of the phase diagram. 

For z=8, a relatively low value of n (~6) gives the usual type of phase diagram with a 

fluid-fluid critical point and a triple line. Upon increasing n, i.e. shortening the range of 

attractive forces, the triple line moves toward the t1uid-fluid critical point touching it at 

II 



n=7.46. Appendix II shows that, for our model, the fluid-fluid coexistence curve follows 

a law of corresponding states, independent of n and z. 
If the range of attraction is further shortened, only two stable phases remain: the 

light (or dilute) fluid phase and the solid phase. For n=8, the fluid-fluid coexistence curve 

lies underneath the liquidus line. In other words, the fluid-solid phase equilibrium leads 

to a global minimum of the free energy, while the fluid-fluid equilibrium corresponds to a 

local minimum [8]. Thus, when z=8, the metastability gap g defined by Equation (3.3) is 

negative for n<7.46, equal to zero for n=7.46 and positive for n>7.46. 

Figure 2.b is similar to Figure 2.a but now z=12. We notice that the qualitative 

features of the phase boundaries do not change: as n increases, the liquidus line shifts to 

the left side of the fluid-fluid coexistence curve, leading to a transition of the phase 

diagram from an argon-type to a colloid-type phase diagram. However, for z=12, the 

range of attractive forces necessary to stabilize the dense fluid phase is longer (lower n) 

than that for z=8, in agreement with Asherie's results [4]. For z=12, the transition value is 

n=5.8. 

4.2. Aqueous solution, of globular proteins 

An inexpensive and common method for precipitating proteins from aqueous 

solution is achieved by adding salt or a nonionic polymer as precipitating agent [9]. Also, 

protein crystallization is a necessary preliminary step for determining the three­

dimensional structures of proteins by x-ray diffraction. Growing a suitable protein crystal 

is not simple, because solubility and crystallization are governed by many factors, 

including temperature, pH, ionic strength, protein size and charge distribution as well as 

the nature and concentration of added precipitating agents [ 10-12]. 

A generalized (that is, reduced) protein-solution phase diagram may be useful for 

design of a protein-separation process. 

To illustrate, we consider here two cases: precipitation of lysozyme by adding 

salt, and polymer-induced precipitation of human serum albumin, both from aqueous 

solutions. 
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For both illustrations; we use the one-fluid assumption, i.e. we describe the 

solution as a pseudo one-component system where the biomacromolecular solute is 

dissolved in a mixed solvent [13]. The potential function for describing particle-particle 

forces in a medium is now the potential of mean force. The same assumption has been 

introduced by other authors using somewhat different models for aqueous one-protein 

solutions [6] or for aqueous protein mixtures [3,14]. 

The packing fraction 11 is related to the protein mass concentration c by: 

1l. a3 N 
A TJ=--·-·C 

6 Mw 
(4.1) 

where NA is Avogadro's number and Mw is the protein molecular weight. The light fluid 

in the phase diagram is the dilute uniform protein solution, the fluid-fluid coexistence 

curve is the liquid-liquid binodal and the liquidus .line is the protein's solubility curve. 

The pressure is the osmotic pressure of the protein solution. 

Figure 3.a shows the calculated solubility curve and the liquid-liquid coexistence 

curve for hen egg-white lysozyme solutions with 3, 5, 7% w/v NaCl at pH=4.5 in the 

temperature range 4 to 25 °C. Experimental data are also shown. Calculations were 

performed with 1lc=0.13044 and Tc=297.3, 315.2 and 324.7 K, respectively, for 3, 5, 7% 

w/v NaCl solutions. Solubility data are from [15]; experimental cloud points are from 

[16]. 

Liquid-liquid phase separation occurs underneath the liquidus line, i.e. it is 

metastable with respect to the solid-liquid transition. There is growing evidence that the 

features of the lysozyme phase diagram are typical for solutions of globular proteins [12]. 

Similar behavior has been observed for many native variants of y-crystallin [17-20]. The 

presence of a hidden metastable fluid-fluid binodal inside the fluid-crystal region has 

been related to the often observed formation of amorphous precipitates in crystallization 

processes and to an increase of the rate of crystal nucleation [8, 16,21]. 

As discussed by several authors and confirmed by Monte Carlo simulation [5], if 

the range of interaction between colloidal particles is sufficiently short, experiment often 

shows liquid-liquid coexistence that is metastable with respect to solidification. To 

generate a phase diagram where the fluid-fluid coexistence curve lies below the liquidus 

line, it is necessary that the attractive range be short. The transition is obtained when the 
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size of the attraction range lies between 0.15 and 0.3 times the size of the colloidal 

particle [2,4,5,7]. 

For solutions of globular protein solutions, the essential features of the phase 

diagram can be understood by considering that proteins in such solutions often have 

short-range attractive interactions, especially when the solution conditions are close to 

saturation [22,23]. The addition of salt as precipitating agent screens electrostatic 

repulsion between the particles and enhances protein-protein attractive forces. At high 

salt concentrations, precipitation of protein is enhanced by an osmotic free-volume effect 

as discussed elsewhere [24]. For most salts, as salt concentration rises, protein solubility 

falls. 

Figure 3.a shows both calculated and experimental results. For the calculation, z, 

·nand cr were fixed respectively at 8, 8.2 and 34.4 A [25] and only E (i.e. Tc) was used as 

adjustable parameter. Agreement with experimental solubility data is fairly good; 

however, the description of the metastable liquid-liquid separation is only qualitative, due 

to the simplicity of our model; as is well known, a mean-field theory cannot give good 

results in the critical region. 

The regressed T c increases with salt concentration reflecting higher attractive protein­

protein interactions. The'calculated Tc values have been compared with those regressed 

from experimental data for the osmotic second virial coefficient obtained at similar 

conditions [26]. The _relation between interaction potential and second virial coefficient is 

given by: 

B22 = 2;ra3 f[1- e-rp(r)lkaT]. r2dr = 27ra-3 [1- _3_(_!_)] = 2;rc:3 [1- 3a Tc] (4.2) 
u . 3 n-3 k8 T .J T 

where a is a constant equal to 0.8834. 

The approximation introduced in Equation ( 4.2) is consistent with the simplicity of our 

model [3]. When solubility data are used to obtain Tc and when independent second­

osmotic-virial-coefficient data are also used to obtain Tc (from Equation (4.2)), fairly 

good agreement is obtained, as indicated in Figure 4. 

Figure 3.b shows a comparison between experiment and calculation for z=12 and 

n=6.3. The accuracy of the calculation is comparable to that in Figure 3.a. The regressed 
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Tc and the calculated second virial coefficient for z=12 are very close to those obtained 

for z=8. 

Another example, given in Figure 5, shows the effect of increasing polyethylene 

glycol (PEG) concentration in an aqueous solution of human serwn albumin (HSA) at 

protein concentration 45.7 giL. Experimental data are from Atha and Ingham [27] at 22-

24 °C in 0.05M potassium acetate buffer, pH=4.5, containing 0.1M KCL PEG is a water­

soluble, nonadsorbing, nontoxic polymer widely used in the chemical and biochemical 

industries. It allows regulation of protein solubility without any effect on protein structure 

and fimction [27-29]. The polymer appears to interact with the dissolved proteins merely 

by an excluded-volume effect: the magnitude of interaction is primarily controlled by the 

polymer concentration; polymer molecular weight is less important. 

George and Wilson [11] have shown that proteins tend to form crystals only when 

the solvent is moderately poor, i.e. for slightly negative second virial coefficients B22· In 

a good solvent (positive B22), there is no precipitation, and in a very poor solvent (large 

negative B22), precipitation gives an amorphous structure. Therefore, too much additive 

(either salt or polymer) tends to give an amorphous precipitate. George and Wilson [11] 

have determined a narro~, well-defmed range of B22 [ -1 x 10-4 to -8x 10-4 mol ml/ g2] 

where protein crystallization is likely to occur. 

Regression of the reducing parameter T cat different PEG concentrations shows an 

enhancement of attractive interaction between the protein particles as we increase the 

PEG concentration in the protein solution (see Figure 6). Thus, starting with a solution at 

protein concentration of 45.7 giL in absence of added polymer and then increasing the 

PEG4000 concentration, the point representing the solution at given temperature and 

protein concentration moves vertically down from the one fluid-phase region toward the 

fluid-solid boundary. At polymer concentration 8% (w/v), the solubility curve is reached; 

the corresponding value of Tc is 265.9 K when z=8, n=8 and cr=70.4 A (a is from the 

hydrodynamic radius reported by Atha and Ingham, [27]). 

To compare our result with George and Wilson's work [11], we use the 

expression for the second virial coefficient given by Equation ( 4.2): the calculated B22 

value falls inside the crystallization slot. Following Rosenbaum et al. [12], we can define 

a crystallization slot in terms of dimensionless variable T/Tc, independent of z, n and cr. 
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Rewriting Equation ( 4.2) for the second virial coefficient in dimensionless fonn, and 

equating it with Rosembaum's second virial coefficient calculated with an adhesive hard­

sphere potential, we obtain: 

B~~ = 1 ~3a Tc = B~ = 1--~-
BHs T BHs 4r 

22 22 

where the hard-sphere second virial coefficient is given by 

B
HS _ 2trU

3 

22 -
3 

(4.3) 

(4.4) 

and t is the effective reduced temperature for the adhesive hard-sphere potential. 

Superscripts IP and AHS stand for inverse power and adhesive hard-sphere, respectively. 

For the adhesive hard-sphere potential, the crystallization slot is approximately 

given by 0.06<t<O.l5. Converting t to T/Tc by (4.3), for our model we obtain the 

crystallization slot 0.636<T!Tc<l.59. 

At higher polymer concentration (>8%), the point representing our solution falls 

inside the two-phase fluid-solid region. Our model predicts that, for a PEG concentration 

equal to 13.1%, the fluid-fluid coexistence curve is reached. Even if we do not have 

experimental verification of the quantitative prediction, the qualitative result is 

nevertheless interesting considering the explanation given by Poon [8] of the cessation of 

crystallization at high additive concentration. He suggested that "the non-crystallization 

boundary should be identified with a metastable gas-liquid4 binodal buried in the 

equilibrium fluid-crystal coexistence region". When a system has a short-range 

intermolecular attraction, inhibited phase transition kinetics may lead to a metastable 

amorphous precipitate. The regressed Tc corresponding to 13.1 %. PEG concentration 

gives a second virial coefficient that is inside the crystallization slot. However, Curtis' 

work [26] shows that the condition defined by George and Wilson [11] is probably 

necessary but not sufficient for crystallization. Even if the protein-protein second virial 

coefficient lies inside the crystallization slot, amorphous precipitate can appear, because 

as the reduced temperature falls, transition to a crystal may be "missed" due to the 

requirement that crystals can form only when the crystallizing molecules have the proper 

orientation. 

4 Here "gas" refers to dilute solution. 
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If· the reduced temperature falls too quickly, the protein molecules may be 

inhibited from forming a crystal when the liquidus line is reached. Further reduction in 

the reduced temperature may then lead to precipitation of a second fluid phase where 

orientation requirements are much lower than those for formation of a crystal. 

5. Conclusion 

Using simple van der Waals theories to model the fluid phase and the solid phase, 

it is possible to reproduce the phase behavior either of argon-like systems or of colloid­

like systems. In the former case, the phase diagram gives a triple point and the light­

fluid/dense-fluid coexistence curve lies to the left of the dense fluid/solid coexistence 

·region on a plot of temperature versus density; in the latter case, there is no triple point 

because the light-fluid/dense-fluid coexistence curve lies underneath the liquidus line. 

In a dimensionless phase diagram, where a reduced temperature TIT c is plotted as 

a function of a reduced density 11111c, our model shows that a decrease in the range of 

attractive forces between the particles leads to a shift of the liquidus line to the left of the 

fluid-fluid coexistence curve. For sufficiently short range attraction (n>7.46 when z=8), 

the latter is buried inside tl;le fluid/solid coexistence region and the triple point disappears. 

For such systems, while the fluid/solid equilibrium corresponds to a global minimum of 

the free energy, the fluid-fluid equilibrium corresponds to a local minimum of the free 

energy; therefore, fluid-fluid equilibria are not thermodynamically stable. 

Two applications are discussed for aqueous protein solutions, using salt or 

polymer to induce precipitation. In the first example, NaCl is added as precipitating agent 

to aqueous lysozyme solutions. Despite the simplicity of the model, semi-quantitative 

agreement is obtained between lysozyme-solubility experimental data and the calculated 

liquidus line at different NaCl concentration. The regressed critical temperature increases 

as the sodium chloride concentration in solution rises, in accord with enhancement of the 

attractive protein-protein interaction due to the salt screening effect of the electrostatic 

repulsion between the particles and, at high salt concentration, due to· an osmotic free­

volume effect. However, description -of the liquid-liquid coexistence curve is only 

qualitative. 
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The second example presents the effect of increasing polyethylene glycol 

concentration in aqueous solution of human serum albumin. The addition of polyethylene 

glycol to a protein solution leads to an increase of the attractive interaction between the 

particles by an osmotic excluded-volume effect. For some relatively high polymer 

concentration, the protein solid-liquid boundary can be reached and crystallization.can be 

induced. The interesting result of our calculation is the prediction of fluid-fluid separation 

at high polymer concentration, even if it is metastable with respect to the 

thermodynamically stable fluid-solid transition. This prediction is due to the strict 

requirement of a proper orientation of the crystallizing molecules to give a crystal. When 

the liquidus line is reached rapidly, poor solvent conditions (large negative second virial 

coefficient) can inhibit the protein molecules from forming the ordered (crystal) solid 

phase. In that event, addition of polymer can induce the kinetically favored separation of 

a second fluid phase where orientation requirements are much lower. 
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Appendix 1: 
Helmholtz energy for the solid phase 

The Helmoltz energy for the solid phase is given by the sum of two terms, the Helmholtz 

energy of the hard-sphere reference system and the perturbation Helmholtz energy: 

A = A ref + A pert (I.l) 

where 

(1.2) 
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,· 

-pert 1 
00J (-) (-) 4 ~ -2 r.: A = _. (/Jr ·pr · ·7r·r ·ur 

2·e·T 0 · 

(1.3) 

As shown in Section 1.2, the reference term is given by 

(1.4) 

To calculate the perturbation energy, we follow Daanoun et al. [2]. The density profile is 

approximated by delta functions on the lattice sites 0 : 
sites 

p(r) = z>>(r- rJ (I.S) 
j=l 

where 8 is the dirac delta function. Inserting Equation (I.S) into Equation (1.3), we obtain: 

Ape"=- 1 -I'P(rj) 
2 · e · T j=l 

(1.6) 

Rewriting Equation (2.23) in terms of a sum over spherical shells of sites centered around 

the site at the origin, we obtain 

1 shells ( ) 
Aper' =- - ,Lnj ·rp'0 

2·& ·T j=l 

(1.7) 

where nj is the number-of'sites ofthejth shell. For a potential function 'P(r) that 

decreases rapidly as r rises, we need only the dominant term as a good approximation for 

the perturbation term: 

A pert = _ Z _ • (/J(ii) 
2·e·T 

(1.8) 

From Equation (I.l) we have the complete expression for the Helmholtz energy for the 

solid phase: 

A= ln(p0A3)-l + ln(7J)-3ln(l- ~)- z _. ~ 
R 2·T R" 

. (1.9) 

Appendix II: 
Corresponding states for the fluid-fluid coexistence curve 

As a consequence of the first-order perturbation theory and the random-phase 

approximation (RP A), fluid-fluid equilibria follow a law of corresponding states. 
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We demonstrate that Equations (3.1) for fluid-fluid equilibria can be rewritten as 

functions only oflllllc and T/Tc. 

First we show that the packing fraction at the critical point is a constant depending only 

on the hard-sphere reference system and that the critical temperature is proportional to 

1/(n-3). 

First, we rewrite the expression of the pressure in the more general form: 

- HS 2 p=T·q·Z +q ·\f' (11.1) 

where 

lTJ 12 ""J (-) -2 _£;' r =-· rpr ·r ·ur 
8 0 

(11.2) 

and we calculate the critical point using Equations (3.5): 

(OfiJ - ( Hs (azHs JJ aq r.N = r . z + 17 • ----;;;;- + 2. rJ . \f' = o 
(II.3) 

The last equation can be solved for T : 

(II.4) 

Substituting Equation (II.4) into the first of Equations (II.3), we obtain the relation: 

- zHs (azHsJ +1]· --
81] 

(II.5) 

that depends only on the hard-sphere compressibility factor. 

The critical packing fraction llc is given by solution of Equation (II.5). For the 

C~a.Jlan-Starling hard-sphere compressibility factor, it is 0.13044. 
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Having shown that the critical packing fraction 11c is a constant for a given hard-sphere 

reference system, the critical density Pc = 1Jc ·~ increases as the particle diameter 
7f·(j 

decreases in accord with experimental results. 

In Equation (II.4 ), the denominator of the term in the right side, calculated at 

11= 11c, is a constant independent ofn and z because the hard-sphere compressibility factor 

and its derivatives are functions only of the packing fraction 11 and because 11c is 

independent of n and z . As a consequence, the dimensionless critical temperature 

depends only on 'I'· Inserting the inverse-power potential in Equation (II.2), we have 

12 
'¥=--

n-3 

The critical temperature is thus proportional to 1/(n-3). 

(II.6) 

Second, we rewrite the chemical potential of the fluid phase in a more general 

form: 

7J d 
p = ln(poA3 )-1 + ln(17 )+ J(zHs -1)~ + zHs + 2 · z · '¥ 

o 17 T 

We then impose the equil~brium conditions, Equations (3.1): 

Equations (II.4)-(II.5) can be rewritten in compact form as follows: 

(II.7) 

(II.9) 

(II. I 0) 

where c1 and c2 are constants. Dividing the first Equation (II.8) by T and inserting 

Equations (II.9) and (II.l 0) in Equation (II.8), where the packing fraction 11 is replaced by 

(11111c}11c, we obtain equilibrium conditions containing only the reduced variables 11l11c 

and T/Tc, as desired: 
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While the fluid-fluid equilibrium curve is independent of the range of attractive 

potential, the solid-fluid coexistence curve is not. There is no law of corresponding states 

for solid-fluid equilibrium. 

Nomenclature 

A Helmholtz energy 

Bzz second-virial-coefficient 

c1, Cz constants 

d defined by Equation (2.19) 

g metastability gap 

ka Boltzmann: constant 

Mw molecul~ weight 

n exponent of the inverse power potential 

N number of particles 

NA Avogadro's number 

p pressure 

r center to center distance between two particles 

R intermolecular separation for the solid phase 

T temperature 

z coordination number 

Z compressibility factor 

Greek letters 

a constant 
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l1 

A 

~ 

p 

Po 

cr 

Subscripts 

1 

2 

c 

cp 

f, fl, f2 

' s 

t 

Superscripts 

I II 

AHS 

HS 

IP 

pert 

ref 

dirac delta function 

energy of maximum attraction 

packing fraction 

de Broglie thermal wavelength 

chemical potential 

number density 

one-particle density 

hard-sphere diameter 

effective reduced temperature for the adhesive hard-sphere potential 

intermolecular potential function 

defined by Equation (3.4) 

light fluid 

dense fluid 

critical 

closed pac~ing 

fluid 

solid 

triple point 

phases at equilibrium 

dimensionless variables 

adhesive hard-sphere 

hard-sphere 

inverse power 

perturbation 

reference 
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Figure captions 

Figure 1. Inverse power potential with different exponent n. As n rises, the range of 

attractive interaction decreases. 

Figure 2. Theoretical dimensionless phase diagram changes with the range of attractive 

interaction: (a) z=8 and 1lcp=0.68 (b) z=12 and 1lcp=0.74048. For both (a) and (b), 

Tc =1.132/(n~3) and 1lc=0.13044. 

Figure 3. Phase diagram for aqueous solutions of hen egg-white lysozyme with 3, 5, 7% 

w/v NaCl at pH=4.5 in the temperature range 4 to 25 °C. The open diamonds are 

solubility data from Cacioppo and Pusey (1991); the solid diamonds are cloud-point data . 

from Muschol and Rosenberger (1997). The solid curves are theoretical fluid-solid and 

fluid-fluid coexistence curves calculated with (a) z=8 and n=8.2; (b) z=12 and n=6.3. 

Figure 4: Comparison between critical temperatures regressed from lysozyme-solubility 

data (Cacioppo and Pusey, 1991) and those regressed from lysozyme second-virial­

coefficient data (Curtis, 1996). Experimental conditions: 

1. Solubility data: sodium chloride solutions with 1 00-mM sodium acetate buffer at 

pH=4.5 and temperature range 4 to 25 °C. 

2. Second-virial-coefficient data: sodium chloride solutions with 50-mM sodium acetate 

buffer at pH=4.5 and T=25 °C 

Figure 5. Polymer-induced precipitation of human serum albumin (HSA) in aqueous 

solution of HSA at protein concentration equal to 45.7 giL using polyethylene glycol " 

(~EG) 4000. Experimental data are from Atha and Ingham (1981). The open circles 

represent the conditions where the solution reaches (a) the solubility curve; (b) the liquid­

liquid coexistence curve. The solid lines are the fluid-solid boundary and fluid-fluid 
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coexistence curve in the dimensionless diagram calculated with z=8 and n=8. Here F and 

S indicate fluid and solid regions, respectively. 

Figure 6. Effect of polyethylene glycol (PEG) 4000 concentration in aqueous solution of 

human serum albumin (HSA) on T c· Experimental data are from Atha and Ingham 

(1981). 
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