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Calculation of Phase Diagrams for Aqueous Protein Solutions 
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Berkeley, CA, 94720, Fax# (510)-643-1228 

Abstract 

In recent publications, phase diagrams have been generated based on simple models of 
globular proteins interacting via anisotropic interactions. In these models, protein 
solubility is determined from the favorable energetic interactions due to the formation of 
protein-protein contacts in the crystal that overcomes the unfavorable loss in entropy 
from constraining a protein molecule upon" crystallization. In this work, we develop a 
statistical-mechanical description for protein crystallization where a key part is the 
quantitative calculation of this entropy loss. We calculate the entropic term from 
experimental crystallographic data for lysozyme and show that the empirical correlation 
of the osmotic second virial coefficient with lysozyme solubility corresponds to 6-8 
protein contacts per protein crystal. In addition, our model predicts that the two-body 
potential of mean force between lysozyme molecules is highly anisotropic. This has 
important implications for determining the position of a fluid-fluid critical point 
metastable to the fluid-solid equilibrium. That position is important because, as shown 
previously, crystallization kinetics are maximized at temperatures slightly exceeding the 
fluid-fluid critical temperature. 

1. Introduction 

Obtaining protein crystals for x-ray diffraction has always been a difficult task. 

Although there exist empirical rules for determining conditions favorable for protein 

crystallization, protein crystallization remains predominantly a trial-and-error process. 

Every protein has different biophysical properties (e.g. surface hydrophobicity, charge 

distribution, size, and conformational lability) that control the solution behavior of the 

protein and consequently the protein's ability to crystallize. Finding a rational predictor 

for conditions favorable to crystallize proteins had .remained elusive until George and 

Wilson1 proposed that a window in the osmotic second virial coefficient, B2, exists for 

protein crystallization. Bz provides a direct measure of the protein-protein pair potential. 

As a necessary condition for protein crystallization, George and Wilson found that in 

aqueous systems, Bz should be in the region -2 x 10-4 and -8 x 10-4 mLmol/g2
, where 

negative values of Bz indicate attractive interactions. For B2 more positive than :..2 x 10-4 



mLmoVg2, the protein crystal solubility is sufficiently high that quality crystals cannot be 

obtained. For solutions where B2 is more negative than -8 x 10-4 mLmoVg2, amorphous 

precipitation is likely to occur because protein-protein attractions are so strong that the 

protein molecules do not have adequate time to orient themselves to form crystals before 

forming an amorphous agglomerate. Unfortunately, while many protein solutions satisfy 

the George and Wilson criteria, they do not form crystals over reasonable time scales. 

Consequently, there remains a need for a better crystallization diagnostic. 

The amorphous phase formed by a higher concentration of aqueous protein 

molecules probably corresponds to the dense liquid phase of a liquid-liquid equilibrium. 

Furthermore, it was shown by Rosenbaum et al.2 and by Poon3 that the range of B2 values 

in the crystallization window corresponds to conditions for the metastable liquid-liquid 

critical point in the vicinity of liquid-solid equilibrium. The presence of the metastable 

critical point is very important for protein crystallization because density fluctuations are 

enhanced in this region, lowering the free energy for formation of critically-sized nuclei 

and increasing the rate of crystallization from a characteristic time of months or weeks to 

hours.4 Recent work5
•
6 has focused on developing more specific crystallization 

diagnostics through determination of accurate protein phase diagrams. Theoretical 

studies of molecules interacting in isotropic fluids have shown that the range of the pair 

potential controls the distance between the critical point for liquid-liquid equilibrium and 

liquid-solid equilibrium.7-
10 In particular, liquid-liquid coexistence is metastable with 

respect to solid-liquid equilibrium when the range of the particle attraction is less than 

one quarter of the particle diameter. 

Experime~tal evidence of the relationship between B2 and the protein phase 

diagram has been provided by Guo et al. 11 who showed that there is a strong correlation 

of B2 with protein-crystal solubility for a wide range of solution conditions. This 

correlation has important implications for understanding fluid-crystal thermodynamic 

behavior. B2 provides a measure of the dilute two-body protein interaction Boltzmann

averaged over all possible solvent configurations and also over the orientations of the 

protein molecules. However, protein-crystal solubility is determined primarily by 

protein-protein interactions in the crystal where the protein molecules are closely packed 

and where the molecules sample only a very small number of orientations. Because of 
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the experimentally observed correlation between B2 and protein solubility, it is likely that 

protein-protein interactions in solution can be extrapolated to describe interactions in the 

crystal. Further, it is likely that the pair potential in the liquid is highly anisotropic 

because such interactions are required to fix the orientation of the protein molecule in the 

crystal. 12
•
13 Finally, because the protein molecule is fixed translationally and 

orientationally in the crystal, the potential function for the protein molecules in the crystal 

depends only on the characteristic energy of the protein-protein "bonds" formed in the 

crystal. It is this energy that should be used in the calculation of B2. 

In this work we calculate aqueous protein phase equilibria for protein molecules 

modeled as hard spheres with sticky sites on the surface. With important modifications, 

our calculation follows that of Haas et al. 14 and of Sear. 15 Haas et al. calculated protein 

solubility from a simple cell model for the protein crystal and an "ideal-gas" (ideal dilute 

solution) phase for the liquid. The solubility is correlated with B2 by relating the 

characteristic energy of the protein-protein contacts in the crystal to an expression for B2 

that includes an anisotropy factor. The anisotropy factor provides a measure of the 

fraction of orientations where the protein-protein interaction is attractive. Here, we 

extend this earlier calculation by using Wertheim's model16
•
17 for associating fluids to 

calculate the protein pair potential in an aqueous medium. In Wertheim's model, the pair 

potential is given by an angle-average of a set of site-specific square-well potentials. In 

addition, we also include an entropic term in the phase-equilibrium calculation to account 

for the decrease in rotational and translational entropies of the protein molecule as it goes 

from the liquid to the crystal. Sear15 has shown that this model can adequately predict the 

phase behavior of protein s~lutions for a range of parameter space. Here we investigate if 

the parameter space is consistent with the ih - solubility correlation and discuss the 

significance of the rotational entropic term that has been neglected in most previous work 

for calculating protein phase equilibria. Further, we ·investigate the location of the liquid

liquid critical point for fluids of molecules with different numbers of sticky sites. 

2. Fluid-Phase Model 

Protein molecules are modeled as hard spheres with sticky square-well sites 

located on the surfaces. We use the results ofWertheim16 who has developed an accurate 
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first-order perturbation theory for calculating the free energy of a fluid of particles 

containing one or two sticky sites minus that of a reference fluid, where the particles 

contain zero sites. Jackson et al. 17 extended Wertheim's theory to include fluids where 

the molecules interact with more than two attractive sites. The hard-sphere fluid is used 

for the reference system. 

The Helmholtz energy per particle, ar, is given by the sum of two contributions: 

(1) 

where ahs is the Helmholtz energy per particle for a hard-sphere fluid, aassoc IS the 

contribution to the Helmholtz energy per particle arising from the interacting sites, and ~ 

= 1/k:s T, where ks is Boltzmann's constant and T is temperature. For phase-equilibrium 

calculations, we require expressions for the chemical potential of the protein, !1, and the 

compressibility factor, Z, given by relations similar to Equation (1): 

(2) 

and 

(3) 

The Helmholtz energy per particle, ahs, is obtained from integration of the 

compressibility factor. The integration constant is determined by the low-density ideal

gas limit as follows 

Pr dp 
~ahs -~aig = J (Zhs -1)-f 

o Pr 
(4) 

where aig is the Helmholtz energy per particle for an ideal-gas fluid at number density, pr, 

and Zhs is the compressibility factor for a hard-sphere fluid. Zhs is given by the equation 

of state18 

1 2 3 z = +11f +llr -llr 
. hs (1-llf )3 

(5) 

where llr is the protein packing fraction ( =n:o3 fpc) of the fluid and a is the hard-sphere 

protein diameter. 

To evaluate the integral in Equation (4), the ideal-gas contribution to the 

Helmholtz energy must be determined. Because there are no interactions between 

particles in an ideal solution, the partition function Qig corresponding to an ideal gas, is 
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given by the product of the individual particle partition functions, gig· For the canonical 

ensemble in classical statistical mechanics, the Helmholtz energy is19 

. q!" 
-~Aig =lnQig =In N!l3N (6) 

where Aig is the Helmholtz energy of an ideal-gas fluid of N particles, and A is the 

thermal wavelength of the particle. The particle partition function is obtained by 

integrating the single-particle configurational integral over all possible translational and 

orientational coordinates: 

J 
. 2 

gig = drdQ = 8n V . (7) 

The integral over the translational coordinates of a particle, r, gives the volume of the 

fluid, V. The integration over the set of Euler angles specifying the orientation of the 

molecule, .Q, is included in Equation (7) because the available orientation space available 

to a protein molecule in the crystal is significantly lpwer than that for a molecule in the 

fluid. All possible coordinates are equally likely for a protein molecule in the fluid and 

the integration over rotational coordinates gives a factor of SJi. The Helmholtz energy 

per particle, aig is obtained from Equations (6) and (7) and aig = Aig!N 

PrA3 
~aig = ln-2--1. 

81t 

Integration of Equation (4) gives the full expression for ~ahs 

Ra =In PrA3 -1+ 411-3112. 
1-' hs S1t2 ( 1_

11
)2 

The chemical potential of the hard-sphere reference system can be obtained from 

~llhs = ~ahs + zhs . 

Substituting Equations (5) and (9) into Equation (10) gives 

R In A 
3 

In 811r - 911i + 311i 
Pllhs = -2 + Pr + 3 · 

8n (1-11r) 

(8) 

(9) 

(10) 

(11) 

The sum of the first two terms on the right side of Equation (11) gives the ideal-gas 

chemical potential and the last term is the contribution to the chemical potential from 

"turning on" hard-sphere interactions. 
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3. Wertheim's Theory of Associating Fluids 

Figure 1a shows the pair potential of Wertheim's model. In this model, anisotropic 

"bonds" between site A on molecule 1 and site B on molecule 2 are represented by a site-
. . 

specific square-well potential given by 

- r(rl2,n}, ilz) = er if rab < rc 

- r(rtz.ni. ilz) = 0 if rab > rc (12) 

where rab is the distance between sites a and b; rc is the width of the square-well potential 

or the site-site cut-off separation; Q 1, ilz are the sets of Euler ·angles denoting the 

positions of the interaction sites relative to the centers of the protein molecules 1 and 2, 

respectively; and er is the interaction energy between the sites. Wertheim's theory gives a 

simple expression for the Helmholtz energy of a hard-sphere fluid with M attractive sites 

(where "bonds" can only form between similar sites, i.e. only A-A, B-B bonds are 

allowed) relative to that for a fluid of hard spheres with no sticky sites. 

~aassoc =M[ lnX- ~ + ~] (13) 

The interaction energy is assumed to be the same for all bonds. Consequently, the 

fraction of sites on the molecule that are not involved in bonding, X, is independent of the 

site label. By definition, a site on molecule 1 is bonded if the same site on molecule 2 is 

located within the cut-off separation. X is given by the equation of mass action 

(14) 

where K, related to the probability of a site forming a bond, is given by 

o+r.: • 

K=4n J ghs(r)(exp(sf)-1) r2dr. 
. 01,02 

(15) 
(J 

Here, r is center-to-center separation of the two protein molecules, sf is the 

dimensionless energy parameter (sf = Per), and ghs is the radial distribution function of 

the J:lard-sphere reference system. The brackets in Equation (15) denote an unweighted 

average over all orientations of the two molecules. We assume that ?ghs is constant over 

the range of the attractive part of the square-well potential and is given by cr2ghs( cr+), 

where ghs( cr+) is the hard-sphere distribution function evaluated at surface-to-surface 
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contact. It is evaluated using the result obtained from the contact-value theorem20 applied 

to the Carnahan-Starling equation of state [Equation (5)]: 

1 
1--11 

ghs(cr+)= 2 3. 

(1-rJ) 
(16) 

The change in the compressibility factor due to association is obtained from 

differentiating the Helmholtz energy with respect to packing fraction at constant 

temperature. The result is . 

Zassoc = 11 [_!_ _ _!_] ( ()X l· 
M r X 2 drJr 

(17) 

The contribution to the chemical potential of the protein from the attractive-site 

interactions is determined from 

P11~~ = P•- + z~,oc =In X- ~ + ~ + t{ ~ -a~ l (18) 

where (()X/dl"Jr )r is calculated from Equations (14), (15), and (16). 

The unweighted angle average of the site-site Mayer f-function is given by the 

product of a geometric factor and the unaveraged value of the function 

[( )2( )] ,.. r + cr- r 2r - cr + r ,.. 
{fmayer) =(exp(Er)-1) = c 2 c (exp(Er)-1). (19) 

n~.~ nl.n2 6cr r 

The geometric factor in the brackets of Equation ( 19) is the fraction of rotational space 

corresponding to one "bond". H "bonds" only form between similar sites, the second 

virial coefficient for a protein molecule with M sites of equal energy is .given by 

Mcr+rc 

B2 =Bz.hs-2 J (exp(er)-1)n47tr
2
dr (20) 

cr 

where Bz,hs is the hard-sphere contribution to B2, equal to 2ncr3 /3 . Equation (20) is 

based on the assumption that two simultaneous "bonds" do not form for any orientation 

of the two protein molecules. Equation (20) can be simplified by performing the 

integration over volume. Substituting Equation (19) into Equation (20) and solving for 

Br gives 
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er = In [ 
2 

( B2 - B2,hs ) + 1] 
Vbond(rc)M 

(21) 

where Vbond is the volume available for the formation of one "bond" between two protein 

molecules. It follows that MVbond is the total volume available for "bonding" between two 

protein molecules. 

As shown in Figure I b, the condition that two bonds do not form between two 

molecules simultaneously is satisfied if the minimum distance between sites on the same 

molecule is given by 

d,1,.,mi, = O"COS -I ( J- ~) (22) 

This condition is satisfied for all systems studied here. 

Wertheim's first-order association theory does not account for possible ring-like 

clusters of molecules. In addition, the structure of the fluid is approximated by that of the 

reference system, a fluid containing only monomers. Both approximations are valid in 

the low-bonding limit where the fluid consists mainly of monomers and where higher

order clusters are not likely. For fluids of molecules with many sites, the approximations 

break down for strong interaction strengths at moderate densities of molecules where 

there is a large degree of association. Here, calculation of the liquidus branch of the 

liquid-solid equilibrium is not expected to. be in significant error because the packing 

fractions of protein molecules are low in the fluid phase. However, calculation of the 

liquid-liquid critical point only gives quantitative re.sults due to the approximations above 

and also due to neglecting the strong density fluctuations that occur at and near the 

critical point. 

4. The Solid Phase 

Protein crystallization is driven by. strong anisotropic interactions that overcome 

the reversible work of fixing the position and orientation of the protein molecule in the 

crystal. The essential physics can be captured by using the cell model19 with an extra 

term to account for the loss in rotational entropy upon transferring a protein molecule 

from solution to the crystal. In this model, a protein molecule is confined to a cell where 

it experiences an average field from its z nearest neighbors. Because the field is 
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averaged, it is independent of the positions of all other particles and the configurational 

integral of a single protein is uncoupled with respect to the positions and orientations of 

its nearest neighbors. Consequently the Part:ition function of the crystal is given by the 

product of single-particle partition functions. The Helmholtz energy per particle for the 

crystal, as. is then given by 

(23) 

The factor N! in the analogous equation for an ideal gas [Equation (8)], is omitted 

because the particles in the crystal can be distinguished by the locations of their sites on 

the crystal lattice. 

To calculate the phase diagram it is necessary to establish an accurate expression 

for the single-particle partition function, q5• In protein crystals, the position and 

orientations of a protein molecule are constrained by strong anisotropic interactions. The 

individual atoms of the molecule have vibrational amplitudes given by about 0.3 - 0.5 A 

and the entire protein molecule has 0.2 - 0.25 A of translational freedom in principal 

directions.21 Because the protein surface area buried by a contact interaction is on the 

order of 200 - 1200 A 2, 
22 we expect that the small vibrations of neighboring protein 

molecules and their constituent atoms do not alter the field experienced by the 

constrained particle. W, e therefore assume that the field is constant for all possible 

configurations of the protein molecule iri the crystal. The single-particle partition 

function is 

_ exp( -~us) J dr J dQ 
qs- . A3 (24) 

where Us is the intermolecular energy per protein molecule in the crystal. In Equation 

(24), the protein molecule is considered to be rigid such that r refers to a 3-dimensional 

vector that specifies the position of the center ·of mass of the protein molecule. 

Integration over r yields the volume available to the center of the protein molecule. The 

integral over the position vector of the protein molecule is given by 

(25) 

where Vc is the volume available to the center of mass of the protein molecule, that is, the 

free volume. Similarly, the integral over the set of Euler angles in Equation (24) yields 
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the orientation space sampled by the protein molecule in the crystal. This space is 

denoted by Ml ( = J dQ ). 

Because we consider only the contribution of one configuration to the internal 

energy, the energy of this configuration is called the ground-state energy. If the protein 

forms z contacts of average interaction strength Es, the ground-state internal energy per 

particle is given by 

(26) 

Substitution of Equation (24) into Equation (23) gives the solid-phase Helmholtz 

energy per particle 

- z 
Pas = ln A 3 -In ( v c.!ln) --Es 

2 
(27) 

Equation (27) provides the simplest form of the Helmholtz energy that indicates the 

different contributions to the free energy of the solid. 

The chemical potential is determined from the Helmholtz energy per particle by 

(28) 

where Zs is the compressibility factor of the solid. As outlined in the Appendix, Zs can 

not be determined accurately for a protein crystal. At the experimental conditions 

discussed here, Zs is negligible when compared to ~a5 • Consequently, the chemical 

potential is equated with the Helmholtz energy per particle. 

5. Correlation of B2 with Lysozyme Solubility 

The empirical correlation of B2 with protein solubility implies that protein-protein 

interactions in the infinitely dilute region of the fluid can be extrapolated to describe 

protein-protein interactions in the crystal. Therefore, we set the average interaction 

strength of the anisotropic "bonds" between protein molecules in the fluid equal to the 

average interaction strength of the protein-protein contacts in the crystal. The phase

equilibrium criteria are then given by 

~f ( llr 'E) = ~s ( lls, B) 

Pr ( llr ' E) = Ps ( lls ' E) 

10 
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where e is the average interaction strength, proportional to the inverse of the reduced 

temperature kB T/e for the system, and Pr and P5 (see the Appendix) are the pressures and 

llr and lls are the packing fractions of the fluid and solid phases, respectively. For a 

system of two phases with one component, there is one degree of freedom. In our 

calculations, the reduced temperature is set, and Equations (29) and (30) are solved 

simultaneously for the packing fractions of the equilibrium liquid and crystal phases. 

In our formulation presented here, we make a further simplifying assumption that 

facilitates calculation of the phase diagram. The pressure of the protein crystal cannot be 

calculated accurately because it is a complex function of the intermolecular forces 

between protein molecules, consistent with the approximate phase-equilibrium theory 

discussed in the Appendix. For this reason, the packing fraction of the crystal is set equal 

to a physically reasonable constant and the effect of pressure is neglected. Since the 

. pressure is a very rapidly changing function of the solid packing, small changes in solid

phase packing fraction alter the pressure without significantly changing the chemical 

potential. 15 By neglecting the effect of pressure on the solid, we neglect the small 

displacement in density of the solid required to change the pressure of the solid to match 

that of the fluid. As a result of neglecting the effect of pressure, the protein solubility is 

determined only from the condition that the chemical potential of the protein is the same 

in all phases. 

To understand the factors that determine protein solubility, it is helpful to 

consider the case when the fluid is in the ideal limit where the intermolecular interactions 

between protein molecules in the fluid are turned off. The chemical potential of the 

protein in an ideal liquid solution is obtained from differentiating Equation (8) with 

respect to molecule number, giving 

(
p A3 J f3!lig = In ;1t2 . (31) 

Substituting Equation (31) into the phase-equilibrium criterion of identical chemical 

potentials [Equation (29)] gives 

(32) 

where 
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-1 [3vc~J ~Gent = -~ In 3 3 • 
4n cr 

(33) 
The first term on the right side of Equation (32), ~Gent is the entropic contribution to the 

change in free energy upon transferring a protein molecule from solution to crystal. It is 

related to the reversible work required to fix the rotation and translation of the protein 

molecule in its unit cell relative to those in the fluid. Because this process is 

accompanied by a large decrease in configuration space, the reversible work is positive. 

The large loss in entropy is compensated by the negative free energy due to the protein-

.. protein contact interactions in the crystal given by the second term on the right side of 

Equation (32). The magnitude of the entropic term relative to that of the intermolecular

interaction term determines protein solubility. As intermolecular attraction increases, 

protein solubility is reduced because favorable interactions between protein molecules in 

the fluid overcome the loss in entropy upon crystallization. 

~Gent is determined by the extent of translational and rotational freedom of the 

protein molecule in the crystal. For lysozyme, ~Gent can be estimated from lysozyme 

crystallographic data. For a reasonable approximation, we use the effective spherical 

diameter of lysozyme (34.8 A) obtained from crystal-structure dimensions. In lysozyme 

· crystals, X-ray scattering shows that the entire molecule moves about 0.2-0.25 A.21 

Consequently, Vc is approximated as (0.25 A)3
• Calculation of the orientation space is not 

straightforward because coherent oscillation movements are not detected in. X-ray 

scattering experiments. However, assuming that oscillations generate atomic 

displacements of the magnitude as above, on can be approximated by 

~n=(0.25J
3 

cr/2 

With these reasonable approximations, ~Gent is estimated as 18.5 kcallmol. 

(34) 

If we assume that the available bonding volume does not depend on solution 

conditions, there is a direct correspondence between B2 and the interaction strength 

parameter, s, according to Equation (21). However, protein-protein interactions consist 

of complex charge-density-dependent electrostatic interactions, dispersion forces, and 

hydrophobic forces that have different characteristic decay lengths. Since these forces 

depend on the intervening aqueous medium (salt concentration, pH, temperature), and 
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because the correlation between B2 and lysozyme solubility covers a wide range of 

solution conditions, we expect that the forces that determine B2 also depend on solution 

conditions.1 Slightly changing these conditions can result in the formation of differe~t 

crystal structures that are stabilized by different contact-contact interactions. Because our 

goal here is to show that a simplified model of these forces can adequately explain the 

crystallization behavior of protein molecules, the effect of specific forces on 

crystallization behavior is not considered here. Such effects are not easily generalized for 

understanding the solution behavior of different proteins. 

Although we have a reasonable quantitative estimate of ~Gent. we choose 

empirically to fit ~Gent to the experimental data relating protein solubility to B2. In this 

fit, we use Equations (2), (11), and (18) for the chemical potential of the protein in the 

fluid phase and Equation (28) for that in the solid phase. As B2 decreases, protein 

solubility falls, not due to small changes in Jlr, but because there are significant changes 

in Jls due to increased attractive interaction of the protein-protein contacts. This result is 

shown in Figure 2 for different values of the number of attractive sites per protein 

molecule in the fluid, M, and width of square well, rc. For a pair of proteins in the fluid, 

parameters M and rc determine the volume available for "bonding". According to 

Equation (21), as the available bonding volume decreases, keeping B2 constant requires 

larger values of 8. In determining ~Gent by fitting the data, the stronger interaction 

strengths are compensated by a simultaneous increase in the unfavorable entropic term. 

Because of this compensation, the fit chemical potential of the solid is essentially 

independent of parameters M or rc. 

The chemical potential of the fluid is only weakly dependent on association

potential parameters because the fluid-phase protein concentrations are low and therefore 

the fluid behaves almost as an ideal dilute solution. Consequently, the fluid chemical 

potential is nearly the same function of protein density for all sets of parameters, and the 

curves in Figure 2 collapse to one curve. The fit values of ~Gent corresponding to the 

parameter sets with 12 or 6 attractive sites and a square-well width of 2 A provide the 

most realistic description of the protein-protein interaction in the fluid. 

We also fit ~Gent to the empirical relation between B2 and protein solubility for 

different values of z, the number of contacts formed per protein molecule in the crystal. 
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This fit is for a protein molecule that can form 6 bonds in the fluid with square-well 

width of 2 A. According to Equation (32), z is the slope of a plot of the natural log of the 

protein solubility versus e. Consequently, iii a plot of solubility versus B2 , the curvatures 

become steeper as z increases, as indicated in Figure 3 where the curves correspond to z 

equal to 4, 6, and 12. According to Figure 3, the empirical correlation indicates a lower 

limit of 4 and an upper limit of 12 contacts per protein molecule. This .result is 

independent of the choice of M or rc because changing these parameters only serves to 

change the fit value of ~Gent. while the shape of the curves remains the same. 

Upon comparing the fit values of ~qent with that calculated by Equation (33), it 

appears that a protein crystal, where the protein molecule forms 6-8 contacts, provides 

the best description of the experimental correlation. This result is in remarkable 

agreement with experimental studies showing that protein molecules form 8 - 10 contacts 

on average?2 

For comparison, we have fit the empirical correlation of B2 with protein solubility 

for the case where the protein-protein interaction is given by a uniform square-well 

potential in the fluid. To calculate the phase equilibrium condition of Equation (29), we 

model the proteins as hard spheres interacting through a uniform square-well potential. 

The chemical potential of the hard-sphere reference system is given by Equation ( 11) and 

the random-phase approximation (RP A)23 is used to calculate the contribution to the 

chemical potential from the attractive interactions in the fluid. The chemical potential of 

the crystal is calculated as before, where the value of B
8 

is equal to the square-well depth 

of the uniform square-well potential in the fluid. Results are presented in Figure 4 for 

two different values of z; the width of the square-well potential is 2 A. The same quality 

of fit is obtained as in the case where the protein-protein interactions are anisotropic. 

However, the fit values of ~Gent are very small and do ·not correspond to the physical 

behavior of protein molecules in crystals. We therefore conclude that the lysozyme 

molecules interact via highly anisotropic interactions. 

6. The Liquid-Liquid Critical Point 

Determining the location of the liquid-liquid critical point is important for protein 

crystallization because the rate of nucleation is enhanced near this region, thereby 
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providing insight for fixing conditions to grow crystals.4 At the critical point there are no 

degrees of freedom; the thermodynamic properties must satisfy the critical-point criteria 

and 

(
df.lr l =0 

ihlr fe 

(~d =0 

(35) 

(36) 

where the partial derivatives of Equations (35) and (36) are evaluated holding reduced 

temperature, s-1 constant. J..Lr is calculated from Equations (2), (11), and (18). Equations 

(35) and (36) can be solved to determine the reduced temperature at the critical point, 

s;1
, and the packing fraction at the critical point, 11c- The results are given in Table 1 for 

different values of M, with rc set to 2 A. 
According to the results of Wertheim's theory; as the number of attractive sites 

per protein molecule increases, the critical-point temperature rises and the top of the 

liquid-liquid connodalline approaches the liquidus branch of the liquid-solid equilibrium. 

It is not possible to locate exactly the position of the liquid-liquid critical point because of 

approximations in .Wertheim's theory, as discussed in Section 3. However, based on the 

calculated results, it appears that the number of attractive sites on the surface of the 

protein molecule is an important variable that determines the position of the liquid-liquid 

critical point with respect to the liquid-solid equilibrium. As the number of attractive 

sites per protein molecule increases, there are a larger number of different orientations 

available for "bond" formation between protein molecules and the formation of a 

disordered dense fluid phase becomes thermodynamically more stable. This fluid phase 

corresponds to the amorphous precipitate. If B2 at the critical temperature is more 

positive than those values corresponding to the location of the crystallization window, 

amorphous precipitation may interfere with the crystallization process. 

7. Conclusions 

Following the work of Sear15 and Haas et al., 14 it has been shown here that a 

simple model can explain the phase behavior of aqueous protein solutions; the important 
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feature of the model follows from anisotropic interactions of protein molecules in the 

crystal phase. Protein solubility is determined by two competing effects: (a) the 

unfavorable loss in entropy from constraining a protein molecule upon crystallization and 

(b) the favorable energetic interactions due to the formation of protein-protein contacts in 

the crystal. By calculating the entropic term from experimental data, we have shown that 

the empirical correlation of B2 with protein solubility corresponds to the formation of 6 -

8 protein-protein contacts in the crystal, · in good agreement with independent 

experimental results. Further, our model shows that the location of the liquid-liquid 

critical point is related to the number of attractive sites per protein molecule. As the 

number of sites increases, the liquid-liquid connodal line approaches that of the liquid-

. solid equilibrium. Calculation of the liquid-liquid critical temperature is useful because 

other studies have shown that crystallization kinetics are most favorable at temperatures 

very slightly exceeding that critical temperature. 
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Appendix - Pressure of a Protein Crystal 

The pressure referred to throughout this paper is an osmotic pressure. Figure 5 

illustrates that, at equilibrium, the osmotic pressure of the fluid phase is the same as that 

of the solid phase. 

In this appendix we show that it is difficult to determine this osmotic pressure of 

a protein crystal. The pressure of the solid can be obtained from the Helmholtz energy: 

(A.1) 

Equation (27) gives the Helmholtz energy of the solid, where the only term that depends 

on density is the free volume. Consequently, to evaluate the derivative in.Equation (A.1), 

we must know the relationship between the free volume and the density of the solid. 

Because we are only concerned with calculating an approximate pressure, we assume that 

the protein molecule is contained in a cubic lattice where the dimension, L, is given by 

the hard~sphere diameter of the protein plus the distance available to the center of mass 

along one direction ( -0.25 A). Since we are approximating the lattice as a cube, the 

volume of the lattice is not necessarily equal to the inverse of the protein density, p5, but 

instead the volume of the lattice is proportional to Ps-I 

(A.2) 

where the proportionality constant, a, is on the order of 1 and is omitted here. The 

volume available to the protein molecule's center of mass is 

(A.3) 

The pressure of the solid is determined from substituting Equations (A.2) and (A.3) into 

Equation (A.1): 

. ~ps = Ps ( 
1 
j )· 1-cr L 

(A.4) 

This result is identical to that obtained from the free-volume approximation of a hard

sphere solid. Equation (A.4) gives an approximate pressure of 123 atmospheres. This 
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should be compared with the pressure of the equilibrated protein solution, Pr. This 

pressure is approximately given by the ideal solution value: · 

~pf = pf. (A.5) 

For a protein solubility of 60 giL, the corresponding pressure is 0.1 atm. This should also 

be the pressure of the solid. The erroneous high pressure predicted from Equation (A.4) 

is due to neglect of a negative contribution from attractive intermolecular interactions. 

The interaction field is determined by the nearest-neighbor distances that depend on the 

density of the protein in the crystal. Here, we have assumed that the field is independent 

of the position of the molecule in the cell; therefore the attractive pressure is zero. To 

evaluate the attractive pressure, we require the dependence of the field on the position of 

the molecule in the cell. Unfortunately that dependence is not easily established because 

the field is highly anisotropic due to the bonds formed in the crystal; the field depends on 

the specific form of the sticky-site potential. Because the pressure is the difference 

between two large numbers, the hard-sphere pressure and the attractive pressure, a 
reliable result is not possible because both large numbers have an uncertainty that is 

larger than the difference between the two pressures. 
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M llc B2,c x 104 (mLmollg2) Ec 

4 0.090 -19.0 13.2 
6 0.155 -5.0 11.7 
8 0.207 -2.1 10.9 

Table 1: Critical-point properties for different number of attractive sites per 
protein molecule calculated from Wertheim's theory. Here, Ec =e/k8 Tc where 
Tc is the liquid-liquid critical temperature. 

20 



Figure la: Schematic representation of Wertheim's attractive-site interaction where 
r AB is the separation between sites A and B. The interaction is given by a square well 
potential of width rc and depth£. The center-to-center separation is r 12 and the protein 
diameter is cr. 
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Figure lb : Schematic representation of two-body configuration for protein molecules with 
sticky sites, which gives the minimum distance between sites on the same molecule such 
that two bonds are not formed simultaneously. This minimum distance is given by ecr, where 

e =cos-' ( 1- ~ ) 



Figure 2 : Correlation of lysozyme solubility with osmotic second virial coefficient, B2• 

The only fit parameter in the calculation is 6Gent· The number of contacts per protein 
molecule in the crystal, z, is 6. The number of attractive sites, M, and the square-well 
potential width, rc, have only a small effect on the fit curve. The value of the interaction 
parameter,e ,depends on M and rc. However, the fit value of 6Gen1compensates for 
changes in e . 
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Figure 3 : Correlation of lysozyme solubility with osmotic second virial coefficient, B2. 

The number of attractive sites per protein molecule, M, is 6 and the cut-off separation 
between sites, rc, is 2 A. The correlation is fit by varying ~Gent for different values of z, 
the number of contacts per protein molecule in the crystal. The best fit to the data is 
obtained when z = 6. 

24~ 



Figure 4 : Correlation of lysozyme solubility with osmotic second virial coefficient, B2• 

The calculations are performed for a uniform square-well potential with a width of 2 A 
using the RP A. The correlation is fit with two values of z by varying ..1Gent· Both curves 
provide an accurate fit. However, the values of ..1Gent are physically unrealistic. 
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Solid phase 
(s) 

protein and 
solvent 

Outside phase 
. (o) 

solvent alone 
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(f) 

protein and 
solvent 

Figure 5: In McMillan-Mayer solution theory, the solid and fluid phases are in a 
hypothetical equilibrium with an outside solution that contains solvent at the same chemical 
potential. The pressures referred to in the text are osmotic pressures of the solid and the 
fluid, P

5 
and Pr. The osmotic pressure is defined as the pressure necessary to increase 

the solvent chemical potential of the fluid phase( or the solid phase) to account for the lower 
number density in that phase. The equilibrium condition that the pressure of the solid is 
equal to that of the fluid (Ps,eq = Pr.eq) means that the osmotic pressure of the solid is equal 
to that of the fluid at equilibrium. This result can also be obtained from the equivalent 
equilibrium condition Jls = Jl0 = Jlr where Jl is the chemical potential of the solvent. 
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