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here was not much to see five years ago wh en I 

arrived at the newly relocated NERSC in Berkeley 

-onl y a handful of new employees; anxious 

Berkeley Lab and DOE staff wo rrying whether their bo ld

ness would rea ll y pay off; major co nstruction on the first 

floor of Building 50, which as ye t bore no resemblance to 

a computer room; and trenches filled with rainwater in 

the parking lo t. It seems remarkab le how the pioneers of 

the new NERSC were undaunted by those challenges, and 

how, with neither staff nor co mputers in place, we boldly 

proclaimed that we would reinvent the high performance 

computing center. And, by all accounts, we did it. 

By 1998 it becam e clear that the space and power requ ire

m ents of the next few generations of high performance 

computing platforms would require a much larger com

puter room . Our Berkeley Lab colleagues in Operations 

and Facilities located and remodeled a cost-effective new 

facility in record time. In the fa ll of 2000, we moved most 

of our high-performance computing platforms to the 

new Oakland Scientific Facility, and our newest platform 

was installed in the first week of 2001 , all on schedule. 

The new platform will provide a n unprecedented 3.8 

Tflop/s peak performance for the DOE Office of Science 

computational community. While m any of our co ll eagues 

a t other sites brag about terasca le comput ing, I believe 

that NERSC will be the first site where use rs ca n expect to 

see their app lications routin ely perform at teraflop/ s level. 

This will be th e culmination of years of work at NERSC to 

improve the utili zation of highly parallel p latforms, and 

to provide the tools that allow efficien t execution of jobs 

requiring 512 processors and more. At the sa me time, our 

storage capabi lity is nearing the petabyte level, thanks to 

continuing improvements over the last few years. 

While integrating these new technologies, we continued 

to maintain the highest standards of service, and again 

enabled our community of users to attain breakthrough 

scientific results. The most notable accomplishment, 

among the many documented in this annual report, is 

a cover story in Nature, backed by data analysis carried 

out at NERSC. 

In November, at the SC2000 conference in Dallas, Berkeley 

Lab and NERSC released three software CDs: Berkeley Lab 

Horst D. Simon, 
Division Director of NERSC 

AMR, Al<enti, and 

Berkeley Lab VIA 

Software (M-VIA and 

MVTCH ). Highlights of 

these projects and many 

of our other R&D efforts 

are presented in thi s 

annual report, demon 

strating the benefits of 

combining a computing 

facility with resea rch 

and development in one 

organ iza tion. 

After several years of planning, computational science in 

the DOE Office of Science finally received a big boost 

through the funding of the Scientific Discovery through 

Advanced Computing program (SciDAC). For NERSC's 

clients, SciDAC offers a once-in-a-decade opportunity to 

demonstrate the app licability of past research and to en

gage in bold new projects . NERSC itse lf has the opportu

nity to further develop and then deploy the results of the 

computer science research of the last few years, enabling 

a whole new generat io n of computational science. 

I am pleased that the Office of Advanced Scientific 

Co mputing Research is re-exa min ing its portfo lio of 

resea rch ac tiviti es, and that NERSC will have the opportu

nity to develop a new five-yea r p lan. Given our accom

plishments of the last five years, I have no doubt that we 

will develop a first-rate strategy for NERSC and computa

tional science in DOE, and that we will reinvent the high 

performance computing center yet aga in . 

With these exciting times ahead of us, I am grateful to 

our DOE Office of Science sponsors for their continued 

endorsement of our ambitious plans. It continues to be a 

pleasure to collaborate with the NERSC Users Group and 

its executive board m embers. I would like to thank them 

for their continued support, especially for their effort to 

produce the next "Greenbook" documenting the computa

t ional requirements of the Office of Science commun ity. 

My special thanks and congratulations, as always, go to the 

NERSC staff for their ski ll , ded ication, and tireless efforts 

to make NERSC th e bes t scientific computing resource in 

the world. 
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sa national facility for scientific resea rch funded 

by the Department of Energy, Office of Science 

(DOE SC), NERSC annually serves about 

2,400 scientists throughout the United States 

(Figure 1) . These researchers work in DOE 

laborato ries, universities, industry, and other 

Federal agencies (Figure 2). Computational 

sc ience conducted at NERSC covers the entire 

range of scientific disciplines, but is foc used 

on research that supports the DOE's mission 

and scientific goals (Figure 3). 

Allocations of computer time and archival storage at 

NERSC are awarded to research groups, regardless 

of their source of funding, based on an annual review 

of proposals. As proposals are submitted, they are sub

jected to peer review to evaluate the quality of science, 

how well the proposed research is aligned with the 

mission of DOE SC, and the readiness of the specific 

application and applicant to fully utilize the computing 

resources being requested. 

The NERSC Program Advisory Committee (see Appen

dix B) is responsible for the scientific peer review process 

used to allocate 40 percent of NERSC's computing 

resources. The peer review and resource allocation 

process for the remaining 60 percent is managed direct

ly by the DOE SC programs, reflecting their mission 

priorities . 

Two other groups provide general oversight: the NERSC 

Policy Board (Appendix A) advises the Berkeley Lab 

Director on the policies that determine the impact and 

performance of the NERSC Center, and the NERSC 

Users Group (Appendix C) advises the NERSC manage

ment and provides feedback from the user community. 

This section of the Annual Report gives an overview of 

the research supported by NERSC and points out some 

of the year's achievements, which are described further 

in the Science Highlights section. 

Advanced Scientific Computing Research 
DOE's Office of Advanced Scientific Computing Research 

(OASCR) supports a number of projects in computer 

science and applied mathematics. NERSC staff take the 

lead or participate in several of these projects, including 

Figure 1. NERSC FYOO massively parallel processi11g 

(MPP) allocations by site. 

LEGEND 

< 100,000 PE hours 
100,000 to 200,000 PE hours 
> 200,000 PE hours 

Figure 2. Percentage of NERSC MPP users and usage (computi11g 

time) by institution type. 
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Figure 3. NERSC MPP users and usage by scientific discipline. 
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research on turbulent reacting flow by our Center for 

Computational Sciences and Engineering; development 

of software packages that enable ordinary Cor Fortran 

computer programs to perform arithmetic with 32 or 

64 decimal digit accuracy (this software is being used to 

explore an unresolved question regarding the regularity 

of vortices); developing computational tools for linear 

algebra problems that are ubiquitous in computational 

science and engineering; and resea rching subspace-based 

techniques for info rmati on retr ieva l, such as latent 

semantic indexing. 

Other OASCR-funded resea rch includes testing the scala

bility of parallel discrete event simulations, which are 

used in a wide variety of fields, fro m switching of cellu lar 

communications networks to studies of material fa ilure. 

Another group is studying instabilities in turbulent mix

ing, an important issue for fluid dynamics that impacts 

such questions as the rate of heat transfer by the Gulf 

Stream , resistance of pipes to fluid flow, combustion 

rates in automotive engines, and the late time evolution 

of a supernova. Research jointly funded by OASCR 

and other DOE offices includes developing global opti

mization approaches to protein fold refinement, and 

developing a new generation of electron-atom and elec

tron-molecule scattering codes that are capable of treat 

ing all deta ils of electron impact ionization. 

Basic Energy Sciences 
NERSC provides computational support for a large 

number of materi als sciences, chemical sciences, geo

sciences, and engineering research projects sponsored 

by DOE's Office of Basic Energy Sciences. 

NERSC FYOO MPP 
Usage by Discipline 

Research in the chemical sciences will have important 

impacts on energy efficiency, pollution prevention, and 

environmental restoration. This year researchers showed 

that molecular-based simulations of complex fluids can 

be used to predict properties such as the viscosity index 

and pressure-viscosity coefficient of lubricants. The abili 

ty to predict these properties via simulation will lead 

to the molecular design of improved lubrica nts, which 

will result in better energy efficiency. 

A new area of research at NERSC this year was numerical 

simulation of combustion in homogeneous charge 

compression ignition (HCCl) engines. HCCI engines 

are an attractive alternative to diesel engines, offering 

the poten tial fo r diesel-like efficiencies, while producing 

extremely low emiss ions with out expensive aftertrea t

ment. Computational sim ulations will provide crucial 

direction to HCCI design efforts. 

Electronic structure theory has emerged as a valuable 

counterpart to direct experiments for the study of reac

tive species that may not be charac terized easily (if at all ) 

in the laboratory - fo r example, large polycyclic aro

matic hydrocarbon (PAH ) cations, which arise in com 

bustion processes as intermediates to the formation 

of soot particles, and which are also believed to play 

a significant role in interstellar carbon chemistry. Elec

tronic structure research on the chemical and confo rma

tional transformations of b iomolecules is beginning to 

yield a novel microscopic picture of biochemical dynam 

ics. Understanding biological chemical processes at the 

atomic level with this and other methods will have a 

major impact on the drug and biotechnology industries. 

YEAR IN REVIEW I CO MPUTATIONA L SCIENCE 



In the materials sciences, Georgia Tech physicist and 

NERSC user Uzi Landman won this year's Feynman 

Prize in Na notech nology (Theoretical) fo r his pioneering 

work in computational materials sc ience for nanostruc

tu res (see page 39). Such comp uter modeling provides 

deep insights into the nature and propert ies of matter 

at the nanosca le, and is essential in predict ing what could 

be built at the molecular level, red ucing time spent o n 

expensive laboratory experiments. 

New modeling tools developed by La ndman and other 

researchers are also making it possible to begin bridging 

the gaps between scales, so that the effects of atomic and 

microscopic phenomena can be seen at the macroscopic 

scale. As these modeling tools mature, they will make 

important contributions in both technological and envi

ronmental areas, including carbon sequestration, the 

development of high-temperature superconductors, 

miniaturization of electronic and mechanical devices, 

development of lasers and sensors, design of novel logic 

ga tes and information storage strategies, control of fric

tion under extreme conditions, and the design of electric 

motors with reduced weight and improved performance. 

Biological and Environmental Research 
DOE's Office of Biological and Environmenta l Research 

is a majo r supporter of global climate studies as well 

as computational medical and biological resea rch using 

NERSC resources. In add ition to providing computa

tional support, NERSC is also the repository for the 

archive of the Program for Climate Model Diagnosis 

and Intercomparison (PCMDI). Complete data sets 

from PCMDI are publicly available to researchers 

through NERSC (see http:/ /www-pcmdi.llnl.gov/ 

modeldata/ PCM_Data/pcgdahome.html). 

Ongoing improvement in the precision of climate mod

eling codes is resulting in a growing understanding of 

the factors contributing to global climate change as well 

as better modeling of regional changes. DOE, NASA, 

and the National Center for Atmospheric Research are 

jointly developing a next-generation Community 

Climate System Model (CCSM), which will incorporate 

a higher degree of physical consistency than current 

models and enable longer and more detailed simulations. 

Development and testing of CCSM components are 

under way. The Parallel Climate Model (PCM) has also 

been improved with better sea ice and ocean compo

nents, a river transport component, and a higher resolu 

tion atmosp here component that has better definition 

of the co ntinent-ocean boundaries and an improved 

trea tment of mountains. 

Steady progress is being made in determining the level 

of natural climate variability and distinguishing it from 

anthropogenic changes. Contributing to th is effort is 

a large ensemble set of PCM simulations, showing the 

global climate changes due to increased greenhouse gases 

and changes in sulfate aerosols, for the years 1870-2100. 

And basic research is under way to understand the 

potential effectiveness and the environmental impacts 

of carbon sequestration in the oceans. 

One of the most significant findings of the past year 

challenges widespread speculation that particulate 

pollution may offset the effects of greenhouse gases by 

increasing the cloud cover and reflecting solar energy 

back into space. Field observations of the dark haze that 

covered the Indian Ocean in February and March 1999, 

and subsequent computational analys is of the data, 

showed that the haze absorbed solar heat, and an atmos

pheric temperature increase of only 1° per day at noon 

was eno ugh to sign ifica ntly reduce the cloud cover 

(see page 52) . 

In the medical and li fe sciences, much of the research 

done using NERSC computers is focused on developing 

the computational methods needed to interpret and 

make use of genomic data- for example, identifying 

and classifying protein folds in complete genomes, pre

dicting protein structures on the basis of genomic data, 

and elucidating the mechanisms of protein folding 

through simulations. Another major project explores 

the details of the chemical mechanisms employed by 

enzymes to serve as catalysts of biochemical reactions -

events that are too fast to be measured by experiment. 

Fusion Energy Sciences 
The Office of Fusion Energy Sciences has historically 

been in the forefront of promoting comp utational 

science. Recent progress in fusion research has been 

accelerated by a stro ng coupling between theory, 
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computation, and experiments. Three-dimensional 

modeling contributes to the developing understanding 

of plasma physics, improves the analysis of experimental 

results, and suggests new ways to improve magnetic and 

heavy ion fusion reactor designs. 

The Numerical Tokamak Turbulence Project this year 

completed the lengthy process of benchmarking turbu

lence simulations from several different codes. They 

presented the first toroidal electromagnetic simulations 

of tokamak microturbulence, and also discovered that 

electron temperature gradient turbulence (ETG modes) 

can, under some conditions, cause transport comparable 

to that resulting from ion temperature gradient (lTG) 

modes. Simulations that quantified the transition from 

electrostatic to electromagnetic turbulence with increas

ing f3 called into question the validity of the electrostatic 

approximation commonly employed in turbulent trans

port studies. The new simulations found that microtur

bulence takes on an electromagnetic character even 

at low values of {3, and that significant electromagnetic 

effects on turbulent transport occur. 

In the work of other research groups, the importance of 

nonlinearly generated zonal flow for the reduction of ion 

thermal transport was demonstrated, as well as the role 

played by ion-ion collisions in the bursting behavior 

observed in tokamak experiments. Studies of two-stream 

instabilities in space-charge-dominated beams in acceler

ators helped to explain the beam loss observed in various 

machines. A new working model was developed of edge 

localized modes (ELMs), which have been observed but 

poorly understood for two decades; the model success

fully described ELM behavior in the DIII-D tokamak. 

Gyrokinetic growth rate calculations analyzing the drift

wave stability of a variety of tokamak plasmas found 

that discharges with neon injection had improved energy 

confinement due to the suppression of ITG-mode turbu

lence. 

High Energy and Nuclear Physics 
The DOE Office of High Energy and Nuclear Physics 

sponsors important theoretical studies, computational 

simulation and analysis of experimental data, and simu

lations that are helping design the next generation of 

experimental facilities. 

NERSC's leadership in astrophysics data analysis yielded 

headline-making results for the second time. Two years 

ago, analysis of supernova data led to the conclusion that 

the Universe will continue expanding forever. This year, 

analysis of the BOOMERANG cosmic microwave back

ground data supported the earlier finding as well as the 

new conclusion that the geometry of the Universe is flat 

(see pages 6 and 67). 

On the theoretical side, NERSC provides computational 

resources for several large research efforts in lattice quan

tum chromodynamics (QCD). Lattice QCD provides the 

most promising approach to understanding the behavior 

of quarks and gluons, the building blocks of strongly 

interacting particles. QCD studies are relevant to the 

physics of the early Universe and are crucial to interpret

ing the results of experimental attempts to produce a 

quark-gluon plasma. QCD calculations test the Standard 

Model and may provide clues to a new physics. 

Nuclear physics researchers are working to explain the 

properties and reactions of nuclei in terms of interacting 

nucleons (protons and neutrons). A team from Argonne 

National Laboratory has achieved calculations of six

through ten-nucleon systems that use realistic interac

tions and that are accurate to 1 o/o for the binding ener

gies. The resulting wave functions can be used to com

pute properties measured at electron and hadron scatter

ing facilities and to compute astrophysical reaction rates, 

many of which cannot be measured in the laboratory. 

The Advanced Computing for 21st Century Accelerator 

Science and Technology project (the former Computa

tional Accelerator Physics Grand Challenge) is develop

ing a comprehensive terascale accelerator simulation 

environment for the U.S. particle accelerator community. 

The design and construction of the next generation 

of accelerators will involve greater complexity than ever 

before, and will require unprecedented precision in 

accelerator design and beam control. For all these accel

erator systems, terascale simulation will play a key role 

by facilitating important design decisions, increasing 

safety and reliability, optimizing performance, and help

ing to ensure project completion within budget and 

on schedule. The project will add new codes and mod

ules to an existing set that is being used for simulations 

at accelerator facilities around the world. 
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hallmark ofNERSC since its founding in 1974 

has been the expertise and competence of the 

employees staffing the facility and the high quali

ty of services they deliver to our users. Year after year, 

th e NERSC staff delivers crit ical computing reso urces, 

applications, and information to enable users to make 

the most of their allocations on our high performance 

systems. Each year the staff introduces innovative 

enhancements and improvements to the systems and 

services as well. 

While NERSC employees continued to anticipate and 

meet users' needs in 2000, they also undertook a number 

of special projects aimed at maintaining NERSC's pre

eminence among scientific computing facilities - most 

notably, the installation and testing of the Phase 1 IBM 

SP system, and the move of our other systems to Berkeley 

Lab's new Oakland Scientific Facility, where there is room 

for the Phase 2 SP as well as future expansion. In this 

section we highlight some examples of both ongoing 

activities and special projects. For a more comprehensive 

view, "How Are We Doing: A Self-Assessment of the 

Quality of Services and Systems at NERSC" is available 

at http: / /www.nersc.gov/aboutnersc/pubs/hawd99. pdf. 

Off to a Flying Start in Y2J{ 
In 1999, th e mass media had portrayed the year 2000 as a 

cyberspecter threa tening to undermine nea rly everything 

remotely connected to a computer. Thanks to careful and 

thorough preparations at NERSC, the calendar change 

came and went uneventfully, with no loss of service and 

no impact on users. Unlike other facilities that shut 

down over the holiday and brought in extra staff to deal 

with potential problems, NERSC maintained normal 

operations with only one extra person on duty for secu

rity on New Year's Eve. 

This business-as-usual stance was possible because most 

of NERSC's Y2K testing was actually completed in late 

1998 and early 1999. In fact, NERSC was one of the first 

organizations within DOE to demonstrate Y2K compli

ance, and was the only site to fully test IBM supercom

puters, HPSS, or a Cray T3E for Y2K compliance. Hard

ware, operating systems, layered software, and scientific 

applications were all subjected to rigorous testing. 
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While most of NERSC's Y2K preparations were completed in 1999, 

R. K. Owen, Brent Draney, john McCarthy, and Greg Butler put on 

the finishing touches. Greg developed a new methodology for testing 

the IBM SP system and had it in place within 10 days of the system's 

installation in April. R. K. and fohn prepared a backup system for 

user account information in NERSC's Central User Bank (CUB), 

and Brent upgraded CUB with a number of Y2K patches. As NERSC 

security analyst, Brent was on the job on New Year's Eve; he quickly 

fixed a handful of minor problems that cropped up with the date 

change and also averted an attempted hacker attack. 

The Y2K compliance team, led by Jim Craw, included 

Harsh Anand, Greg Butler, Tina Butler, Jonathon Carter, 

Thomas Davis, Tina Declerck, Jed Donnelley, Keith 

Fitzgerald , Susan Green, Frank Hale, William Harris, 

John Hules, Wayne Hurlbert, Nancy Johnston , Cheri 

Lawrence, Ken Okikawa, Bill Saph ir, Jackie Scoggins, 

Craig Tu ll , David Turner, Mike Welcom e, and Tammy 

Welcome. 

And thanks to NERSC's ongoing security program, there 

have been no serious security incidents to date. 

NERSC Delivers New Resources 
with Traditional Efficiency 
With Phase 1 of the IBM SP system installed (see page 

10), NERSC was able to double MPP allocations from 

4.7 million processor hours in FY 1999 to 9.3 million 

in FY 2000. FY 2001 MPP allocations are up another 

30%, even without factoring in the Phase 2 SP system, 

which will have 2,528 processors and a peak speed of 

3.8 teraflops. PVP allocations increased about 50% 

from FY 1999 to FY 2000, while storage resource units 

(SRUs) increased about 40%. 

Not content merely to increase our reso urces, we operat

ed them with our traditional efficiency and convenience 

S YSTE M S A ND SE R V I CES I YE A R I N RE V IE W 9 





to users. The Cray T3E utiliza tion rate was over 90% 

for most of the yea r (Figure 4), and IBM SP ut ilization 

topped 80% co ntinuo usly fro m the time th e system was 

placed in production through the end of the yea r - an 

impress ive achievement with a new system (Figure 5). 

In addition, to help users of the Cray SV l co mputers 

test and debug their programs, we opened one of the 

machines fo r interactive use. 

Move to Oakland Goes Like Clockwork 
After almost two yea rs o f planning, months of co nstruc

tion, and an intense week of moving and installation, 

NERSC's Cray supercomputers, HPSS, PDSF cluster, and 

auxiliary systems were up and running in Berkeley Lab's 

new Oakland Scientific Facility on November 6 (see pho

tos below and on the following pages) . The moved 

systems were down for less than a week. NERSC's IBM 

RS/6000 SP Phase l computer remained in service dur

ing the move and will stay in Berkeley until the Phase 2 

system is install ed in Oakland. Staff from NERSC's 

Computer Operations and Network Suppo rt Group have 

relocated to the Oakland facility, and other Berkeley Lab 

employees will move into the facility ea rly in 2001. 

The move was the culmination o f a process that bega n 

in January 1999, when NERSC, looking for space to 

accommodate larger computer sys tems, launched an 

extensive site selection process. A request fo r proposals 

drew eight qualified responses, from which the Oakland 

site emerged as the favorite. After a contract was signed 

Figure 4. Cray T3E utilizatio11 for FY 2000. 

Figure 5. IBM SP utilization from April to November 2000. 

18 ,000 ------1 100% 

~---------------------~ ~~;. 
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in August 1999, the fo rmer bank building was stri pped 

down to its suppo rt st ructure, se ismica ll y rein fo rced, and 

completely rebuilt to meet or exceed all curren t codes 

and standards. Additional improvements in the electrica l 

supply capability and a high-volume ventilation system 

Construction of Berkeley Lab's new Oakland Scientific Facility 

provided the floor space and electrical capacity for future expansion 

of NERSC's computing systems. 

85% 
80% 



Thmugh hard work and ingenuity, Steve Lowe, Wayne Hurlbert, and fames Lee overcame hardware problems and a tight schedule to complete 

the transfer of archival storage data to a11 upgraded system. 

were among the many special accommodations required 

for high performance computers. The site includes room 

for future expansion. 

Howard Walter, head of the 

Future Infrastructure, Network

ing and Security Group, managed 

the project for NERSC through

out th e process of specification 

development, bid solicitation 

and eva luation, contract nego

tiation, design, permitting, 

construction, and reloca tion. 

A cerem ony to dedicate the 

facility is being planned for 

ea rly spring 200 l. 

HPSS Increases Capacity and Performance 
NERSC's High Performance Storage System grew 

significantly in both capacity and performance during 

the past year thanks to the work of Nancy Meyer and 

the Mass Storage Group. From January to December, 

archival storage increased fro m 660 terabytes (TB) to 

880 TB. The amount of data being stored at the end of 

the yea r was 145 TB. The onlin e disk data cache grew 

from 1.8 TB at the beginning of the calendar yea r 

to 6 TB at the end. And th e default disk speed was 

increased from 6 megabits per second (Mb/sec ) to 

32Mb/sec. The storage environment moved from indi

vidual MicroChannel mach ines to IBM SP nodes, 

doubling the number of processors ava ilable to the 

storage machines and doubling the speed of each 

machine. 



50 TB Data Transfer Overcomes Hurdles 
Moving terabytes of data , even under the best conditions, 

ca n be a timecco nsuming chore. But when the hardware 

doesn't cooperate and time pressure is factored in , it's 

even to ugher. In March 2000, Way ne Hurlber t and Jam es 

Lee of the Mass Storage Group and Steve Lowe of the 

Co mputer Operations and Network Sup po rt Group were 

given the task of moving 50 terabytes (T B) of archival 

data from NERSC's IBM storage libraries to the 

StorageTek silos. The transfer was driven in part by a 

need to t rade in the IBM systems by a se t date and add 

an add itional 220 TB capability to th e sto rage system. 

As the data transfer began, hardware fai led, ca using the 

team to transfer the data using just 6 of 14 tape drives. 

Then the internal high-speed network slowed down, 

further impeding timely transfer of data. The team 

worked night and day to fix the hardware problems and 

came up with a workable plan to move the data. Despite 

the technical difficulties, they managed to move the 

50 TB in four weeks at a susta ined rate of 21 Mb/sec, 

completing the job on time. 

PDSF Expands and Upgrades 
O ngo ing expansion and upgrades of the PDSF (Pa rall el 

D istributed Sys tems Facility) co ntinued this year. The 

PDSF is used by several high energy and nuclea r physics 

experiments for data analys is a nd simulat ions. Eighty

nine dual-CPU co mpute nodes were added fo r a to tal 

of 151 nodes or 277 processors, a nd the disk vault 

was expanded by 4.0 TB to a total of 7.5 TB. To m Davis 

wrote a channel bonding addition to the Linux kernel 

that made network connectivity to the disk va ult m ore 

reliable by using the two physical Ethernet connect io ns 

as a single logica l co nnec tion . With the move to Oakland, 

five di sk se rvers were given Gigabit Ethernet fiber co n

nections, so the PDSF now has a gigabit co nnection 

to HPSS. 

New Cluster Computing Team Established 
NERSC Deputy Director Bill Kramer anno unced in June 

that NERSC was es tablishing a team of staff from multi 

ple groups to coordinate all NERSC Division cluste r 

computing activities (resea rch, development, advanced 

prototypes, pre-production, production, and use r 

support). This team will ass ure the m ost effective imple

mentations of division resources related to cluster 

computing. 

The NERSC Cluster Computing Team is led by Tammy 

Welcome and is primarily composed of staff (ranging 

fro m part time to almost full time) fro m the Advanced 

Systems, Future Technologies, Co mputational Systems, 

and User Services groups. The goals of the team are: 

• Continue providing high-quality support and service 

for production clusters such as the PDSF. 

• Take maximum advantage of the NERSC production 

enviro nment to improve cluster sys tems while m ain 

taining appropr iate levels of se rvice. 

•Investigate th e feasibility and effectiveness of cluster 
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The initiative of Russell Huie and Elizabeth Bautista helped 

fe llow members of the Computer Operations and Network Support 

Group to continue providing outsta11ding service to NERSC 

and ESnet users. 

computing as a full -productio n, highly parallel comput

ing platform. 

• Exercise leadership in the cluster arena within DOE 

and the national HPC community, and co llaborate 

with other gro ups. 

Operations Team 
Takes on New Technologies 
Keeping up with technologica l changes is a challenge in 

itself, but finding a way to make the in fo rmation readily 

ava ilable can be even tougher. Wl1en Eli zabeth Bautista 

of NERSC's Computer Operations and Ne twork Support 

Group took on the task of updating documentation for 

the center's O perations staff, she not o nly had to work 

her way through pages of o utdated printed information , 

she also had to scale a steep lea rning curve to find the 

best way to reorganize and update the information on 

the Web, so Operations staff members could more easily 

get the information they needed . Elizabeth not only 

acqui red the needed expertise and completed the job 

on time, but she also motivated other group members 

to improve their troubleshooting skill s as part of the 

process. 

Russell H uie also put himself in the lea rning fast lane 

by stepp ing fo rward as the main point of contact when 

ESnet anno unced majo r changes in its Video Conferenc

ing System (VCS). After taking on the responsibility, 

Rusty ga thered all the information needed to operate, 

tro ubleshoot, and continue providing th e same high level 

of videoco nfe rencing services to the ESnet user commu

ni ty using the new Digital Collaboration Services (DCS). 

O nce he was up to speed o n th e new system, Rusty pro

vided tra ining to o ther members of the Operations staff 

and also ensured that thorough DCS documentation was 

ava ilable to users. 

NIM Provides Better Account Management 
At the beginning of FY200 1, after a yea r-long develop

ment project, NERSC rep laced the CUB accoun t 

management system with the NERSC Information 

Management sys tem (NIM), a Web-based application 

for managing accounts. The primary reason for creat ing 

NIM was that CUB was designed fo r Cray vector com 

puters and co uld no longer be extended to support the 

current high performance systems like the IBM SP. CUB 

also could not be ported to other architectures such as 

cluster or HPSS systems. Moving to a Web-based appli

ca tion allows NIM to be used on any platform. However, 

the move to a Web interface necessitated new authentica

tion and securi ty components, which are incorporated 

in NIM. 

NIM makes it easier to transfer resources, either from 

reserve acco unts to reposito ries, or from repo to repo. 

Another advantage is that NIM is based on open-source 

PHP (a server- side, cross-platfo rm , HTML embedded 

sc ri pting language) and uses an Oracle database, making 

it easier to suppor t than th e in -house produced CU B. 

Wllen Version 2 is completed in the summer of 2001, 

NIM will provide users with ri cher data covering all 

NERSC platforms. NIM was crea ted by members of the 

User Services, Computatio nal Systems, Mass Storage, 

and Computer Operations and Network Support groups, 

with Howard Walter as project manager. 

Consultation and Training 
Promote User Productivity 
NERSC's commitment to making scientific computing 

more p roductive extends to each researcher who uses 

our resources. The User Services Group is the user com

munity's primary point of contac t with NERSC. This 

group is responsible for problem management and con

sulting; help with user code optimiza tion and debugging; 

documentation; online, remote, and classroom training; 

and third -party applications and library support. In 
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addition, the Computer Operations and Networking 

Support Group is available seven days a week, 24 hours 

a day to help troubleshoot problems. 

During the past year, User Services presented 32 training 

sessions, which included a three-day onsite and video

conference workshop on using the IBM SP system; two 

lectures on high performance linear algebra using the 

IBM Power 3 architecture; two days of training sessions 

for new and intermediate users in conjunction with 

the NERSC Users Group meeting at Oak Ridge National 

Laboratory; and six teleconference sessions with online 

materials . A wide range of documentation and training 

materials are also available at http://hpcf.nersc.gov/, with 

over 3,800 new training files added in just the past year. 

Survey Responses Lead to Improved 
Services, Information 
Each year for the past three years, NERSC's User 

Services Group has asked users to complete a survey 

rating the center's systems and services and asking 

for suggestions on how NERSC can better serve its 

users . With each survey, the number of users participat

ing has increased. The level of user satisfaction has 

also risen each year, in part because the NERSC staff 

implements new procedures based on comments 

from users. For example, based in large part on the 

input received in the Fiscal Year 1999 survey, NERSC 

made the following improvements: 

• To accommodate users running large jobs on the Cray 

T3E, NERSC created a long-running queue (up to 

a maximum of 12 hours) for jobs using up to 256 PEs. 

• To help users of NERSC's Cray SV1 computers test 

and debug their programs, the center opened one of 

the machines for interactive use. 

• To keep users better informed of NERSC announce

ments and changes, User Services created new 

email lists, continuing changes made as a result of 

the 1998 survey. 

• To make it easier for users to find information on 

the Web about running batch and interactive jobs, 

a new Web page with near real-time information 

was created at http://hpcf.nersc.gov/running_jobs/. 

• To help users decipher what's being said, a NERSC 

Glossary and Acronym List was created and posted 

at http:/ /hpcf.nersc.gov/help/glossary.html. 

• To help users quickly find out whether any machine 

at NERSC is up or down, an automated window 

presenting machine status was added to the bottom 

of the HPCF home page, http:/ /hpcf.nersc.gov/. 

Results of the 2000 survey are available at 

http:/ /h pcf.nersc.gov/about/survey/2000/. 
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N ERSC's concept of a scientific computing center 

involves much more than providing access to 

high performance computers and data storage

it includes providing the intellectual leadership to make 

computational science more productive. The NERSC 

Program, which provides computer access and intellectual 

services for the NERSC user community, is embedded 

in the NERSC Division at Berkeley Lab, which includes 

a large number of independently fund ed resea rch and 

development efforts. 

One of the key visions of the 1995 proposal that resulted 

in NERSC's relocation to Berkeley Lab was the mutual1y 

beneficial connection of the DOE flagship computing 

facility to other DOE-funded research activities in applied 

mathematics, computer science, and computational sci

ence - the three elements involved in developing scien

tific modeling and simulation codes (Figure 6). On one 

hand, research and development efforts in the NERSC 

Division directly improve the intellectual tools that make 

our high performance systems useful. For example, the 

NERSC Program directly benefited from cluster comput

ing and data management research carried out elsewhere 

in the Division. On th e other hand, the requirements 

of high-end users often encourage researchers to explore 

new directions. For example, the Visapult framework 

described below would not have been developed had not 

the visuali zation and distributed computing researchers 

been directly engaged in addressing the requirements 

of combustion applications users of the NERSC Facility. 

The results of the R&D efforts described below prove 

that combining a computing facility with research and 

development in one organization has demonstrable 

benefits both for the NERSC user community and for the 

advancement of DOE research programs in applied math

ematics, computer science, and computational science. 

Applied Mathematics 
Applied mathematics research at NERSC involves devel

opment of software for high-precision arithmetic, linear 

algebra algorithms, and adaptive mesh refinement, with 

applications ranging from quantum mechanics to fluid 

dynamics to information retrieval. The highlight of this 

yea r's R&D was the release of Berkeley Lab AMR at 

SC2000. 

High· 
performance, 

,._ validated 
tool lor 

scienti fic 
discovery 

Figure 6. Work flow for the developrnent of scientific modeling 

and simulation codes (adapted from "Scientific Discovery through 

Advanced Computing," DOE Office of Science, March 24, 2000). 

BERKELEY LAB AMR 

Berkeley Lab AMR, a comprehensive library of adaptive 

mesh refin ement software and documentation, is the 

culmination of more than 15 yea rs of research by mem

bers of both the Center for Computational Sciences and 

Engineering and the Advanced Numerical Algorithms 

Group. Berkeley Lab AMR is unique among many AMR 

codes beca use of its adaptab ility to a wide range of appli

cations. Scalable parallelism and an object-oriented 

approach have been built into the design from the very 

beginning to ensure flexibility and high performance 

across multiple platforms. 

AMR serves as a "numerical microscope," allowing 

researchers to zoom in on the specific regions of 

a problem that are most important to its solution . 

Rather than requiring that the whole calculat ion have 

the sam e spatial resolution, AMR allows different 

resolution in different regions of the problem. Areas 

of interest are covered with a finer mesh than the 

surrounding regions; for time-dependent pro blem s, 

the finer meshes are also advanced with a smaller 

time step. Not having to perfo rm the entire calculation 

at the fin est resolution allows scientists to make the 

most of available computer resources, so that they can 

then solve bigger, harder problems. 

One of the most challenging problems in computational 

science to which AMR is being applied is the numerical 

modeling of combustion. Calculations of combustion 

processes often include a well-defined flame front; focus

ing the computing power on the fl ame, where hundreds 

or thousands of chemical reactions may be taking place, 
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results in large savings in computing time and memo

ry. As the flame develops and moves through the 

domain, the finer meshes automatically move with 

it, allowing researchers to achieve unprecedented 

temporal and spatial resolu tion of the internal flame 

structure. (For an example, see page 78.) 

Researchers interested in obtaining a copy of the 

Berkeley Lab AMR CD can send requests to 

AMR@lbl.gov. More information about Berkeley 

Lab AMR is available at http://seesa r.lbl.gov/AMR/. 

Computer Science 
NERSC's R&D efforts in computer science span the 

entire cycle of scientific data analysis, including data 

acquisition, secure transmission, storage and retrieval, 

and visualization. Several projects involve develop

ment of components for the DOE Science Grid. 

Computational grids are persistent environments 

that enable software applications to integrate instru

ments, data, comp utational and information resources 

that are managed by a number of organizations in 

widespread locations. Grids give scientists a uniform 

interface to computational resources similar to the 

way that a web browser provides a seamless interface 

to the Internet. With grid technology, the researcher 

does not need to be concerned with multiple protocols 

or different commands at individual sites. 

In addition to software for massively parallel systems, 

clusters, and grids, we discuss below NERSC's ongoing 

involvement in benchmark development and system 

performance analysis. 

SHARING DATA IN 

PARALLEL: NETCDF 

In the latest release of the netCDF software library 

from Unidata, one of the major improvements is the 

parallel support developed by NERSC staff for the 

Cray T3E. A significant limitation of previous netCDF 

releases was that the software could not be used for 

collective parallel access to a single file. This limitation 

made netCDF inefficient and inconvenient for many 

large-scale simulations, such as high-resolution cli

mate modeling. Since the T3E is currently one of 
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NERSC's new Distributed Systems Department, a few of whose members are shown here, works 011 a wide variety of 

R&D projects fo r computational grids. Chuck McParland not on ly helped design the sensors for a neutrino astronomy 

experiment named AMANDA (A nta rctic Muon and Ne utrino Detector Array), he traveled to the Sou th Pole to help 

insta ll t-he sensors. Dan Gunter is Berkeley Lab's representative in the Grid Pe1jormance working group of the Grid 

Forum, the new standards organization for emerging Grid technolog ies. Vern Paxson is the creator of BRO, a network 

security mon itoring system. Marcia Perry has developed software for rernote camera control and remote videoconf erenc

ing control. And Srilekha Mudumbai, the lead developer on the A kenti project, collaborates with researchers from 

govem111ent, industry, and academ ia on sewre authorization and access control systems. 

the most pop ular high-end computing platfo rms, the 

new portabili ty enhancements make it possible fo r a 

wide range of resea rch programs to access sc ientific data 

and share it with co llaborators in the netCDF fo rmat. 

ne tCDF (network Common Data Form ) is a libra ry 

of input/o utput software fo r storing and retrieving 

scientific data in self-describing, platform-independent 

fi les. It was developed primarily for the climate research 

community by the National Science Foundation-funded 

Unidata Program Center in Boulder, Colorado; and like 

many cooperative software efforts, it includes enhance

ments developed by users (see http://www.unidata.ucar. 

edu/packages/ netcdf/). 

NERSC's enhancement effort was initiated to meet the 

cr itical needs of climate modeling applica tions. One 

of the first applicat ions of pa rallelnetCDF was to speed 

up the I/0 in the Modular Ocean Model (MOM). 

A similar effort is being planned to port netCDF to 

the IBM SP platform. 

COMMUNICATION FOR CLUSTERS: 

M-VIA AND MVICH 

M-VIA and MVICH are VIA-based software fo r low

latency, high-bandwidth, inter-process communication. 

Virtual Interface Architecture (VIA) is an industry 

standard high performance communication interface 

for system area networks (SANs). VIA provides protected 

user-level zero-copy data transfers, enabling low latency 

and high bandwidth. The communica tion model 

includes both cooperative communica tion (send/recv) 

and remote m emory access (get/put). 

M-VIA is a m odular implementation of the VIA 

standard for Linux. It provides a so ftwa re framework 
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SuperLU, one of the ACTS 

numerical tools, is a general

purpose library for the direct 

solution of large, sparse, non-

symmetric systems of linear 

equations an high perform

ance machines. Serial, shared 

memory, and distributed 

memory implementations are 

available. SuperLU was used 

in a breakthrough quantum 

mechanical computation done 

on the NERSC Cray T3E and 

featured an the cover of the 

December 24, 1999 issue of 

Science (see page 82). 



that eases the development of drivers for new VIA-aware 

hardware as well as support for legacy network devices. 

MVTCH is an MPICH-based implementation of MPI fo r 

VIA. It provides receive-s ide bu ffering for short messages 

and high performance zero-copy RDMA (remote direct 

m emory access) transfers for large messages. 

M-VTA and MVICH are the first co mpo nents of Berkeley 

Lab Distr ibution (BLD), a software di stribution devel

oped by the Future Technologies Group that will make it 

eas ier for sc ientists to turn a co llec tion of PCs into a 

usable cluster (see http:/ /www.nersc.gov/research/FTG/ 

bld/index. html) . It will provide the key tools for config

tuing, managing, and running jobs on a cluster, and will 

support both task-farm and parallel clusters. 

GRID SECURITY: AKENTI AND BRO 

Akenti, developed by the Distributed Security Research 

Group under the leadership of Mary Thompson, is 

an authorization system designed to address the issues 

raised in permitting access to distributed resources 

Mary Thompson 

th at are controlled by 

multiple remote stake

holders. Exa mples of 

such resources include 

computing and data 

sto rage systems and 

on-line inst ruments 

such as electron micro

scopes or medical diag

nostic sys tems that have 

been enabled for remote 

operation. Access to 

resources is controlled 

by a resource gateway, which is typically a secure server 

such as a secure Web browser, CORBA ORB, Grid gate

keeper, or some distributed application server. These 

gateways are modified to invoke Akenti to make the 

authorization, which the gateway then enforces. 

Akenti enables stakeholders to securely create and 

distribute policy statements authorizing access to the 

resources fo r which they have responsibility. Akenti 

makes access control decisions based o n a se t of digitally 

signed documents that represent these author ization 

instru ctions. Public-key infrastructure and secure mes-

sage protocols provide confidentiality, message integrity, 

and user authentica tion, during and after the access 

decis ion process. Details and software are available at 

http: / /www.itg. lbl.gov/ Akenti. 

BRO is a standalone sys tem for network security moni 

toring developed by Vern Paxson of the Networking 

Group. Named after Geo rge Orwell 's ever-wa tching Big 

Brother, BRO is capable of detecting and shutting down 

Interne t attackers in rea l time. 

The BRO system is designed in layers. The first layer is 

a general packet filter, which decides which data packets 

to examine. The second layer is an "event engine," which 

takes the first-level packets and pieces them together into 

"events" reflecting different types of activity, such as the 

beginning of a connection, a successful login, a possible 

backdoor, or an FTP command request. Next comes 

the policy layer, which interprets scripts, written in a 

specialized language, that defi ne how to respond to dif

ferent events. Should the policy layer detect information 

amounting to an attempted security breach , the system 

notifies computer security people in real tim e. It also 

ca n terminate running conn ections and signal a site's 

border ro uter to drop tra ffic coming from an attacker. 

Finall y, it archives summaries of the network traffic 

into and o ut of the site in a permanent reco rd. 

BRO was used to monito r SCinet at SC2000 and has 

been continuously monitoring network traffic at 

Berkeley Lab since Apri l 1996. In that time, it has detect

ed a few hundred formal security incidents, some of 

which have resulted in law enforcement action. Together 

with proactive scanning and strategic firewalls, BRO's 

"reactive firewall" helps provide protection against 

increasingly sophisticated security threats (see http:// 

www.aciri.org/vern/bro- info.html). 

DISTRIBUTED VISUALIZATION OF 

TERASCALE DATASETS: VISAPULT 

Visapult is a prototype application and framework for 

performing remote and distributed visualization of 

scientific data. Developed by Wes Bethel of the Visuali

zat ion Gro up, Visapult approaches the technical chal

lenges of terascale visuali za tion with a unique architec

ture that employs high speed WANs and network data 
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caches such as DPSS (http:/ /www-didc.lbl.gov/DPSS/) 

for data staging and transmission. High throughput 

rates are achieved by parallelizing I/0 at each stage in the 

application, and by pipelining the visualization process. 

Visapult's peak performance level of 1.48Gb/sec won 

the top prize in the SC2000 Network Challenge (see side

bar on page 22). 

Visap ult consists of two components: a viewer and a back 

end. The back end is a parallel application that loads 

in large scientific datasets using domain decomposition, 

and performs software volume rendering on each subdo

main, producing an image. The viewer, also a parallel 

application, implements Image Based Rendering Assisted 

Volume Rendering, using the imagery produced by the 

back end. On the display device, graphics interactivity is 

effectively decoupled from the latency inherent in net

work applications. Information and downloads are avail

able at http:/ /www-vis.lbl.gov/projects/visapult/. 

A MICROSCOPY CHANNEL FOR 

THE INTERNET: DEEPVIEW 

Deep View is a collaborative problem-solving environ

ment for distributed microscopy and informatics. 

Deep View software allows researchers to seamlessly par

ticipate in experiments at online microscopes, acquire 

expert opinions, collect and process data, and store this 

Bahram Parvin 

information in their 

electronic notebook. 

The testbed includes 

several unique electron 

and optical microscopes 

that are located at 

Lawrence Berkeley 

National Laboratory, 

Oak Ridge National 

Laboratory, and the 

University of Illinois, 

with applications rang

ing from material sci-

ence to cell biology. 

Developed by NERSC's Imaging and Collaborative 

Computing Group under the leadership of Bahram 

Parvin, Deep View uses an extensible object-oriented 

framework built on a foundation of COREA enabling 

services. Deep View's Instrument Services provide 

a layer of abstraction for controlling any type of micro

scope; Exchange Services provide a common set of 

utilities for information management and transaction; 

and Computational Services provide the analytical 

capabi lities needed for online microscopy and problem 

solving. Key feat ures of the system include scalability 

and close integration of data collection with online 

data analysis, annotation, and storage. Further infor

mation and Deep View software arc avai lable at 

http:/ /v ision.lbl.gov/Projects/Deep View/. 

REAL-TIME GRID MONITORING 

AND ANALYSIS TOOLS: 

NETLOGGER AND PIPECHAR 

High-performance distributed systems are vulnerable 

to unexpected performance problems, such as low 

throughput or high latency. Finding the reasons for these 

problems is challenging because the nature of the sys

tems tends to multiply the number of possible points of 

failure. To make the optimum use of distributed systems, 

users also need to know current and maximum band

width, current and minimum latency, bottlenecks, burst 

frequency, and the extent of congestion. Providing new 

network services such as Quality of Service, in which 

network capacity can be assigned on a priority basis, also 

requires network monitoring and analysis. NERSC's Data 

Intensive Distributed Computing Group, under the lead

ership of Brian Tierney, has developed a suite of tools to 

address these problems. (Information about these tools 

and downloads are available at http://www-didc.lbl.gov/.) 

The NetLogger Toolkit enables the real-time diagnosis 

of performance problems in complex high-performance 

distributed systems. NetLogger includes tools for gener

ating precision event logs that can be used to provide 

detailed end-to-end application and system level moni

toring, and tools for visualizing log data to view the state 

of the distributed system in real time. This approach is 

novel in that it combines network, host, and application

level monitoring, providing a complete view of the entire 

system. Over the past few years, NetLogger has proven 

to be invaluable for diagnosing problems in networks 

and in distributed systems code. NetLogger monitoring 

allows users to identify hardware and software problems, 

and to react dynamically to changes in the system. 
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A new and easy-to-use tool for analyzing and moni

toring the network itself was also made available 

this year. This tool, called pipechar, is a sub-service 

of the Network Character Service Daemon (NCSD) 

and has been extracted as an individual tool, paired 

with netest for identifying problem routers. Pipechar 

is a simple tool that users ca n run themselves from 

their desktop computers to query the network fo r 

in format ion on bandwidth, latency, and congestion. 

Unlike SNMP (or Simple Ne twork Management 

Protocol), pipechar does not require router access 

privilege, which is not always feasible. 

EFFICIENT DISTRIBUTED 

STORAGE ACCESS: STACS 

The Storage Access Coordination System (STACS), 

developed by the Scientific Data Management Group 

under Ar i Shoshani, streamlines the task of searching 

and retrieving requested subse ts of data files from 

massive tape libraries. Although STACS was devel

oped for use on a storage system at a single site (the 

STAR detector at Brookhaven National Laboratory), 

the DOE Science Grid envisions applying such capa

bilities to sto rage sys tems distributed among multiple 

sites. This year STACS was expa nded to manage data 

req uests over the Ea rth Science Grid and the Particle 

Physics Data Grid, two testbeds for the DOE Science 

Grid, and won honors in the SC2000 Network 

Challenge (see page 22). 

STACS has three components: a specialized index 

that allows users to specify a request based on 

the properties of data they are looking for; a Query 

Monitor, which coordinates such requests from 

multiple users; and the HRM (for HPSS Resource 

Manager), which manages, queues, and monitors 

file transfer requests to the High Performance 

Storage Systems (HPSS), such as the ones at NERSC, 

San Diego Supercomputer Center (SDSC), and 

other labs. To wo rk on distributed systems, STACS 

needed a way to fi nd out where the desired files 

were loca ted among participating sites, and, if the 

files had been repli cated from the original site 

and stored at another, which file could be retrieved 

the fastes t. A new tool, called the Request Manage r, 

was designed to do just that. 
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In a successful test run, Request Manager accessed files 

di stributed among six sites using Globus software 

components. The sto rage sites were Berkeley Lab, SDSC, 

the Na tional Center for Atmospheric Research, the 

Information Sciences Institute (lSI), Argonne National 

Laboratory, and Lawrence Livermore National 

Laboratory (LLNL). The Request Manager accep ted 

a req uest from LLNL for a set of climate modeling 

fil es; checked the Globus rep li ca catalog to find replicas 

of each fi le; selected the best loca tion from which 

to get the file using Globus Network Weather Service 

information; and used the secure Globus FTP to move 

the files to th e destination . The HRM module can pre

stage files to a local disk before moving them, which 

allows researchers to find the files they need and pre

stage them for transfer at a later time to take advantage 

of Quality of Services network scheduling. (For further 

information, see http:/ /gizmo.lbl.gov/sm/.) 

BENCHMARKING AND 

PERFORMANCE ANALYSIS 

There is a growing consensus in the high performance 

computing community that new benchmarks and 

performance analysis methods are needed to assess 

sys tem -level performance running realistic workloads. 

Theoretica l peak performance figures and the sca lab le 

Lin pack benchmark give little or no insight into 

sys tem-level effic iency issues. 

Recently NERSC embarked on a new focused program 

in benchmarking and performance analysis to address 

these cha ll enges. One of our first activiti es was to create 

the Effective System Performance (ESP) benchmark suite 

(http://www. nersc. gov I aboutnersc/ pubs/ espscOO. pdf) . 

ESP is designed to measure the results of system- level 

issues such as scheduling efficiency and resource man

agement, job launch times, shutdown-reboot times, and 

system tools such as backfilling and checkpoint-restart. 

These factors can make a significant difference in the 

total throughput of a system. 

The ESP suite currently consists of a set of jobs typical 

of NERSC's workload, which are submitted to a system's 

batch control facility. The suite includes two full-config

uration jobs that test the abi li ty of the system to handle 

large jobs with high priority. Since the ESP benchmark 

was first rel eased in November 1999, it has been run on 

the Cray T3E, the IBM SP, and a Compaq/DEC system. 

It has provided quantitative data on utilizat ion and 

scheduling efficacy as well as useful insights on how to 

manage these systems. The most important conclusion 

is that ce rtain system functionalities, including check

point/restart, swapping, and migrat io n, are critical for 

efficient scheduling strategies. We plan to modify the ESP 

test suite so that it can eas ily be install ed and executed 

on any system. 

Future benchmarking activ ities may include developing 

a new workload simulation suite, developing an alterna 

tive to the Linpack benchmark, collaborating with other 

centers in developing and applying benchmarks, and 

developing new models for performance analysis that 

will help identify hardware and software bottlenecks 

and contribute to better designs. 

Lenny Dliker 

In a related activity, 

ongoing research into 

the performance of 

various architectures 

and programming 

models resulted in the 

Best Student Paper at 

SC2000, "A Compariso n 

of Three Programming 

Models for Adaptive 

Applications on 

the Origin 2000" by 

Hongzhang Shan and Jaswinder Pal Singh of Princeton 

University, Leo nid "Lenny" Oliker ofNERSC, 

and Rupak Biswas of NASA Ames Research Center 

(http: / /www.nersc.gov/ ~oliker/papers/scOO. pdf). 

Lenny (who also won the Best Paper award at 

SC99) has been advising the principal author on 

his Ph.D. research. 

Computational Science 
NERSC staff work closely with scientists in a variety 

of fields to develop and improve codes for modeling, 

simulation, and data analysis . For example, Julian 

Borr ill's MADCAP code played a key ro le in the rece nt 

discovery that the Universe is flat (see pages 6 and 67). 

Other examples are discussed below. 
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Irma Dubchak, principal author of the VISTA software, will lead 

the informatics component of a study of comparative genomic 

analysis of cardiovascular gene regulation under a grant recently 

awarded by the National l11stitutes of Health. 

HENP SOFTWARE 

DEVELOPMENT 

NERSC's HENP 

Computing Group 

develops software 

infrastructure for large, 

international high 

energy and nuclear 

physics (HENP) experi

m ents, such as STAR 

at Brookhaven National 

Laboratory, BaBar at 

Stanford Linear Accelerator Center, and ATLAS at CERN. 

This year David Quarrie, the gro up's leader, was nam ed 

chief software architect for ATLAS, an international 

research program to be carried o ut at the Large Hadron 

Collider at CERN beginning in 2005. 

The fi ve-story high, 7,000 ton ATLAS detector is 

designed primarily to find the Higgs boson, which is 

thought to impart mass to other particles. The Higgs 

boson is weakly interacting, and will be seen only 

rarely in the debris of millions of proton collisions. 

ATLAS will yield up to 1.5 petabytes of data per yea r 

for l 0 yea rs. 

David 's job is to establish a coherent vision for the 

softwa re framework or environment in which scientists 

will write the physics algorithms they need for the 

ATLAS experiment, and to manage th e development 

and implementation of the software. The softwa re 

framework will include on-line data generation and 

collection, event reconstruction and simulation, 

and physics analysis. 

VISUALIZATION FOR COMPARATIVE 

GENOMIC ANALYSIS: VISTA 

Inna Dubchak of NERSC's Center fo r Bioinformatics 

and Computational Genomics led the development 

of a novel software tool for comparative genomic 

sequence analysis. Call ed VISTA (VISuali zation 

Tool for Alignments), the software was developed 

to loca te ac tively conserved regions between species 

that contain significa nt genomic synteny. With 

th e required input, two orthologous, contiguous 

sequences from any two species, and the optional 

input, the annotation of the one considered the 

base sequence, VISTA aligns th e two sequences 

and plots the alignment. Color coding identifies 

the regions of high identity (as defin ed by the 

user), the conserved exons , untranslated regions, 

and non-coding conserved regions. 

VISTA combines the GLASS global alignment tool 

developed at MIT with a visualization and plotting 

tool developed at Berkeley Lab. Biologists can submit 

their data and receive their output over the Internet 

at http :// www-gsd.lbl.gov/vista/. The usefuln ess of 

the software has been validated by its appearance 

in major presentations to the international genomics 

community. 
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CALCULATING THE ELECTRONIC 

STRUCTURE OF LARGE SYSTEMS 

SLCBB, or Strained Linear Combination of Bulk 

Bands, is a computationally very effi cient method 

for ca lculating the electronic structure of large sys

tems (up to a million atoms). Lin-Wang Wang of 

NERSC's Scient ific Computing Group helped devel

op SLCBB whi le working at the Na tional Re newable 

Energy Labo rato ry in Colorado and works with 

NERSC clients to apply it to their resea rch in the 

growing field of nanotechnology. He gave an invited 

talk on the method at the March m eeting of the 

American Physical Society. 

As smaller and smaller electronic devices are 

design ed and their sizes shrink from the micron to 

nanometer scale, certain quantum mechanics effects 

are introduced. SLCBB allows researchers to calcu

late the electronic energies and structures of such 

systems, up to a million or so atoms, and can be run 

on desktop computers. A related approach (folded 

spectrum method), also developed by Lin -Wang and 

coded with the help of Andrew Canning, ca n also 

calculate million-atom sys tems, but requires hun

dreds of processors. 

Before the development of these algo rithms, materi

als scientists could only calculate the electronic 

st ructures of systems with hundreds of atoms. 

Traditionally, th ere are other methods which allow 

the calculation of nanometer systems, such as the 

effect ive mass method and k.p method, but they 

are approximated methods that ignore the atomistic 

features of the wavefunctions. These methods 

become inappropriate when th e size of the system 

shrinks to a few nanometers. 

MERGING THE BEST 

CLIMATE MODELS 

DOE's Climate Change Prediction Program (CCPP, 

formerly CHAMMP) has awarded an 18-month 

grant to a multi-agency, multi -laboratory collabora

tion that aims to develop a modular, performance

portable Climate System Model. Led by Ian Foster 

of Argonne National Laboratory, the collaboration 

includes NERSC's Chris Ding and nine other 

Helen He and Chris Ding have collaborated on two important 

aspects of climate sirnulations: input/output performance and 

numerical reproducibility. Their algorithms for more efficient 

and reliable codes have been widely adopted by the climate 

modeling community. 

co-investigators from Oak Ridge, Los Alamos, 

Argonne, and Lawrence Livermore national labora

tories and the National Center for Atmospheric 

Resea rch (NCAR). 

NCAR scientists are working to merge two of the 

world 's most advanced computer climate models, 

the Climate System Model (CSM ) and the Parallel 

Climate Model (PCM). CSM achieves high perform

ance on parallel vector computers, but was not 

designed to exploit scalable parallel arch itectures, 

and wilJ not scale beyond 64 processors. PCM, 

developed with DOE support, was designed 

specifically for parallel systems. The merged CSM-2 

will include the best features of both models. 

The new R&D work will enable "plug and play" 

substitution of important modules, making it 

easier for scientists to improve individual compo

nents, and will develop a next-generation 

"coupler," the top-level model that organizes 

all the sub-models such as atmosphere, ocean, 

and sea ice. The result will be a model that 

performs well on a variety of computer architec

tures, producing more detailed results in less 

time. NERSC has two tasks: to optimize input/out

put and to optimize the code for IBM SP and 

distributed scalable memory architectures. 
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Direct Numerical Simulation of Turbulent Combustion 
in Homogeneous Charge Compression Ignition (HCCI) Engines 

JacquE!linE! H. ChE!n, Sandia National LaboratoriE!s, LivE!rmorE! 

Hong G. Im, UnivE!rsity of Michigan 

Ravi Subramanya and RE!ddy Raghumara, 

Pittsburgh SupE!rcomputing CE!ntE!r 

RESEARCH OBJECTIVES 

We are implem enting novel comp utat ional and modeling tools to 

understand the effect of mL"Xture co mpos iti on and temperature 

va ri at io ns in ho moge neo us charge compression ignition (H CCI) 

engines. A novel turbulence model coup led with auto ignition 

chemistry will be developed and va lidated aga inst direct numeri

cal simulation (DNS) of turbulent autoignition and flam e propa

gation. The resea rch focus is on the creation of several DNS 

benchm ark da tabases th at will reveal the influence of unsteady 

stretch effects on turbulent premixed flam e propagation and 

autoignit ion. 

COMPUTATIONAL APPROACH 

DNS is used to so lve the co mpress ible turbulent reacting govern

ing equations along with boundary and initi al conditions. 

Detailed chemistr y and transport m odels a re inco rpo rated 

including hydrogen -a ir and hydroca rbon -a ir mechanisms. 

Higher-order temporal integrat ion and spa ti al disc re tiza ti o n a re 

used (eighth -o rder in space, fifth -o rd er in tim e) along with e rror 

monito rin g. 

ACCOMPLISHMENTS 

Five parallel run s we re mad e o n th e Cray T3E at NERSC. Two 

runs were mad e to investiga te th e effects of un steady stretch and 

preferentia l diffusion o n flam e propagation in a turbul ent pre

mixed hyd roge n/a ir fl a me. Three runs were m ade to simulate 

th e effect of turbulent mi xing o n ignition delay times in a 

hydrogen/a ir sca la r mixin g laye r. 

We found that strong st retch/preferentia l diffusion interactions 

exist in a turbulent flam e with co mputed Markstein numbers vary

ing between -5.34 and 2.85 and area-weighted m ean burning veloc

ities 2.4 tim es the laminar speed. Markstein numbers derived from 

the DNS data compare favo rably with experimental data. We 

observed that, over a broad range of mixture condit ions, as the 

ratio of the characteristic turbulen ce to flam e time dec reases, the 

fl ame response to stretch is attenuated. This is consistent with theo

retical predictions an d recent unsteady counterflow computations. 
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lsocontour plots of H2 consumption rate for fuel-air equivalence 

ratios (a) 0.6 and (b) 0.4. The inset denoted h-r in (a) corresponds 

to heat release rate. 

Autoignition in a hydrogen/a ir scalar mixing layer in homoge

neous turbul ence with an initial counterflow of unmixed nitro 

gen -diluted hyd rogen and hea ted air (1 100 °K) showed that away 

from the steady state ignition turning point, th e variation in ign i

tion delay du e to va ri ations in turbu lence intensity is small. 

Howeve r, for turbulence intensities n ea r the steady ignition limit, 

igniti o n delay is sensitive to variations in strain rate. 

SIGNIFICANCE 

HCCI engin es are an attract ive a ltern ati ve to diese l engines, o ffer

in g the potential for diese l-like effi ciencies, whil e producing 

ext remely low emissio ns without expensive afte rtrea tment. T he 

primary technica l challenge of HCC I is to co ntrol th e in -cylinder 

fluid mo tion to obta in th e desired heat release tim e profile across 

th e load-speed m ap of th e engin e. The computationa l tools a nd 

DNS databases developed in this proj ect will provide a significant 

jump start to H CCI design efforts. 

PUBLICATIONS 

J. H. Chen and H. G. lm, "S tretch effects on the burning velocity 

of turbulent premixed hydrogen-air fl ames," in Proceedings of the 

Twenty-Eighth International Symposium on Combustion (The 

Combustion Institute, Pittsburgh, PA, 2000). 

H. G. Im and J. H. Chen, "Structure and propaga tion of triple 

flam es in partially-premixed hydrogen/a ir mixtures;' Combustion 

and Flame 119, 436 (1999) . 

SCIENCE HIGHLIGHTS I BASIC ENERGY SCIENCES 29 



30 

Numerical Simulations of Grain Boundaries, Buried Interfaces, 
and Catalytic Surfaces 

John Cooke, Oak Rid!Je National Laboratory 

RESERRCH OBJECTIVES 

T hi s resea rch investigates ato mi c-scale structures and electro ni c 

properties in in te rfaces, g ra in bo undar ies, and cata lytic surfaces 

using self-co nsiste n t ab initio density fun ction al ca lcul ati ons. 

Spec ific projects include (1) the high-efficien cy an d lo ng- term 

perfo rm ance of semicond ucto r- nanocrys talli te ca talys ts in fixa

t io n of C02 and co nversio n to o rgani c co m po und s; (2) the 

mi crosco pic o rigin o f th e gra in bo undary po tenti al ba rri er in 

yt tr ium barium copper oxid e (YBCO); (3) th e relat ion between 

quantum yield of perovskite photoca ta lys ts and their microstruc

ture; ( 4) the stru ctures o f Si/S i0 2 and SiC/Si02 interfaces; and 

(5) the growing process of th e single-wa ll n antotu be from the 

N i- C so lution. 

COMPUTRTIONRL RPPRORCH 

Density fun cti o nal theo ry with the loca l dens ity approximat io n, 

pse ud o po tenti als w ith p lane waves o r full potenti al lin ea rized 

augme nted plane waves (FLAPW ), and supercell s co nstitute th e 

m ethod o f cho ice fo r solid state ca lcul a tions. We have a va riety of 

codes whi ch have been proven successful fo r o ur stud y, including 

the well -known codes VASP a nd WTEN97. 

Energy loss (eVJ 

Calculati ons of electron-energy- loss spectra from specific atoms at a 

model Si-S i0 2 interface with and without suboxide bonds (S i-Si bonds 

on the ox ide side of the interface). Compari son of such curves 

wi th experimental spectra leads to a con firmation of the existence 

of suboxide bonds. 

aCCOMPLISHMENTS 

Calculat ions of the surfaces of wu rtzite CdSe and zinc-blende CdSe 

demonstrate that the neutral C02 molecules a re fi rst chemiso rbed 

into a Se vaca ncy, where th ey att ract an excess elect ro n. T hey are 

then re-emitted taking that elect ron with them, becom in g nega tive

ly charged an d thus more react ive. T he bar rie r fo r chemisorption 

and deso rpti on is small , so the process goes o n back and forth and 

all the C02 molecul es become charged and react ive. These resul ts 

acco unt for the observatio n that CdSe nanoc rysta ls must be Cd

ri ch (i.e., have Se surface vacancies) to be good catalysts, and fo r the 

fac t that fl at surfaces are not good cata lys ts. 

We have showed th at no n-s to ichi o metry is essential fo r the fo r

matio n of the gra in bo und ary ba rri er in SrT i0 3, which is a ro le 

m odel fo r perovskite materials. T his no n-s to ichi o metry is con

firm ed by expe rim ent a nd is expla ined by th e differences in oxy

gen vaca ncy fo rm ati o n energies at the gra in bo undari es and in 

bulk as we ll as by th e gra in bo undary co re st ru cture itse lf. 

Usin g VASP ab initio code, we have ca lculated th e mo mentum 

angular depend ent projected dens ity o f states (PDOS) in Si, Si0 2 
and SiC mate rials, and have show n that PDOS of th e appro pri a te 

sym me try is a good approxima ti o n fo r elect ro n energy loss spec

tra. T hese res ults, toge th er with simil a r, mo re exact ca lcul at io ns 

perfo rmed with all -electron LA PW (Wien) code, have resolved a 

lo ng-sta nding co ntroversy rega rdin g the ro le of core excito ns in 

x- ray abso rptio n and electron energy loss spectroscopy. 

SIGNIFICRNCE 

An understa nding of atomi c-sca le structures and electronic prop

ert ies in interfaces, grain bound aries, and cata lyt ic surfaces is 

im portan t fo r both technological and enviro nm enta l issues, includ 

ing ca rbon seq uest ra tion; the development o f high -tem perature 

superconductors; effi cient decom pos ition of wa ter into H 2 and 0 2 
to produce energy; building microelectronic devices with oxide 

thickness less than 30 A, where the interface dominates the electri 

cal behavio r; and ca rbo n nan otubes applicat ions ranging from 

n ano-electroni cs to super-strong stru ctural m aterials. 

PUBLICRTIONS 

R. Buczko, S. ]. Pennycook, and S. T. Pa n te l id es, "Bond ing ar range

ments at the Si-Si0 2 and SiC-S i0 2 interfaces and the o r ig in of their 

co ntrast in g properties," Phys. Rev. Lett. 84, 943 (2000 ). 

M. Kim , G. D uscher, N. D. Brow nin g, S. ]. Pe nnycook, K. So hl berg, 

and S. T. Pa ntelides, "Non-stoichiometry and the elect ric act ivity of 

grain bounda ri es in SrT i0 3," Phys. Rev. Lett. (s ubmi tted). 

L. G. Wa ng, S. ]. Pennycook, and S. T. Pa n te l id es, "Mechanism fo r 

the ca talyt ic ac ti vity of CdSe nanocrys tals in C02 fixa tio n ," Phys. 

Rev. Lett. ( in prepara ti o n). 
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Molecular-Based Simulation of Complex Fluids 

Peter Cummings, University of Tennessee 

RESEARCH OBJECTIVES 

Our resea rch is aimed a t elucidating th e m olecular basis for the 

properti es of compl ex materi als and liqu id systems, such as lubri 

ca nts, se lf-assemb ling mi cell a r systems, polymers, and hi gh

temperature aqueo us so lutions. 

COMPUTATIONAL APPROACH 

We use parallel mol ecular dynamics codes, developed within our 

group, runnin g on the NERSC T3E. We use a va riety of paral

lelization strategies, including domain decomposition and data 

parallel (or replicated data) . We have developed our own visual

ization too l, MDVIZ, which is PVM-based and can be used for 

remote visualiza tion and steering of ongoing simulations. 

ACCOMPLISHMENTS 

We perform ed equilibrium and non-equilibrium molecular 

dynam ics simulations of a short polye thylene melt to study the 

steady-state and transi ent rheological response of the system to 

th e onset of shea r. We computed the diffusion coeffi c ient of th e 

m elt under shea r - a first for a co mplex molecular fluid. We 

developed a novel und erstanding of the properties of these sys

tems in the non-lin ear regime based o n the measured diffu sion 

coeffi cients. 

We simulated th e rheological properti es of seve ral lube bases tock 

fluid s, and showed that molec ular simulat io n ca n be used to pre

dict properties such as th e viscosity index as well as th e pressure

viscosity coe ffi cient a t GPa press ures. T hese properties are used to 

charac terize lubrica nt perform ance. T he abi lity to predict th ese 

properti es via simulation is leadin g to th e molecular design of 

lubrica nts. We used molec ular simulatio n of the rh eo logica l prop

erties of perfluorobutan e to demonstrate that one popular co rre

lation of experimental viscosity data is inco rrect . 

We performed simulations of dodecane confined to a nanoscale 

gap betwee n two mi ca surfaces to identi fy when solidification of 

the dodecane could be expected. Our findings are the first to be 

in full agreement with experiment. In addition, extensive calcula

tions were performed on the self-assembly of reversed micelles in 

supercritical carbon dioxide. These are the first atomistically 

detailed simulations to exh ibit reversed micellization. 

SIGNIFICANCE 

Th is research will lead to better understanding of the basis for th e 

visco us properties of lubrica nts, leading to the design of 

improved lubricants in automobile engines, wh ich will , in turn , 
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Change in conformation of low (1400) molecular weight 

po lyethylene under shear. The graph shows the phe

nomenon of st ress (or shear) overshoot: when shear is 

first applied to a polymer. the shear viscosi ty q ini tially 

overshoots its steady state va lue. The ve rtical ax is is 

the instantaneous shear viscosity divided by the steady 

state va lue, and so it asymptotes to unity in all cases. 

The horizon tal ax is is the total shear - the prod uct of 

the shear rate and the time since shearing began. 

c 

20 

result in better energy effi ciency. We also have significant effo rts 

under way studying the effect of nanosca le co nfin emen t on th e 

rh eo logy of lubri ca nts, wh ich has releva nce to hard disk dri ve 

lubricatio n. Another foc us of o ur resea rch is a imed at fi ndin g 

new ca ndid ates for replacing o rga ni c solvents in chemi ca l pro

cesses with more enviro nmentall y benign alternatives, such as 

supercritica l carbon dioxid e. Finally, we perform simulat io ns of 

supercritica l wa ter and aq ueous soluti ons which have releva nce 

to high temperature supercritica l water oxidat ion . 

PUBLICATIONS 

T. Driesner and P. T. Cummings, "Mol ecular simulat ion of the 

temperature- and density- dependence of io nic hydration in 

aqu eous SrC1 2 solutions using rigid and flexible water models," 

]. Chem. Phys. 111,5 141 (1999) . 

}. D. Moore, S. T. Cui, P. T. Cummings, and H. D. Cochran , "The 

transient rheology of a polye thylene m elt under shear," Phys . Rev. 

E 60, 6956 (1999) . 

). D. Moore, S. T. Cui , H. D. Cochran, and P. T. Cummings, 

" Mol ecular dynamics study of a sho rt-chain polyethylene m elt," 

}. Non-Newt. Fluid Mech . 93, 83 (2000). 
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Modeling Molecular Processes in the Environment: 
In Isolation, in Liquids, on Surfaces, and at Interfaces 

T. H. Dunning, B. C. Garrett, M. Dupuis, S. S. Xantheas, D. Feller, 

l'i. A. Peterson, L. X. Dang, G. l'i . Schenter, S. M. l'iathmann, 

E. Arcia, B. Park, and C. J. Burnham, 

Pacific Northwest National Laboratory 

Y. Borisov, Russian Academy of Sciences 

D. Tzeli and A. Mavridis, University of Athens, Greece 

G. E. Froudakis, University of Crete, Greece 

J. Dai and Z. Bacic, New York University 

RESEARCH OBJECTIVES 

Resea rch in the Molecul ar T heory Group is designed to prov ide a 

fund am ental un dersta nding of how m olecular processes in con

densed phase system s influence the enviro nm ent. The goals of the 

resea rch are: 

1. to apply ava il able th eoretical techniques to th e study of fun

dam ental m o lecular- level processes th at govern th e chemistry 

and phys ics of natural/co ntaminated systems and remediat ion 

techno logies 

2. to extend cur re nt state-o f- th e-a rt m ethods to trea t progres

sively m o re co mplex systems and develop new th eo retica l 

techniq ues that allow us to transce nd current computati o nal 

limita tio ns 

3. to in co rpora te fun da m ental m o lecul ar- level in fo rm at io n into 

m odels th at ca n simulate d ynamica l processes in large, co m 

plex systems 

4. to integrate complem en tary theo ret ica l approaches fo r exa m 

inin g mul tispecies, multiphase systems charac teri sti c of natu 

ral a nd po llu ted enviro nments and remedi ation meth ods 

5. to link th eo ry and experi me nt thro ugh co llabo rat ive studies. 

COMPUTATIONAL APPROACH 

Ab in itio m ethodologies developed to m odel gas-phase m olecules 

and molecular processes are bein g applied to th e stud y of clusters. 

The study of clusters provides an effecti ve vehicle for probing the 

relevan t in terac ti ons at the molecular level and developing trans

ferable m odels fo r di ffe rent length scales and environments. 

Methods fo r co mputing th e rates of activa ted chemica l reactions 

in solutio n are also being developed , based upon well es tablished 

gas- phase theories. Beca use of the im po rtance of reacti ons 

involv in g li ght ato ms that occ ur in aqueo us solu tions (e.g., ac id 

and base ca talyzed react io ns involve pro to n transfe r reacti o ns), 

the accurate trea tmen t of quant um mechan ica l effects is a focus 

of th is wo rk. 

Eq uili briu m proper ti es of cl usters and solutions, includ ing struc

tural properties (e.g., rad ial distributio n func tio ns and coord inat ion 

numbe rs) and average energe tics (e.g., enthalpies and free energies ) 

are obtained usin g classica l and quantum statisti ca l mechani cs. In 

ad diti on, time-dependent prope rties (e.g., co rrelat io n fu nct ions) 

a re obtained fro m mo lecul ar dynamics (MD) simulat io ns. 

Covalently bo nd ed materials such as glasses are being treated 

usin g a hybrid of quantum mechan ical and class ica l fo rce fie lds. 

Recentl y, a m odel po tential that t reats the bonding and no n bond 

ing interac tio ns separa tely was developed to specifica ll y address 

th e question s related to the geometric structure of covalently 

bonded liquids and amorphous materials. 

ACCOMPLISHMENTS 

Resea rch in th e area of aq ueo us clusters is foc used o n p ropert ies 

(e.g., stru cture, energetics, and spect ra) of aqu eo us clusters and 

aqueous solutio ns co ntaining inorga nic and o rga ni c species that 

occur in natural and co ntamin ated gro undwater, a nd o n mo lecu

lar processes at aqu eo us in te rfaces (vapor/li quid , liq ui d/ li q ui d, 

and liquid /solid ). The goa l of this resea rch is to un de rstand the 

co rrelati on between mo lecul ar-sca le processes- so lvat ion, asso

ciatio n and reactio n - and th e co mpos itio n and behav ior o f 

spec ies in aqu eo us env iron m en ts. Recent results have improved 

o ur und erstandin g of the properties of aqu eo us clusters, in frared 

spec tra of io n-water clusters, th ermodynam ics of aq ueo us clus

te rs, ac id -base chem istry, chemi ca l reactio ns of CHCs, benzene-

Transport of Cs+ ion across a CCVH20 interface. 
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water chemi stry, chemistry of the water/CHC interface, and io n

li ga nd binding and ion se lec ti vity of separation agents (e.g., 

crown ethers and ca lixa renes) . 

O ne of our most sign ifi ca nt accomplishments involves th e th er

mod ynamics of aq ueous clusters. The fundamental definit io n of 

a fin ite temperatu re cluste r was exam ined in terms of its relat io n 

to the m easureme nt of growth kinet ics. To accompl ish this, a new 

th eore ti ca l approach to th e understandin g of vapo r-phase nucl e

at ion was developed. Previous molecu la r approaches to nucle

at ion focused o n the eva luati o n of th e eq uilibrium di stribut ion of 

clu sters. Our new approach focuses on th e eva luation of rate co n

sta n ts for cluster eva poration and cond ensa tion. Us ing var iationa l 

transiti on state th eo ry to determin e dynam ical bott lenecks, a def

initi on of a "phys ica ll y consiste nt cluster" naturally fa lls out of 

the theo ry, a resu lt tha t has eluded the field for the last 30 years. 

Research in the area of chemistry and phys ics of covalently bond

ed mater ials (e.g., networked oxid es) is focused on studyi ng the 

properties of amorphous materi als involved in waste processing, 

was te storage, and nucl ear fue ls. The goal is to provide in sight 

into-the lo ng-term perform ance of materials that co nta in 

rad ionuclides o r a re exposed to radiat ion. Recent accomplish 

ments include discove ri es con ce rnin g the str ucture and th ermo

dynami cs of glasses, the diffusion and reactivity of wa ter in glass

es, and rad ia ti on damage in oxides. 

In additio n to the resea rch e ffo rts in the appl ica ti o ns areas, we are 

also develop in g new theo retica l and modelin g methods, includ ing 

bas is se t develop ment/ m eth ods assess ment, models for accurate 

thermoch emistr y, th eo ry of single molecule chemica l dynam ics, 

and interpre ta ti on of electron standin g wave experim ents. 

SIGNIFICJlNCE 

Beca use of th e fund amental nature of this resea rch , it suppo rts 

the missio n of the DOE Office of Science to advance bas ic 

resea rch th at is the found a tio n for DOE's applied miss ions in 

energy resources, envi ronm ental quality, and national securit y. 

Ou r resea rch seeks fundam enta l understandin g of chemical 

transpo rt and reactivi ty in co nd ensed ph ases, th ermal and no n

thermal ( i.e., radiation ) chemistry, interfac ia l molec ular and 

ionic transport, and other processes in complex sys tems related 

to energy use, environmenta l remediation , and was te man age

m ent. A major fo cus of this resea rch is on fundamental problems 

in chemica l physics that und erli e environm ental ch emistry. 

PUBLICJlTIONS 

P. Ayotte, S. B. Nielsen, G. H. Weddle, M.A. Johnson, and S. S. 

Xantheas, "Spectroscopic observation of ion - induced water dim

mer dissociation in the x - · (H 20 )2 (X= F, C l, Br, I) clusters," 

J. Phys. C hem. A 103, 10665 (1999) . 

E. R. Batista , S. S. Xantheas, and H. Jonsson, "Electric fi elds in ice 

and n ear water clusters," ). Chem. Phys. 112, 3285 (2000). 

L. X. Dang, "Compute r simulat io n studies of io n transport ac ross 

a liqu id/liquid interface," ). Phys. Chem. B 103,8 195 (1999 ). 
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Ab Initio Investigation of Dynamical Electronic Response 
and Many-Body Effects in Solids 

Adolfo Eguiluz, Oak Ridge National Laboratory 

James M. Sullivan and Wei l'iu, University of Tennessee and 

Oak Ridge National Laboratory 

RESEARCH OBJECTIVES 

O ur research is devoted to the development of many-body tech

niqu es for the ab initio study of electro n dynamics in st ro ngly 

cor rela ted materials, in cluding rare-ea rth metal hydrides, transi

tion metals and transition -metal oxides, narrow-band m etals such 

as Zn and Cd , semiconductors, and insulators. New schemes are 

being developed for the ab initio evaluat ion of charge- and sp in 

density response and quasiparticle sta tes in th e presence of stro ng 

correlations. Two theoret ical frameworks are being utilized: time

dependent density-functional theory (TDDFT), and many-body 

perturbat ion theory, implem ented within th e Baym-Kadanoff 

(BK) method of conserving approximations. 

COMPUTATIONAL APPROACH 

Our code new.chig.exe calcu la tes th e charge and transverse spin 

response of bulk materials within TDDFT, using rea li st ic all -elec

tron wave functions and band structures. mpi_expSa ndwich has 

been used to calc ulate th e charge- and spin -density response of 

transition meta ls with shallow se mi -co re leve ls, aga in within 

Left panel: Plasmon linewidth dispersion obtained upon keeping 

3 (tri angles) and 6 (squares) va lence bands in Kohn-Sham density 

response function . Inset: LOA band structure of K; the arrow indi

cates the value of plasmon energy at zero wave vector. Righ t panel: 

Calcu lated density of states (DOS) for potassium - total DOS 

and contributions from states of s, p, and d sym metry; the zero 

of energy is the Fermi leve l. 

TDDFT. PW _GW _jjdiag computes self-co nsiste ntly the electron 

self-energy an d Green's function within the screened interac tion 

approximat io n. Two newer codes, pw_STCOEP.exe and 

genBZ_EXX.exe, eva luate, via th e optimized effecti ve potential 

meth od, th e self- in teract ion-free potentials wh ich occur in the 

Kohn-Sham versio n of DFT. A new code, genBZ_EXX_fAvv.exe, is 

being developed to augment ground state results with th e co rre

spondin g dynamical exchange-correlat ion kerne l. 

ACCOMPLISHMENTS 

We have developed a novel technique to perform many-body cal

culat ions on the Matsubara time axis, usin g a non-uniform 

"power" mesh which allows us to perform fast non -linear inter

polation to a uniform m esh. This technique has been implement

ed to treat, for the first time, the effects of the core electrons on 

the quasiparticle states in th e valence region. We have found 

novel and important results traced to the effect of th e core elec

trons on the Fock diagram. For example, the impact of this effect 

on the band gap of Si is of the order of 1 eV, which agrees quite 

well with experiment. 

We have addressed th e intriguin g lines hape observed in recent 

electron energy loss experiments on Zn. Our results highli ght the 

eno rmo us impact of d band loca ti o n o n th e loss spec trum. We 

have offered a new interpreta tion of the experim ental spectra, 

identifying the threshold feature as a subtle co herent effect 

invo lving d electron excitation . 

SIGNIFICANCE 

TDDFT is a rapidly developing field; its im pact on electro n 

dynami cs may eventua ll y rival the enormous effect which 

grou nd -state DFT has had on materials th eo ry. Most of th e recent 

adva nces refer to atoms and molecules; our program aims at 

developing orbital-dependent m ethods for extended systems. 
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Computational Studies in Molecular Geochemistry 
and Biogeochemistry 

Andrew R. Felmy, Eric 1. Bylaska, James R. Rustad, and 

T. P. Straatsma, Pacific Northwest National Laboratory 

RESEARCH OBJECTIVES 

Ou r effort consists of mo lec ul a r- level simu lat ions in two key 

a reas of geochem istry and biogeochemistry: (l) mi cro bia l surface 

med iated processes: th e effects o f lipopo lysacchar ides prese nt o n 

gram- negative bacte ri a; and (2) mineral surface interac tio ns: pro

viding a molecul a r-sca le understanding of surface co mpl exa tion 

reactions at ox ide, oxyhydroxide, and silicate min era ls. 

COMPUTATIONAL APPROACH 

We use a va riety of co mputational chem ist ry meth ods, including 

density funct ional theo ry, mol ecular mechanics/dynamics, Car

Parrinel lo, and kin etic theories. Besides NWChem, we a lso use 

parameterized class ica l potential models fo r the interaction of 

water and hydroxid e with Fe/ AJ surfaces. T hese models are bein g 

used to calculate bulk and surface prope rti es. These models are 

based upo n parameteriza tion s from ab initio ca lcu lation s, and 

they have been particu larly successful in pred ict ing structures, 

surface cha rgin g, and water chem istry of iron-oxide surfaces. 

ACCOMPLISHMENTS 

Plane-wave pseudopo tentia l methods were used to inves tigate the 

stru ctures and tota l energies of AIOOH and FeOOH in th e five 

ca noni ca l m:yhydroxide stru ctures: diaspore (goethite), boehmite 

(lepidocrocite), akaga neite, guya na ite, and grimaldiite. The loca l 

Large-scale molecular dynamic simu

lation of a lipopolysaccharide mem

brane solvated in a 4.2 nm water box. 

density approxim at io n was used in co njuncti o n with ultraso ft 

pseudopotenti als in full optim ization s o f both AIOOJ-I and 

FeOOH in each o f th ese structures. Stru ctures a re in reaso nably 

good ag ree ment with experim ent, with latti ce pa rameters and 

bond lengths within 3% of the experimental ones. 

An important new code development has benefited from our 

NERSC co mputer tim e. A para ll el proj ector a ugmented -wave code 

has recentl y bee n co mpl eted and is curren tly in an extensive test

ing phase. Th is code w ill allow us to simulate many new types of 

m ateri als at a first-principl es level, including iro n oxides. 

An isodesmi c procedure based upo n density funct ional theo ry was 

develo ped to predict accurate reac tion thermodynamics for im 

portant redox half-reactions in the so lution phase. This wo rk is an 

extension of our previous work in which we developed a scheme 

fo r predi cting the thermodynamics of SN2 reactions in the so lu 

tio n phase. 

SIGNIFICANCE 

Subsurface mi crobia l processes ca n control th e rates of oxid ation / 

redu ction reacti ons, mod ify and enhance min eral disso luti o n and 

precipitation reacti o ns, and adso rb metals and o th er io ns a t the 

m icrobial surface. C urrent th eo reti ca l und erstand in g of th ese pro

cesses, wh ich are believed to occur eith er direct ly a t th e microbial 

sur face or at th e m icro be interface, is very limited . 

The ubiqu ito us occurrence, hi gh spec ifi c surface area, and strong 

binding to a large number of ca tions, anions, metal ions, and o rga n

ic chelates makes Fe/ AI oxides and oxyhydroxides impo rtan t adsorb

ing surfaces . Much of what is known about th ese adsoption process

es on Fe/ AJ oxides is based upon macroscop ic measurem ents, and 

relat ively li tt le is known at the microscop ic level about what types of 

binding sites exist at oxide surfaces. Diffic ulti es in characte ri zing th e 

stru cture and energetics of these sites obstru ct th e development of 

improved thermodynamic models for adso rptio n. 

PUBLICATIONS 
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Photonic Band Gap Materials 

Bruce Harmon, l'iai-Ming Ho, Costas Soukoulis, Rana Biswas, Ihab 

El-l'iady, Dave Turner, and Mihail Sigalas, Ames Laboratory 

RESEARCH OBJECTIVES 

Th is resea rch proj ect has two co ncurrent thrusts: (I) The des ign 

and development of novel st ructures and photonic devices in the 

infra red and optical regimes with fu ll 3D band ga ps. Th is includes 

unu sual collo id al crystals being fabr icated by our coll abo rators 

here at Ames Laboratory, for photonic gaps at optica l wavelength s. 

(2) Development of applications in the microwave and millimeter 

wave regime for existing 3D pho toni c band gap (PBG) crys tals. 

These include novel wavegui des that can bend elect romagnetic 

waves with bending radii of the order of a single wavelength . 

COMPUTATIONAL APPROACH 

(I) T h e transfer matrix m eth od (TMM ) is used to design and 

study PBG fi lters. Maxwell 's equ atio ns are so lved to determine 

th e reflec ti o n and transmission of electro mag netic waves from a 

finite thi ckn ess PBG mate ria l. The method ca n in corporate rea l

istic abso rptio n and frequency depe nd ent die lectric functions. 

N 

X 

Electric fi eld intensity in a 20 photonic crystal wavegu ide. 

Top: Dielectric cladding in the z-direction. The photonic crystal 

is periodic in the x-y direction . The dielectric contrast between 

the core and the cladding is 12.5/9.5. Bottom: Air cladding in 

the z-d irect ion. The dielectric contrast between the core and 

the cladding is 12.5/1.0. The higher contrast achieves better 

confinement of the wave in the core. 

(2) In the finite d ifference tim e domain (FDTO) meth od, 

Ma"'Well 's eq uations are discreti zed on a rea l-space gr id. T he tim e 

evoluti on of the electromagnetic fie lds is calcu lated by so lving th e 

time- dependent Maxwell 's eq uations. Th is code can simulate the 

radiation properties of antennas or the bending of light in a pho

ton ic crysta l. 

ACCOMPLISHMENTS 

In coll abora ti on with Bil kent U nive rsity, we fabricated an excep

t io nall y d irectiona l anten na uti li zing a Fabry-Perot cavity be

twee n two photon ic crystals. T he beam had a half-powe r width of 

less than 10°. Very good agreement was achieved between expe ri 

ment and the finite difference simulat ion . 

We performed calculations to design a microcavity within a PBG 

crysta l with a complete band gap in the infrared. The crystal has 

been fa bricated at Sandia National Laboratories. 

Finite-difference simul ati o ns were used to d esign a plana r wave

guid e in th e 30 laye r-by- laye r crys ta l w ith a 90° bend with 100% 

transmiss io n through th e bend . A simil a r L-shaped waveguide 

was also simulated in a metalli c photo ni c crysta l, and on ly three 

unit ce lls thi ckn ess were needed fo r 85% transmission effic iency. 

T he perfo rm ance of waveguides in 20 PBG st ructures has been 

simu lated, and the gu id in g effici ency was opt imi zed as a functio n 

of the structural pa rameters. Such structures a re impo rtant in a ll 

optica l photon ic crysta l dev ices. 

SIGNIFICANCE 

Computat io na l simulat ion ca n rap idly test the electro magnetic 

behav io r of new stru ctures an d then se lect the best perfo rmin g 

on es for fa brica tion. Our app roach led to novel photoni c lattices 

fabricated at Sa ndia that ca n for the first time m anipulate 1.5 

micron wavelengths used for optical fibe rs. 
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Electronic Structure and Simulation Calculations 
of Reactive Chemical Systems 

Martin HBad-Gordon and David Chand!Br, UnivBrsity of California, 

BBrkBIBy and LawrBncB BBrkBIBy National Laboratory 

RESEaRCH OBJECTIVES 

O ur research ce nters o n th e development and app li cat io n of 

methods that predict the electronic structure of interesting 

molecules. We seek to open new classes of chemi ca l problem s to 

stud y via electro nic st ructure theo ry, including la rge molecules 

and extended systems, mo lec ular excited sta tes, and no nadiabat ic 

interact ions. 

COMPUTaTIONaL aPPROaCH 

Our approach includes electronic structure methods of the densi

ty functional theory type, Newtonian molecular dynamics, Car

Parinello ab initio molecular dynamics ( CPMD ), and transition 

path sampling m ethods. 

aCCOMPLISHMENTS 

We have shown that a re lat ively sim ple th eo ret ica l app roach, 

time-dependent density functional theory, ca n accurately 

describe electro nic excited states o f radi cals in clu ding those with 

bi electro nic character. Previously such states were co nsidered very 

chall engin g to chara cte ri ze. 

We have produced calcula ti o ns of unprecedented accura cy on 

la rge polycyclic a ro matic hydrocarbo n (PAl-l) cat io ns of the form 

th at a rise as inte rmed iates in co mbustio n processes o n the way to 

forming soo t particles, and a re also beli eved to play a significa nt 

role in interstella r ca rbon chemistry. Our calc ul at ions res ulted 

in a new assignment of the visible spectrum of the perylene 

ca ti o n. Our res ults open the way to further studi es of la rge r 

ca ti o n radica ls. 

Through the development of trans ition path sampling, we have 

crea ted algorithms that permit the study of rare events without 

prior knowledge about mechanism s or transition states. The 

technique is an importance sampling of t rajectory space that is 

based upon our discoveries of statistical mechanics and thermo

dynamics governing dynamical systems that can be far from equi

librium. 

We have created a formulation of transition path sa mpling that 

ca n be interfaced with any trajectory algorithm, to harvest only 

those trajectori es of interest or of importance. We have used this 

formulation to co mbin e transition path samplin g with CPMD. 

We have dev ised a set of statist ica l methods for interpreting the 

behav io r of transition paths in co mplex systems. These tools pro

vide a type of pattern recogniti on for interpreting dynamics in a 

co mpl ex, high-d imensional syste m . 

Configurations of liquid water within a few femtoseconds before (left) 

and after (right) liquid water has passed through the transition state 

surface of autoionization. The dashed lines show the hydrogen bond 

wire that must break in order for the system to cross the transi tion 

state surface. Yellow and blue identify the hydroxide and hydronium 

ions, respectively. 

By harvestin g reactive trajec to ries of aut:odissociation in li qu id 

water, we have discove red molecul ar deta ils of a fundamenta l 

chemica l reactio n. These results have estab lished coo rdin ates in 

liquid water that may be important for many bond-breaking and , 

in particular, proton transfe r processes. 

SIGNIFICaNCE 

Electro ni c stru cture theo ry has emerged as a va luable co unte rpart 

to direct expe riments for the stud y of reacti ve spec ies that may 

no t be charac te ri zed easily ( if at all ) in the laboratory. O ur 

resea rch o n chem ica l and co nfo rmational transfo rm ation s of 

biomolecules is beginning to yie ld a novel microscopic picture of 

biochemica l dynamics. O ur res ults may have significa nt impli ca

tions for th e general understa ndin g of so lvent roles in chemi ca l 

and biochemica l processes. 

PUBLICaTIONS 
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Fluid and Tracer Transport in Self-Affine Rough Fractures 

Joel Koplik, German Drazer, and Igor Baryshev, 

City College of the City University of New York 

RESEARCH OBJECTIVES 

We are concerned with flo w, pass ive trace r d ispersion , and depo

sitional processes in th e self-affin e frac tures o ften observed in 

naturally fra ctured rock. In such sys tems th e rock surfaces have 

long-range correlations wh ich have been shown to signifi cantly 

enhance and modify the dynamics of passive tracers used as diag

nostic tools. We further wish to examine the motion of solids 

suspended in flowing fluid in fractured geological form ation s, 

and in particular study the evolution of the fractured pore space 

as deposition occurs. 

COMPUTATIONAL APPROACH 

The problems of flow, tracer motion and particle deposition in 

self-affine fractures require an efficient method for solving the 

Navier-Stokes and convection-diffu sion equations in a highly 

irregular and evolving geometry. The lattice Boltzmann method 

is optimal for p roblems in compli cated region s beca use the core 

of th e calculation is the motion of particles in the region's in 

teri or, with an adjustment to the motion when a boundary is 

reached. As the pore space evo lves, on ly the geometrical specifi ca

tion of th e solid region is needed. Other workers have used thi s 

method for both active and passive tracer dispersion studi es, 

as well as th e somewhat ana logous problem of suspens ion 

dynamics. 

ACCOMPLISHMENTS 

One of last year's two projects, simulations of deep-bed filtration 

in a statistically homogeneous porous medium, was completed. 

The second project on fracture flows continued this year. To date, 

we have developed scaling relations for the permeability of 2D 

self-affine fract ures and verified them by numerical simulations. 

SIGNIFICANCE 

The efficient extraction of water and hydrocarbon resources from 

underground reservoirs, as well as the use of underground for

mations as waste disposal sites, requires a full understanding of 

the dynamics of the flow of fluid s and various suspended matter 

in the disordered porous m edia which comprise geological for

mat ions and reservo irs. The p roposed research looks at the trans

port and deposition of soli d particulates wh ich may clog or per

haps break open new flow cha nnels in these systems, and th e 

effects of subtle correlations resulting from fracture processes on 

trace r tests. In add ition , some of the results are relevant to com

mercial filtration processes used in purification and manufacture. 

..• . . . •• . .. .. .. 
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Example of the geometry and veloci ty field in a 20 fracture 

with one planar and one sel f-affine surface of roughness 

exponent H = 0.8. The enlargements show the difference 

in the velocity decay near smooth and rough boundari es. 
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Flow field in a narrow self-affine fracture with a constant gap, 

and Hurst exponent H = 0.8. The vertical aperture is constant 

everywhere , but the effect ive local aperture for fluid fl ow, that 

is, the local width of the channel normal to the mean flow 

direction , strongly depends on the local angle between the 

surface and the mean plane. The enlargements illustrate 

the effect of the effective aperture on the flow field . 
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Quantum and Classical Simulations of Clusters, 
Nanostructured Materials, and Friction Control 

Uzi Landman, Robert N. Barnett, Charles L. Cleveland, 

Hannu Hakkinen, and W. David Luedtke, 

Georgia Institute of Technology 

RESEARCH OBJECTIVES 

Thi s proj ect is investiga ting th e mi croscopic physica l and chemi 

ca l processes und erlying the properties of novel mate ria ls. T hese 

inves tiga tions a im at discovering and elu cidating size-dependent 

evolutionary pattern s of materials properties, bridging the m o lec

ul ar, cluster, and co nd ensed -phase regimes. 

COMPUTATIONAL APPROACH 

O ur computational approaches include large-scale classical 

molecular dynamics, employing tested many-body interactions, 

and ab initio quantum molecular dynamics (in conjun ction with 

norm-conserving n on -local pseudo potentials and a plan e-wave 

basis) based on loca l-spin density functional theo ry (LSD ) with 

the inclusion of ge nerali zed exchange-correlation gradi ent co rrec

ti ons. In these ab initio simulat ions, the dynam ics of th e ions 

evolve o n th e co ncurren tly calc ul ated electroni c gro und state 

(Bo rn -Oppenheimer, BO) potentia l energy surface, using the EO

LSD-MD method . We also employ var io us structura l optimi za

tion method s (co njuga te-gradient and va ri ants th e reo f, simulated 

ann ea lin g and ge netic algo rithms), as well as an a rsen al of analy

sis techniqu es, in clu d in g anim a ti o n. 

ACCOMPLISHMENTS 

We reported o n ab initio loca l-density fun ction al in vest igations of 

the ato mi c stru cture, electro nic spectrum, and co ndu ctan ce of a 

go ld nan ow ire co nsisting of a four-atom chain co nn ected to go ld 

electrodes. We explored structura l a nd electroni c spectral modifi 

ca tions resultin g from adsorption of a molecule (methylthiol , 

SCH3) to the wire. T hese results prov ide a new interpretation of 

th e m easured electron microscopy image of th e atomic gold wire 

and suggest a new strategy for formation of organo-metallic 

nanowires, as well as the use of nanowires as monitoring and 

chemical sensing devices. 

In contrast to the inert nature of gold as bulk m aterial, nanosize 

particles of gold supported on various oxides, as well as two

mo nolayer-thick gold islands of up to 4 nm diameter on titania, 

were found to exhibit an enhanced catalytic ac tivity, in particular 

for the low- temperature oxidation of CO. We demonstrated the 

size dependen ce of the activity of nanoscale go ld clusters, with 

Au8 found to be th e smallest size to ca talyze th e reactio n. 

O ther studies included photoelectron spectra of a lu minum cluster 

ani o ns; spontaneo us symmetry breakin g in sin gle and m olecul a r 

Au NW Au NW/m-SC H
3 Au NW/t-SC H

3 

fj 

Equilibrium structures of a bare gold nanowire (AuNW, left) and of wires chem

ically modified by adsorption of a SCH3 molecule, with the molecule adsorbed 

in the middle of the wire (m-SCH3) or at the vicinity of the tip (t-SCH 3). Yellow 

spheres correspond to Au atoms, and in the chemica lly modified wires S, C, 

and H atoms are depicted by red , green, and blue spheres, respective ly. 

Marked distances are in units of A. 

quantum dots; stru ctures, so lvat io n forces, and shea r of molecular 

film s in a rough nano-confin ement; fo rmatio n, stability, and 

brea kup of nanojets; and meta l-semico ndu cto r nanoco ntac ts. 

SIGNIFICANCE 

Und ersta nding the mi croscop ic o rigin s of the properties of mate

ria ls wi th redu ced phys ica l dimensio ns is essenti al for th e utili za 

ti on of such mate rials systems in adva nced technologies, includ 

in g minia turi za tion of elec tro ni c and mechani ca l dev ices, deve l

op ment of se nso rs, des ign of novel logic gates and info rm at io n 

sto rage st rategies using quant'um dots, co ntro l of fri ction under 

extreme co nditi o ns, cluste r-ca talys ts, and a to mi c-sca le mater ia ls 

manipulat io ns. Small is different - new and often un expected 

behavior emerges when the physica l size of th e materials system 

is reduced to mi croscopic sca le. 
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Quantum Monte Carlo for Electronic Structure 
of Combustion Systems 

William Lester and Michael Frenklach, University of California, 

Berkeley, and Lawrence Berkeley National Laboratory 

Alan Aspuru- Guzik, Ivan Ovcharenko, and Nigel Moriarty, 

University of California, Berkeley 

Olivier Couronne, John Harkless, and Alexander Kollias, 

Lawrence Berkeley National Laboratory 

Xenophon Krokidis, Institut Fran~ais du Petrole (IFP), 

Rueil-Malmaison, France 

Zhiwei Sun and Ruzeng Zhu, Institute of Mechanics, 

Academica Sinica, Beijing, China 

RESEaRCH OBJECTIVES 

This resea rch is directed p rima rily toward high accuracy studies 

to enable the characterization of the reaction pathways (l ) lead

ing to the forma tion of the fi rst a romatic ring in high tem pera

ture environments and subsequent reactions ultimately leading to 

soot for matio n and (2) govern ing combustion reactions of small 

o rgani c a lcohols such as m ethano l. 

COMPUTaTIONaL aPPRORCH 

Our dom inan t computatio nal techniqu e is the qu antum Mo nte 

Carl o (QMC) m ethod in the d iffusion Monte Ca rlo (DM C) vari 

ant. O u r version of DMC employs effective co re poten tials to 

m inimize computational effort . Var iatio nal Monte Carlo compu

ta tio ns are carr ied o ut to tes t t rial fu nctio ns for DMC const ructed 

as p roducts of independen t particl e wave fu ncti o ns and co rrela

tio n fun ctions tha t depend on in terpart icle di stances. 

• 168° 1.44 A 
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Two reaction channels are identi fied for hydrogen 

abstraction from methanol by chlorine atom. The R1 

channel had been found previously, but the R2 channel 

was found in thi s group by 0 . Couronne with the 

invo lvemen t of F. Gi lardoni. The R2 channel is consis

tent with a direct mechanism implied by molecular beam 

scatte ri ng experiments of M. Ahmed , D. S. Peterka, and 

A. G. Suits at the Berkeley Lab Advanced Light Source. 

aCCOMPLISHMENTS 

The add ition reaction of acetylene a nd propa rgyl was investigated 

using seve ral density functi o nal methods. DMC calc ul at io ns we re 

performed at o ptimi zed geo metri es fo r many of the eq uilibrium 

structures and transition states . Thi s da ta serves as inpu t into the 

determin atio n of RRKM rate co nsta nts leadin g to the fo rm ation 

of the cyclo-C5H 5 radi ca l. A detai led analysis of th e reaction path 

ways is under way using the bo ndin g evolut io n theo ry (BET) co n

cepts app lied to electron loca liza ti on fun ctio n (ELF) . 

Hydrogen abstract io n from methanol by ato ms and radicals yields 

as p roducts either hydroxymethyl or m ethoxy radicals in compet

ing reaction channels, depending on which nonequivalent hydro

gen of the m ethyl or hydroxyl group of CH30 H is abstracted: 

R l : CH 30H + Cl -7 CH 30 + H Cl 

R2 : CH 30H + Cl -7 CH 20H + H Cl 

Co m putations of these react ion chann els to da te tend to suppo rt 

exper imental results showing the impo rtance of a d irect reaction 

m echanism, b ut QMC calc ulations, in progress, are needed to 

resolve the matte r. 

QM C was used to compute the atom izati o n energy and the heat 

o f format ion o f the propargyl rad ica l, C3H3' and the computed 

resu lts com pare favo rably with experim ental m eas uremen ts. T he 

effective co re potential and fi xed-node app roximati ons we re used 

in the DMC va riant. Two generalized gradi ent app rox imati o n 

density fun ctio nals were app lied fo r compari so n. 

SIGNIFICaNCE 

(l ) Full charac teriza tion of th e mechanism of soot form ation will 

provide valuable insight on how to redu ce a majo r po ll ution 

source. (2) Methanol is an attrac tive alternative fuel because its 

com bustio n generates fewer air pollutants than gasoline. The reac

tion channels fo r the fo rmation of CH 30 an d CH 20H are of fun 

dam ental importance fo r comb ustion and atmospheric chemistr y. 

PUBLICaTIONS 
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Semiclassical Simulations for Reaction Dynamics: Methodological 
Studies and Biological Applications 

William Miller, Victor Gual!ar, and Eduardo Coronado, 

University of California, Berkeley 

RESEARCH OBJECTIVES 

T his research co ntinu es th e deve lop ment o f accurate sem iclass ica l 

methods and extends its applicatio n to large biologica l systems. 

Specifi c projec ts include (l) meth odo logica l studi es to explo re 

the ca pabi li ties of new approximate vers ions o f semiclass ical ini 

tial va lu e representa tion (SC- IVR), (2) SC-IVR to study th e reac

tion dynamics in medium -s ized system s, (3) se m iclass ica l 

Wentzei-Kramers-Brillo uin (SC-WKB) applications in rea l-sized 

enzymatic systems, and ( 4) ab initio potential surface develop

ment. 

COMPUTATIONAL APPROACH 

Semiclass ical molec ular dynam ics a re evalu ated under two diffe r

ent approaches, SC- IVR and SC-WKB. SC- IVR eva luates a high 

dimensional integra l over initial co nditions for semiclassica l tra

jector ies, acco rdin g to a class ica l eq uations of m o tio n. SC-WKB 

evalu ates the mea n position of the system fo llow ing a class ical 

trajectory propaga tio n, where tunn eling effects a re added in 

terms of sudden transfer at the d ifferent class ica l turnin g po ints 

+2.4 kca l/mol 
- 10.7 kca l/mo l 

+20 kca l/mo l 

Semiclassical WKB dynamics combined with density 

functional theory (OFT) ab initio ca lcu lations and molec

ular mechanics were used to describe the in itia l proton 

transfer from WAT1 to the dista l oxygen (02) in the 

active site of Cytocrome P450eryf. OFT active site stud 

ies demonstrates the crucial role of a water channel 

assisting the proton transfer and leading to an overall 

exothermic reaction. 

along th e des ired react io n coordinate. The po tenti al energy sur

face used in SC-WKB is ca lculated on th e fli gh t with QM/MM 

meth ods, co mbin in g quantum chemistry in th e act ive site with 

class ica l m echani cs fo r the rest of the system , wh ich accura tely 

generate energies and gradi ents on an enzyme po tentia l surface. 

ACCOMPLISHMENTS 

Accomp lishm ents in FY 2000 include: (l) The most rigo rous 

simulations to date of the exc ited-state tim e-dependent pro to n

transfer dynamics associated with the tautom erization reacti o n 

of a relat ively large polyato mi c system. Thi s computational effo rt 

requires a separate calculation of a 140-d imens io nal integra l and 

demands running approximately 107 semiclass ica l trajec to ri es. 

(2) The first d irect evidence of the protonatio n in the act ivat ion 

cycle of a m ember of th e P450 fam ily. We have shown that th e 

mechanism onl y requires an optimal o ri entat ion of the bound 

molecular O>-')'gen and the presence of a dynamically stable hy

drogen bond netwo rk. (3) We have extend ed the Meyer-M ill er 

Hamiltonian to describe n o nad iabatic processes of system s with 

more th a n two electro ni c degrees of freedom. ( 4) We have devel

oped a new SC- IVR methodology to describe tunneling w ith real 

traj ectori es by a mapping approach . (5) A log-derivative fo rmula

tion of the prefactor term appea rin g in the SC-JVR propaga to r 

has been deve loped to avo id the branch cut problem whi ch has 

hampered p rev io us formu la ti o ns. 

SIGNIFICANCE 

Mo lec ular dynamics simulat io ns that include quantum effects in 

th e descriptio n of reactio n dynami cs offe r a powerfu l approach to 

elucidate enzymatic reacti on mechan isms at th e atom ic level. 

Unders tand ing bio logica l chemical processes at the atomic level 

will have a major impact o n the drug and bio techn o logy indus

tries. 
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Magnetic Materials: Bridging Basic and Applied Science 

G. Malcolm Stocks, Oak Ridg-e National Laboratory 

Bruce N. Harmon, Ames Laboratory, Iowa State University 

Michael Weinert, Brookhaven National Laboratory 

RESEARCH OBJECTIVES 

The cent ral goal of this project is to develop rigorous approaches 

to both refining and bridging the models that describe magnetic 

phenomena on different length sca les. An important aspect of 

this is the development of modeling tools capable of integrating 

atomic-level understanding of magnetic properties and interac

tions with structure and microstructure. 

COMPUTATIONAL APPROACH 

First principles density functional (DFT) methods are applied to 

calcu lating fundamental magnetic properties. Constra ined densi

ty functional theory is used to calculate magn etic moments and 

constraining (forcing) fie lds. Spin dynamics (SD) is used to trea t 

the spin degrees of freedom in simulations of finite temperature 

and non-equilibrium properties. At the macroscopic length scale, 

micromagnetics calculations based on th e Landau-Lifshitz

Gilbert (LLG) equations are used to study microstructural effects 

on domain wall motion and switching in devices. 

ACCOMPLISHMENTS 

The effects of tantalum on the magnetic st ructure of permalloy 

were studied using th e coherent potential approximation to 

Korringa-Kohn-Rostoker (KKR-CPA) method. The effe cts of Ta 

additions on loca l moments were also investigated using the 

locally-self-consistent multiple-sca ttering (LSMS) method and 

large supercell calculations. 

Using first principles electronic structure m ethods, the energy of 

a magnetic domain wall in CoPt was evaluated for the ideal crys

tal and for one with an anti-phase boundary (APB) defect. This is 

the first time first principles calculations have been used to study 

domain walls and to evaluate quantitatively the consequences of 

defects on domain wall pinning. 

We determined the structural properties and relative phase stabil

ity ofNiA13 and NiAJ2. The compositional defects for NiAJ 3 were 

found to be Ni antisites for the Ni-rich alloys and Ni vacancies on 

the Al -rich side. 

SIGNIFICANCE 

Modeling too ls capable of in tegrating atomic-level understa ndin g 

of magneti c properties and interac tions with structure and 

mi crostructure wou ld allow the pred iction of technological ly 

Although Ta is a necessary component of permalloy (Py)-based hetero

structures used in magnetic random access memory devices, it has 

deleterious effects on the magnetic properties, resulting in magnetic 

dead layers and reduced performance. First principles studies of 

Permall oy show that the addition of Ta not only reduces the average 

magnetic moment associated with the Ni and Fe atoms but also results 

in large fluctuations in the Ni site moment magnitude. Left: Length 

and color of arrows show the magnitude of the magnetic moments 

associated with the Ni sites (mid-gray spheres) in Py. The much larger 

moments of the Fe site (dark-gray spheres) have been truncated to 

aid the visualization . Right: For an alloy of 90% Py and 10% Ta, co lor 

and length cod ing of the magnitude has been preserved to illustrate 

the reductions and variations in the size of Fe and Ni moments. 

Interesting ly, the magnetic moments associated with theTa atoms 

(purple spheres) are antiferromagnetically aligned with respect to 

the Fe and Ni moments due to hybridization effects. 

relevant magnetic properti es and the design of improved electro

magn etic devices as well as electric motors with reduced weight 

and improved perform ance. 
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Computational Semiconductor Physics 

Alex Zunger, National Renewable Energy Laboratory 

RESEARCH OBJECTIVES 

Our ca lculations a ll ow us to predi ct in deta il the effect of nano

sca le atomic stru cture o n the electroni c and optica l properties of 

sem ico ndu cto r systems. Using atom istic models in co njun ction 

with quantum mechani ca l method s, we are able to interpret exci

ton ic spec tra, provide feedba ck to experiment, and predict new 

properties to be engineered and invest igated. Our studies focu s 

on both one-body electroni c structure and properties and many

body (configurat ion interaction ) trea tments. 

COMPUTATIONAL APPROACH 

We use a combination of methods to bridge the length and com

putational cost scales from th e 100- 1,000 atom microstructural 

scale, where we obtain thermodynamic information and com

pute fully relaxed geometries of complex structures such as 

impurity complexes and surfaces, to th e 100,000-1,000,000 atom 

nanostructure regime, where the optoelectroni c properti es are 

determined by the near gap conduction and va lence states. 

We use loca l density approximati o n based methods for small sys

tem s, and empirica l pseud opotential based method s, such as th e 

fo lded spectrum and linea r combinat io n of bu lk bands methods, 

fo r large-sca le nanostru ctures. Our optimi zed pseudopotential 

methods allow us to study million -a tom system s with quantum 

mechanica l accuracy. Usi ng the single particle wave fun ctions, we 

are able to treat many-body effects, impo rtant for optical proper

ties and effects such as Co ulo mb blockade, by mea ns of a co nfig

uratio n interac tion based app roach. 

Localized-to·deloca li zed transition in GaAsN alloys: Calculated conduction 

band wavefunction isosurfaces of the GaAsN alloy from 14,000 atom super

ce ll plane-wave calculations. At low nitrogen concentrations (a), the lowest 

energy wavefunctions are highly nitrogen localized (shown in red). With 

increased nitrogen concentration (b) , the lowest energy conduction levels 

consist of both localized (red) and delocalized levels (green). For higher 

nitrogen concentrations (c), the conduction levels become increasingly 

delocalized (green). 

ACCOMPLISHMENTS 

In FY2000 we successfully studied several cl asses of nanostru cture 

systems: 

l. Alloy dots, arrays: We predicted the exciton ic exchange splitting 

of Si dots, predi cted the electron-addition spectra of InP and 

CdSe dots, and developed a theo ry of lens-shaped self-assembled 

lnAs/GaAs dots. Using our many-body configuration - interac tion 

approach, we predicted failures of both Hund 's rule and th e 

Aufbau principle in quantum dots. 

2. Nitrides: We developed the first theo ry of localization in InGaN 

alloys and successfully explained anomalous pressure effects in 

GaAsN. 

3. Short-range order: We developed the first quantitative theory 

of alloy precipitate shape in metal alloys, successfully predicted 

the size and shape of precipitates versus temperature of Al-Zn, 

and demonstrated the first quantitat ive theory of phase-stability 

of brass (Cu-Zn). 

SIGNIFICANCE 

The elec tron ic, optical, transport, and str uctural properties of 

se mico ndu ctor nanostructures (film s, quantum dots, and quan 

tum wires) and microstru ctures in alloys are importan t beca use 

of their potential application to lasers, senso rs, photovoltai cs and 

novel quantum devices. These structural features occur on dis

tance scales of ~ 100-500 A, thus encompasing 104- 105 atoms. 

Ours is th e only available pseudopotential-based theory which 

can address this size sca le. Understanding the underlying physical 

phenomena in these systems is essential to designing nanoscal e 

devices with custom-m ade electroni c and optical properties. 
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Studies of Decadal Climate Dynamics and Predictability 

Tim Barnett and David Pierce, 

Scripps Institution of Oceanography 

RESEARCH OBJECTIVES 

To predict natural clim ate var iability in the North Pacific on the 

decadal time scale. This is a key reg ion, as it is known that the 

state of th e North Pacific sea sur face temperature (SST) fie ld is 

well co rrelated with win tertime precip itat ion and temperatures 

over th e U.S . 

COMPUTATIONAL APPROACH 

Our primary tool is the Parallel Climate Model (PCM), a fu lly cou

pled general circulation model. The individual ocean and atmo

sphere components from this model are used separately as well. 

The resolution of the atmospheri c component of the models used 

in this study is T42, while that of the ocean components var ies 

from about 0.5° to 1°, depending on the latitude and longitude. 

ACCOMPLISHMENTS 

ln previo us work we had iden tified a preferred 20-yea r t imesca le 

of climate var iability in the No rth Pacific in a co upled ocea n 

a tmosphere ge neral circul a tion model. Our objective in FY 2000 

was to show whether o r no t this prefe rred t imesca le a rises out of 

co upl ed ocea n -atmosphere inte raction s (and the refo re might be 

predictab le by a co upl ed mod el) or is a manifestation of va rio us 

so-ca ll ed "stochastic resonance" m ech anisms, which can give 

enhan ced spectra l variab ility at a preferred timescale even in the 

absence of co upl ed ocean-atmosph ere interac tions. 

We ran the ocean model component from th e fully coupled model 

in standalon e mode, forced first with the saved surface flu x fields 

(h eat, fresh wa ter, and momentum ) from the fully coupled model. 

This control run sh owed that if the ocean model is driven by these 

saved flux field s, it reproduces th e enhanced spectral peak at the 

sam e timescale (20 years/cycle) as fo und in the fully coupl ed 

m odel. Next, we forced the ocean model with the saved flux fields, 

but scrambled randomly in time by month. We found that the 

spectral peak is still present in the scrambled forci ng run, indicat

ing that most, if not all , of th e enhanced energy at a preferred 

tim esca le of 20 years/cycle com es from stoch astic reso nan ce 

m echanism s, and th e refore is inherently unpredictable. Further 

an alysis of this data in under way. 

Initial izing a coupled model to observed ini tial conditions is a difficult 

cha llenge, and criti cal to climate predictions. Sea ice is one of the most 

sensitive model components to an incorrect in itia l state. This figure 

shows a successfu l initialization of the PCM to observed conditions of 

1995. Panel A: Model sea ice cover in January 1995 -the initial state. 

Panel B: Model sea ice cover in January after running the model forward 

for 30 years with no constraints. The good agreement with the initial con 

ditions is just one indication that the model drift away from the imposed 

initial conditions based on obse rvations is small. 

SIGNIFICANCE 

Determinin g the levels of natu ral climate var iab ility, and being 

abl e to understand the physica l processes respo nsible fo r thi s nat

ural no ise, a re a requirem ent o f any attempt to make an ea rly 

detecti o n of mankind 's impact on climate. 
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Simulating Ocean Carbon Sequestration 

Kenneth Caldeira, Lawrence Livermore National Laboratory 

James K. Bishop, Lawrence Berkeley National Laboratory 

Kenneth Coale, Moss Landing Marine Laboratory 

Paul Falkowski, Rutgers University 

Howard Herzog and Sallie Chisholm, 

Massachusetts Institute of Technology 

Russ Davis, Scripps Institution of Oceanogr aphy 

Gerard Nihous, Pacific International Center 

fo r High Technology Research 

RESEARCH OBJECTIVES 

The research objec tives of the DOE Center for Research on 

Ocean Carbon Sequ est ra tion (DOCS) a re (l ) to und erstand the 

efficacy and im pacts of various strategies pro posed fo r ocean ca r

bo n sequest rat io n; (2) to focus resea rch of o ther groups on th e 

key un certainties and/o r deficiencies in ocean phys ics and bio

geochemica l m odels; and (3) to develo p th e best num erica l simu

lati o ns o f ocea n ca rbon sequ estra tio n, bo th w ith regard to bio

logical fe rtili za t io n and d irect injec ti on o f C02 in to th e deep 

ocea n. T his w ill be acco mplished by inco rporatin g the resea rch of 

o the r grou ps in to an improved model o f ocean phys ics and bio

geochem istry fo r applica ti on to th e p ro blem of ocea n ca rbon 

seq uest ratio n. 

Results of an injecti on simulation in which C0 2 was continuously injected 

off of the coast of New York at a depth of 3,025 m and a rate of 0. 1 Pg of 

carbon per year. The total amou nt of in jected carbon in each column is 

shown after 100 simulated years. 

COMPUTATIONAL APPROACH 

Fo r o ur ocea n phys ics model, we a re makin g a t ransiti on fro m the 

LLNL verio n of GFDL's MOM to the LAN L POP model. Some 

mod ifica tions to the PO P code will be made to imp rove the 

numerics o f hand ling po int so urces with high spat ial co ncentra

ti on gradi ents. We wi ll use a va ri ety o f stand ard techn iqu es to 

accelerate co nve rgence on sta ti onary in itial co ndi tio ns fo r o ur 

model exper iments (e.g., t ime step splitt ing). Beca use so me ocean 

seq uestrati on st rategies involve po in t so urces, an d the nu me rics of 

the models ass ume relati vely small spatia l co ncentrat io n grad ients, 

we will explo re a nu mber of techniq ues fo r hand ling these large 

gradien ts with in the model. T hese techniques include test ing va ri 

ous tracer advection schemes (e.g., flux corrected transport, the 

Q UICK schem e, etc.), and using results fro m a h igh resolutio n 

regional model ( ru n at MIT) to initialize the global GCM . 

ACCOMPLISHMENTS 

We have pe rfo rmed the h ighest reso lutio n simu lat io ns o f d irect 

C02 injecti on ever perfo rm ed on a global sca le. Results of simula

t ions o f anth ropoge ni c C02 uptake in the So uthern Ocea n we re 

publ ished in Science magazine. We have also perfo rm ed simula

t io ns of iro n fe rt il izat io n o f the ocea n. 

SIGNIFICANCE 

T he rapid accumu lat ion of C02 in the atm osph ere co uld prod uce 

adverse environmental im pacts. T herefo re, we m ust understa nd the 

op tions ava ilable to us to slow th is accum ulation. To meet th is need, 

DOE has crea ted the DOCS, whi ch is jo intly managed by Lawrence 

Be rkeley and Lawrence Livermo re nat io nal labo rato ries and wo rks 

in close co ll abo ratio n with a va riety o f resea rchers in academ ia and 

other institu tions. O ur research will he lp provide the science base 

needed to understan d the effect iveness and the enviro nmenta l 

impacts of va rious ocean ca rbo n sequ estratio n st rategies . 
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Theoretical Study on Catalysis by Protein Enzymes and Ribozyme 

Martin Karplus, Harvard University 

RESEARCH OBJECTIVES 

The goa l of this project is to develop a greater und ersta nding of 

the m echanisms involved in enzyme cata lys is and related protein 

fun ctio ns. We are studying two types of enzymes: proteins and a 

nucleic acid (ham merhead ribozyme). 

COMPUTATIONAL APPROACH 

For active-site models in the gas phase, ab initio or density func

tional (DFT) calculations are used. A few calculations with con

tinuum dieletric models are carried o ut to investigate the effect of 

solvation; the results are compa red with those in the enzyme. 

Those calculations are carried out usi ng mainly Gaussian98 and 

NWChem. To determine the catalytic mechanism in th e presence 

of the enzyme environ m ent, a combined quantum/molecular 

m echani cs (QM/MM) approach is used, performed with the 

CHARMM program. To study the effect of tunn eling o n proton 

or hydrid e transfer, variational transition state th eory is used. 

ACCOMPLISHMENTS 

Hammerh ead ribozymes: Ab initio and DFT ca lcula ti o ns have bee n 

ca rried o ut to study th e rea ction path in th e phosphate este r 

hydrol ysis of an RNA model which represents a minimum active 

site of the hammerhead ribozyme. O ur results help explain the loss 

of cata lyt ic activ ity observed experimentall y when replac in g bridg

ing or no n-bridging m;ygen atoms from the phosphate grou p. 

Yeast chorismate mutase (YCM): Preliminary ca lculations have 

been ca rried out for th e rea rrangement of chorisma te to 

prephenate in the gas phase and in solutio n. Optimized struc

tures for seve ral comfo rm ations have bee n obtained from ab ini

tio and DFT calculations. Our calculations identified a pathway 

for the elimination reaction from chorismate to 4-hydrm.:-yben

zoate and explained the experimental observation that the rela

tive rates of the rea rrangement and elimination reactions depend 

on solvents. 

Triosephosphate isomerase (TIM): Three catalytic mechanisms 

proposed in the literature were studied with the combined 

DFT/MM approach . The two pathways that involve an enediol 

species were found to be give similar values fo r the barriers, in 

satisfactor y agreem ent with expe riment. The mechanism that 

involves intramolecular pro ton transfer in the enediolate was 

found to be energeti cally unfavorable due to the presence of 

His95. We also appli ed var iat ional transit io n state theory (VTST) 

to investigate th e effect of tunn eling on two proton transfer steps 

in T IM. It was found that tunneling has a signifi ca nt but not ve ry 

The energetics were determined for th ree mechanisms proposed for TI M 

catalyzed reactions. Results from reaction path calculations suggest that 

the two mechanisms that involve an enediol intermediate are likely to occu r, 

whi le the direct intra-substrate proton transfer mechanism (in green) is 

energetically unfavorable due to the presence of His95 in the active si te. 

large effect o n th e rate constants at roo m temperature, and 

appea rs to be co nsiste ntly mo re signifi ca nt in enzy me than for 

th e correspo nding reactio n in solu tion. 

SIGNIFICANCE 

Details of the chemica l mech anisms empl oyed by enzy mes to 

serve as cata lysts of biochem ical reactions remain elusive, largely 

because the chemi cal eve nts of bo nd formation and cleavage are 

exceedingly short and are cur rentl y inaccessible to direct experi 

mental measurem ent. Theoretical studies, therefo re, provide valu 

able in sights into enzyme catalysis . 
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Computational Structural Genomics 

Sung-Hou Kim and Igor Grigoriev, 

Lawrence Berkeley National Laboratory 

RESEARCH OBJECTIVES 

O ur object ive is to use comp utat ion to obtain the basic st ru ctura l 

se t for the organisms with completely seq uenced genomes. We 

identify and class ify protein folds in complete ge nomes to find 

new targets for stru ctural ana lys is, pred ict protein st ru ctures 

when possible, and use computati ona l tools for solving protein 

structures from X-ray data. 

COMPUTATIONAL APPROACH 

We have developed two d ifferent methods, Proximity Correlation 

Method (PCM) and Dual Profi le method (D uP), for detecting sim

ila rity of protein fo lds by comparison of protein sequences. In 

these methods we combine secondary structure predictions with 

co rre lat ion of phys ical (in PCM ) or evolu tionary (in DuP) proper

ties of am ino acid res idues. Segments of sequences rather than sin

gle res idues are compared, which substantially increases sensitivity 

in detect ing remote homologues, i. e., proteins with simil ar fo lds 

and low sequence similar it ies that ca nnot be detected by standard 

seq uence compa riso n techniques. For ab initio stru ctural predic

tions, we derived new energy potentials for co ntac ts between 

amino acid residues in protein st ructures an d developed a proce

dure for efficient structure calcu lat ion by torsio n angle dynamics. 
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Using sensitive fold recognition methods (PCM and DuP) 

al lows us to ass ign folds for more prote ins encoded in the 

complete genome of yeast, S. cerevisiae. 

ACCOMPLISHMENTS 

Pilot projects for protein fo ld predi ct ion and comparison have 

been condu cted fo r a few co mpl ete genom es . Detai led ana lysis of 

pro te in fo ld topo logy all owed us to extend a library of protein 

fo ld templates and increase the number of predictio ns in com

ple te genomes. Results of the pi lot projects revea led the folds of 

several hypothetica l proteins in the Methanococcus jannaschii 
ge nome, cl uste rs of proteins with sa me the fold o r fold pat tern in 

geno mes of Mycoplasmas, fold population and functional /s truc

tural relat ionship of yeast prote in s, and structural relatedness of 

proteins from other organi sms. 

We achieved good preliminary results in ab initio prediction of 

protein st ructure. Statistica l analysis of all known protein struc

tures allowed us to derive a new potentia l of contact energy for 

pairs of amin o acid residues. Using this potential and seco ndary 

structure predictions from torsion angl e dynamics, we were able 

to predict con tacts between helices in small glob ular proteins, 

and we bu il t low-resolution protei n st ru ctu res for 28 o ut of 36 

small heli ca l proteins based on ly on seq uence in formatio n - the 

best results that have been achi eved by any method. 

SIGNIFICANCE 

Struct ural characterization of proteins can help to und erstand 

protein fu nct ion , especia ll y when protein sequence does not show 

any signi fica nt similarities to prote ins of known fu nctio n. T he 

computationa l aspect of structura l genomi cs is important 

beca use it ( I) direc ts experimenta l efforts to potential ta rgets, (2) 

reduces the time for so lving protein st ruct ures, and (3) predicts 

fo ld/st ru cture for proteins whose stru cture is difficult to deter

min e experimentall y (du e to low exp ression , solubility, etc.). 
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Computational Studies of Protein Folding 

Peter l'iollrnan, University of California, San Franc:isc:o 

RESEARCH OBJECTIVES 

(l) To stud y the ea rly stage of the foldin g processes of small pro

te in s. (2) To id enti fy impo rtant fo ldin g intermediates by limited 

foldin g simulations using locally enhan ced sa mpling (LES). (3) To 

refin e and eva lu ate th e free energy of stru cture prediction s for 

sm all prote ins. 

COMPUTATIONAL APPROACH 

We use th e AMBER molecul ar mechani cs simulation program 

suite and Ga ussian quantum m echanical calculation packages. 

ACCOMPLISHMENTS 

We have signifi ca ntly improved both the single-CP U performance 

a nd the sca lability of the molecular dynami cs code in AMBER. 

Overa ll , we have achi eved a factor of 6 speedup over the existing 

cod e and significa ntly improved th e sca lability. 

We compl eted a se ri es of microseco nd -sca le molecul a r dynamics 

simula tions o n small proteins, in cluding a fu ll mi c roseco nd and 

two 200 ns simulati o ns on the villin headpi ece and four 200 nsec 

simulations on BBAl that sta rted from full y unfo ld ed sta tes. 

These simulat ions marked th e beginning of direc t simulations of 

the foldin g process with deta iled all -atom representations of both 

protein and solvent that may help us to achieve a full elu cidation 

of prote in foldin g mechanism s. 

From these s imulations, we identified a highly native- like 

ma rginally stabl e fold ing intermediate as well as o th er compact 

intermediate sta tes whose radii of gyration ( i. e., size) a re compa

rable to o r smaller than that of the native state. Thi s suggests th e 

existence of multiple compact intermedi ate states that may play 

roles in the foldin g process and supports th e notion that th e bar

rier separating the folded native state and the unfold ed (or par

tia lly fold ed) non -native states may be en tropic. 

On th e o ther hand , a ll four fo ldin g simulation s on BBAl yielded a 

simil a r stru cture in wh ich th e heli cal seco ndary stru cture formed 

ea rly a nd was m ainta ined throughout the rem ainder of th e simu 

lati o ns. Th is observation suggests tha t th e fo lding process of thi s 

prote in m ay foll ow a simple seco ndary-te rtiary mechanism in 

whi ch sta bl e seco ndary heli ca l stru ctures form in th e ea rly stages 

and the co mpl et io n of the fo lding process is m arked by the fo r

mation o f th e te rti ary co ntacts betwee n these secondary stru c

tures. Th is sce nari o is distin ct from that of th e viii in headpi ece, in 

which th e seco nd ary structures were o nl y partiall y fo rmed eve n 

when the tertia ry co ntacts star ted to form . Ta ken together, th e 

res ults sugges t dive rse foldin g m echanisms. 

A portion of the mercuric ion reductase enzyme, with 

electron transfer co-factors shown in blue and an inter

nal pair of cysteine residues in red . A critical aspect of 

the hypothesized mechanism for the enzyme is the 

flex ibility of the c-term inal helix and loop, which allows 

an outer pair of cysteines to bind mercuric ion from the 

surroundings and pass it to the inner pair of cysteines 

for ox idation. The crystal structure c-terminal helix and 

loop are shown as the white ribbon structure, with the 

outer pair of cysteins shaded green. One structure 

from a molecular dynamics simulation is shown as the 

cyan ribbon, illustrating the flexibility of this region. 

SIGNIFICANCE 

Elu cidation of th e mechanism of protein foldin g has remained a 

scientific challenge for decades. Molecular dynamics simulation 

with full representation of solvent possesses a unique advantage 

to study protein fo lding du e to their atomic level resolution and 

accuracy. 
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Breaking the Scalability Limit of Parallel Molecular Dynamics: 
Simulating the Fastest Folding Proteins in Atomic Detail 

Vijay Pande, Stanford University 

RESERRCH OBJECTIVES 

We propose a new algo rithm for pa ra ll el molecul a r d ynami cs 

(MD ), whi ch bootstraps on to p of current parallel meth odolo

gies and uses relat ively little co mmunicat io n bandwidth. Th is 

all ows scaling of cu rrent codes to 10 to 1000 t imes mo re proces

so rs than currently poss ible. With this new meth od, we will be 

abl e to simul ate co ns iderably lo nger timesca les th an currently 

possible- instead of tens of nanoseconds, ten s of mi croseco nd s. 

Th is increase is particu la rly impo rtant for pro tein fold in g, since 

the fastest proteins fo ld in the mi crosecond regim e. Thus we wi ll 

be able for th e first time to directly fold small prote in s using MD 

simula tions in all -ato m detail. 

COMPUTRTIONRL RPPRORCH 

O ur computation al approach takes adva ntage of the inherent 

kinetics in our system. Like other free energy ba rrier cross in g 

problem s, a protein wande rs arou nd one free energy minimum, 

wa itin g fo r so me rare thermal flu ctu ation to push it over the ba r

rier. It has been demonstrated th at th e t ime to cross the barri er is 

much less th an th e ove rall folding t ime- most of the time is 

spent wa itin g for this fluctuati o n. O ur method pa rall eli zes this 

"wa iting stage": start ing from so me initi al coo rdin ates, we run M 

paralle l simulati o ns (each w ith diffe rent initi al velocities ). If a 

Do proteins designed by man fold like their natural counterparts? 

We compared the folding of two designed zinc fingers to a human 

zinc finger and found that the folding pathway is similar in all three 

proteins: all fold via a partially structured, a-helical intermediate state. 

sys tem has multipl e ba rri ers, thi s meth od ca n be extended to 

handle them as well. 

We bootstrap this method on top of current parallel MD (using 

NAMD). Each simulat io n is a 16-p rocesso r NAMD simula ti o n. 

T hu s, we ge t do ubl e benefits of parall eli za ti o n: from traditional 

M D and fro m o ur "ensemble d ynamics" meth od. 

ACCOMPLISHMENTS 

We have simula ted the unfo lding pathways of two small prote ins 

(z inc fin gers) whi ch fold to the sa me stru cture but have ve ry littl e 

sequen ce simil a rity. We have shown th at in sp ite of litt le simila ri 

ty in seq uence, these pro teins have similar un fo ld ing pathways. 

This lends strong ev idence th at native state to po logy is a primary 

determinant of the nature of the folding pathway. 

SIGNIFICANCE 

Computatio na ll y, this method should be broadl y applica ble to 

any free energy barrier crossing problem , and should be useful 

fo r a nyo ne using MD sim ulat io ns. Scientifi ca ll y, the foldin g o f a 

p rotein in all -atom deta il is a ho ly grail of mode rn co mputat io na l 

biology. Understandi ng how proteins fo ld has broad impli ca tio ns 

in ma ny a reas, incl uding protein des ign, prote in misfo ldi ng 

(beli eved to be related to seve ral diseases), and th e des ign of se lf

asse mbling prote in - like nanostructures. 

PUBLICATIONS 
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Parallel Implementation of Enhanced Atmospheric and Oceanic 
Dynamical Cores in the Next-Generation NCAR CCSM 

Doug Rotman, Art Mirin, John Tannahill, Jose Milovich, and 

Phil Duffy, Lawrence Livermore National Laboratory 

RESEARCH OBJECTIVES 

In collabo ratio n with NCAR and NASA, as well as Lawrence 

Berkeley, Los Ala mos, Oak Ridge, and Argo nn e Natio nal 

Labo rato ries, we are develop ing, implementing, and enh ancing 

the computat io nal capabili ties o f the next -generation NCAR 

Community Climate System Model (CCSM). In particul ar, we are 

improving th e per fo rmance and scalability of the NASA Lin -Rood 

dynamical core in the Community Climate Model (CCM3/4) and 

the barot ropic solver in th e Parallel Ocean Progra m (POP) model. 

COMPUTATIONAL RPPRORCH 

We are expanding the capabilities o f the Lin-Rood dynamical co re 

by implementing 2D message pass ing domain decompositi on 

along with enh anced use o f OpenMP within a p rocess ing node. 

T he ho rizontal discretizati on is built upon th e flu x form semi

Lagran gian transport algo rithms, which have been extended to 

th e shallow wa ter d ynami cal framewo rk. The piecewise parabolic 

method (PPM) is used as the l D building block fo r multi -dimen

sio nal dyna mics and tra nsport. O ur approach is to use a 20 

do main deco m posit io n o f lat itude and alt itude fo r th e dyn amics, 

transpos ing th e data to a 20 lat itude/lo ngitude decompos iti o n fo r 
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The enhanced Lin-Rood dynamica l co re shows excellent scaling 

(-80% effi cient) up to t S-20 processo rs on the NERSC Cray 

T3E and IBM SP2. 

column physics ca lculati o ns, and then transpos ing back to lati 

tude/altitude fo r dynam ics. 

To im prove the perfo rmance and scalab ili ty of the barotrop ic 

solve r, two approaches are being tried: (l) To parall eli ze the baro

clinic so lve r (which scales well ) using typica l 2D ocea n domain 

decompositi o n, but to car ry out th e ba rotropic solver on a small 

number of processo rs to reduce th e communication latency and 

time. (2) To implement a new solver that reduces co m munication 

needs by reorga nizing the calculatio n to allow maximu m use of 

local cell in fo rmation to update the barotropic velociti es. This 

new solve r uses wave front recursio n to eliminate interio r va ri

ables within each domain. This allows the construction of a 

reduced system of equations that involves o nly those va riables 

that are involved in communication across nea rest neighbor 

domain bo undaries. 

ACCOMPLISHMENTS 

We have ca rried o ut timin g and scalability studies of the Lin 

Rood dynami cal co re o n a va riety of platfo rms around th e DOE 

complex. The NERSC IBM SP2 and Cray T3E showed excell ent 

sca ling ( -80% effi ciency) up to 18-20 processo rs. We bega n to 

see a stro ng reduction in para llel efficiency and perfo rm ance as 

we moved to 22 lati tud e subdomains (the maximum allowed at 

this resolutio n). Wh en run in a full climate model, thi s dynami cal 

co re is co upled with a column physics package to update state 

va riabl es. We tested transpose libra ries to ensure accurate res ults 

as well as analyzed transpose timings to ensure effi cient parallel 

execution. 

In the PO P ocea n barotropic solver, we have implem ented the 

wave fro nt recursio n elimination solver on a single processo r 

using a five-point stencil. Tests have been completed o n the use of 

differing decompositions fo r th e ba roclinic and barotropic solvers 

in the ocea n m odel. By reducing th e processo rs used for the 

barotropic solver, a 25% increase in POP ocea n model through

put has been achieved. This is the result of having fewer but larg

er m essages and hence red ucing latency. 

SIGNIFICANCE 

NASA, NCAR, and DOE are jointly developing a next-ge neration 

Community Climate System Model, which will inco rpo rate a 

higher degree of phys ical consistency than is realized in the cur

rent generat ion of spectral and finite-di ffe rence m odels. Thi s pro 

ject aims to enable model simulations o n large parall el machines 

so that longe r and grea ter numbers of lo ng climate simulations 

can be ca rried o ut. 
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PCMDI: Interpreting Differential Temperature Trends at the Surface 
and in the Lower Troposphere 

B. D. Santer, C. Doutriaux, 1. S. Boyle, 1. 1. Hnilo, l'i. E. Taylor, 

and M. F. Wehner, PCMDI, 

Lawrence Livermore National Laboratory 

T. M. L. Wigley and G. A. Meehl, 

National Center for Atmospheric Research 

D. 1. Gaffen, National Oceanic and Atmospheric Administration 

Air Resources Laboratory 

L. Bengtsson, M. Esch, and E. Roeckner, Max Planck Institute 

for Meteorology, Hamburg, Germany 

P. D. Jones, University of East Anglia, Norwich, UK 

RESEARCH OBJECTIVES 

The principal m ission of th e Program for Cl imate Model D iagno

sis and In terco mpar ison (PCMDT) is to develop improved meth 

ods and tools for th e diagnosis, va li da tion, and in tercomparison 

of global cl imate models and to engage in resea rch o n a wide 

va riety of outstand ing problems in climate modelin g and analy

sis. In th is project, we tested vario us in terpretat ions o f the appar

ent d ifference between estimated global-scale temperature trends 

at Ea rth's su rfa ce (as recorded by th ermomete rs) and in th e lower 

troposphere (as mon itored by sa telli tes) . 

COMPUTATIONAL APPROACH 

We performed three tes ts- NOMAS K, VARMASK, and FIX

MASK- to investiga te the effect of coverage differences on th e 

es timated trend d ifferenti al betwee n two data sets: the sa tell ite

based Microwave Sound ing Uni t (MSU) troposp heric temperatu re 

data , and the Intergove rnm ental Panel on Climate Change (IPCC) 

surface data. We then ana lyzed data from 300-yea r co ntro l inte

grat io ns perform ed with three models- ECHAM4/0PYC, PCM, 

and CS M - to explore wheth er the resid ual trend d ifference of 

roughly 0. 1 oc per decade could be explained by natural variab il i

ty of th e cl imate system on decadal t ime sca les. Finally, we used a 

set of th ree perturbation experiments to test the effects of externa l 

forcin g. 

ACCOMPLISHMENTS 

Ou r resul ts show that the observed diffe rence betwee n surface 

and tropospheric temperature changes ca nnot be fu ll y explained 

by coverage d ifferences between sa tellite- and surface-based mea

su rement systems and/or the effects of natural internal climate 

variabi lity. However, we find that both effects m ay m ake substan 

tia l contributions to the observed trend d ifference. A recent 

model result suggests that the observed warmin g of th e surface 

relative to the lower troposp here may be a response to combined 

fo rcing by well - m ixed greenh ouse gases, su lfate aerosols, strato

spheric ozone, and the effects of th e Pinatubo eruption in Ju ne 

199 L. Further sim ul at io ns of the cl imate of the past two decad es 
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Least-squares linear trends and associated 95% confidence 

intervals in modeled and observed surface, 2LT (lower tropo

sphere) , and surface - 2LT temperature time series (panels 

A, B, and C, respectively). Observed trends and confidence 

intervals over 1979- 1998 were computed with annual-mean , 

spatially-averaged IPCC su rface and MSUd 2LT data , using 

FIXMASK masking. Model-based resu lts are from experi

ments with anthropogenic and natural forcings performed wi th 

ECHAM. Model data were processed such that results are 

given for on ly one 20-year period in GSDIO ("1979-1998" in 

model years) and for one 19-year period in GS01 , GS02, 

and GSOP ("1979-1997" in model years). Model results are 

also based on FIXMASK sampling . Confidence in tervals are 

adjusted to account for temporal autocorrelation in the data. 

are needed to determin e the precise ca uses of th e temperature 

trend d ifference. 

SIGNIFICANCE 

Understa nd in g the d iffe rence between surface and tropospher ic 

temperature trends is crucial fo r modeling climate, explaining 

and att ri buting clima tic cha nges, and p lanni ng fo r fu ture cl imate 

moni tor ing. 

PUBLICATIONS 
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Large-Eddy Simulations of Marine Boundary-Layer Clouds 
for Climate Studies and Investigations of Global Aerosols 

Owen Toon and Peter Colarco, Laboratory for Atmospheric and 

Space Physics, University of Colorado, Boulder 

Andrew Ackerman, NASA Ames Research Center 

RESEARCH OBJECTIVES 

The technical objective is to build the most adva nced exp li cit 

aerosol and clo ud microphysics model. The scientific objectives 

a re (l) to explo re the factors that determ ine cloud fract ion in 

tradewind cumu lus, (2) to use the exp licit mi crophys ical model to 

eva lua te the prec ip itation paramete ri zat ions used in simpler mod 

els, (3) to inves tigate the rela tio nsh ip between cloud optica l th ick

ness and sea surface temperatu res, and (4) to investigate the evo

lution of the aerosol size distr ibution and its effect on the atmo

sph ere's radiative budget. 

COMPUTATIONAL APPROACH 

For the d ynami cs, we solve the a nelastic fo rm of th e Nav ier-Stokes 

eq uations in flu x form on a recta ngul a r g rid using fin ite differ

ence tech niques. The advect ion a lgo rithm is seco nd-o rd er acc u

ra te for smooth fl ows. Sub-grid sca le mixin g is so lved th rough 

e ith er a first-order closure or a turbulent kineti c energy mod el. 

For the aerosol and clo ud m icro physics code, the part icle size di s

tributions are reso lved o n a fixed mass g rid with size bins of geo

m etr icall y in creas in g w idth. Co nd ensa t io nal growth is t rea ted 

using the p iecewise po lyno m ia l method fo r advect ion in mass 

space. For the pl ane-para lle l radia ti ve transfer model, particl e 

sca tte r ing a nd abso rption coeffi c ients are ca lc ulated using M ie 

th eo ry. Gaseo us absorption and emi ss io n a re treated usin g a n 
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lsosu rface of cloud water depicting the outer boundary of a trade 

cumulus cloud in si mulati ons for studying the effects of aerosol 

pollution on clouds and hence global climate. The colored contours 

denote the liquid water conten t where the cloud intersects the 

expo nent ial sum fo rmu lati o n. Fo r the min eral dust simu lat io ns, 

we incorporated the NCAR Model fo r Atmospheric Transport 

and C hem istry (MATCH ) into the aeroso l code. 

ACCOMPLISHMENTS 

In o ur simula tions of trad ewind cumulus, we found tha t clo ud 

cove rage depends st ro ngly on the sub-grid sca le (sgs) mixi ng. 

Previously we assum ed the sgs m ixi ng length scale was fixed by 

the model resolution , but we obtained rea listi c results when th e 

sgs mixing length decreased with in creasin g atmospheric stabi lity 

if prec ip itat io n was in cluded. 

In February an d March 1999, a dark, murky haze was o bserved 

throughout th e Ind ian Ocean, and th ere were very few clouds. We 

used our large eddy simul ation model to investigate th e possib il ity 

that so lar hea tin g d ue to the ca rbonaceous haze evaporated th e 

clouds. Our resul ts indicate that a heating rate at noon of only 1 o 

per day is enough to signifi ca ntly reduce the cloud coverage, con 

tradictin g the widespread assumption that increased aerosol load

ings result in more clouds that refl ec t sola r energy back into space. 

We also applied th e model to a case stud y of deser t dust transpo r t 

during the ACE-2 experi ment. These simulations showed good 

ag reement with observed ver tica l profil es o f d ust opti ca l depth 

and particle sizes, and ca ptured the genera l radia tive properties of 

the aeroso l laye r. 

SIGNIFICANCE 

T he indirect effect of aeroso ls on the radiat ive heat budget 

(th rough their impact on cl o ud properti es) represe nts a lead in g 

uncertainty in the effects of mankind on the global cli mate. O n the 

coa rse gr ids of general circul at ion models, the representatio ns of 

clouds (a nd their inte ract io ns with ae rosols) are necessar ily crude. 

Our work a ims to adva nce understanding of cloud processes so 

that they may be more rea list ically trea ted in large-scale models. 
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Coupled Parallel Climate Model (PCM) Applications to Climate 
Change Prediction for the IPCC and the National Assessment: 

High Resolution Studies 

Warren Washington and Gerald Meehl, 

National Center for Atmospheric Research 

Albert Semtner, Naval Postgraduate School 

John Weatherly, U.S. Army Cold Regions Research and 

Engineering Laboratory 

RESEARCH OBJECTIVES 

The ma in purpose of this resea rch is to use th e Parallel C limate 

Model (PCM ) for stud ies of anthropogenica ll y forced climate 

change siii1Ld ati o ns with higher reso lut ion and m o re detail ed 

model components. Because it is d ifficu lt to separate an thro 

pogenic cl imate change from natural climate var iability, it is nec

essa ry to carry out en sembles of simulations in order to stat isti

cally find the cl imate change signal. 

COMPUTATIONAL APPROACH 

Ocean model component: Through co llaboration among LANL, 

NPS, and NCAR, we have developed an ocean co mponent that 

uses the finite d ifference Para ll el Ocean Program (POP ) with a 

d isplaced north po le. T his model was modifi ed fro m the origina l 

This figure depicts a short simulation 

from the Parallel Climate Model 

(PCM). For the atmosphere, the fi g

ure shows vectors depicting the 

winds in the lowest model layer, and 

shows the sea level pressure as 

lines of constant pressure . The su r

face temperatures are shown in 

color, and the sea ice is shown in 

grayscale. 

average reso lu tion of 2/3° latitude and lo ngitude to a ll ow 

increased latitudinal reso luti o n near the equ a to r of app rox imate

ly 1/2°. Also, beca use of th e d isplaced pole, the re is hi gh ho ri zo n

ta l resolut ion in the eas te rn North Pacifi c, in the Arct ic Stra its 

near no rthern Ca nada and Greenland, and the G ul f St ream a rea . 

T he co nt inents and botto m topography were carefu ll y mod ifi ed 

so as to obta in the co rrect vo lume tran sport fl ow in man y 

regions th ro ugh th e globe. T he model in its present form yields 

an extraord inary simulatio n of th e Arctic Ocea n, tropica l Pac ifi c, 

and bo undary currents such as th e Gu lf Stea m , with eddies. POP 

has recent ly bee n reformu lated in term s of data structu res and 

th e use o f memory and cache for enhanced perfo rma nce in a 

m essage pass ing environment. Also, m any add iti o nal model 

physics options have been added to improve the model's fid elity. 

Sea ice model component: This model component is entirely new. 

The th ermodynamic part of th e model uses the phys ics from the 

C. Bitz U nive rsity of Washington ice model, which allows an 

unusuall y high level of deta il , includ ing fi ve o r mo re ice thi ckness 

categor ies and elaborate surface treatment of snow and sea ice 

melt phys ics. Rece n tly, an optio n for us in g elast ic-v iscous-plast ic 

phys ics has been added, usin g the E. Hunke and). Dukowicz 

approach to the so lution of the ice dynami cs. 
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Atmospheric model componen t: The atm ospheric component is th e 

mass ively parall el version of the NCAR Community Climate 

Model version 3 (CCM3) . Thi s state-o f-th e-a rt mod el includes the 

latest versions of radiation, bound ary physics, and precipitation 

physics. We use a T42 ve rsion (approximately 2.5") for most of th e 

simulat ions and will run a single simulati on at TSS (approximate

ly 1.25°) - th e highest resolution climate change simulat ion eve r 

attem pted . 

Flux Coupler: The m ethod of tying the components together and 

all owing the exchange of fluxes and va riables is th e flux co upler. 

Since the component grids are different, th ere is an interpolation 

schem e for passing information between the atmosphere compo

nent grid and the ocean/sea ice grid that has been developed by P. 

Jones of LANL. The interpolation algorithm has been designed to 

run efficiently on distributed m emory architectures. Recently, 

Chris Ding and collaborators at NERSC have improved the per

formance of the flux coupler on parallel computers. 

Higher resolution atmosphere, ocean, and sea-ice models give 

more realistic simulatio ns, but the computer time required for cli

mate change scenarios prohibits conducting many experiments at 

higher resolution. We anticipate that the component interfacing 

through the flux co upler will be sufficiently flexible to handl e a 

large range of resolutions. Therefore, the ongoing DOE-supported 

high reso lution models can use th e sam e stru cture as lower reso

lution m odels. 

ACCOMPLISHMENTS 

Over the pas t year we have accomplished a large ensemble set of 

simulations, showing th e global climate chan ges due to increased 

gree nhouse gases and changes in sulfate aerosols, for the years 

1870-2 100. We believe this is th e largest set of climate change sim

ulations with sta te-of-the-art models in th e United States. We have 

continued to develop improved versions of the co upled model that 

include better sea ice and ocean components and a river transport 

component. Beca use of the importance of regional aspects of cli

mate change, we have developed a hi gher resolution atm osphere 

model component th at has a better defin it ion of the co ntin ents

ocean boundari es as well as an imp roved treatm ent of mountains. 

The archive of PCM simulation data sets has been made available 

to a wide community, including the Intergovernmental Panel on 

Climate Change (IPCC), the U.S. National Assessment of th e 

Potential Co nsequ ences of Climate Variability and Change, and 

va ri ous model intercompari so n projects, including the DOE 

Program for Climate Model Diagnosis and lntercompariso n 

(PCMDI) . 

SIGNIFICANCE 

The DOE Climate Chan ge Predi ction Program is focu sed on 

developing, testing and applying climate simulation and predic

tion models that stay at the leading edge of scientific knowledge 

and computational technology. The intent is to increase dramati

cally both the accuracy and throughput of computer model-based 

predictions of future climate system response to the increased 

concentrations of greenhouse gases on decadal and longer time 

scales. In the Kyoto protocol, there are several climate change sce

narios with emissions of gree nhouse gases and sulfate aerosols 

that must be completed for the U.S. Na tional Assessment. 

PUBLICATIONS 
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Numerical Tokamak Turbulence Project 

B. Cohen, A. Dimits, G. Kerbel, D. Shumaker, and W. Nevins, 

Lawrence Livermore National Laboratory 

W. Lee, M. Beer, G. Hammett, and Z. Lin, Princeton Plasma 

Physics Laboratory 

1.-N. Leboeuf and R. Sydora, University of California, Los Angeles 

V. Lynch, Oak Ridge National Laboratory 

Y. Chen, S. Parker, and C. l'iim, University of Colorado 

P. Snyder, R. Waltz, Y. Omelchenko, and J. Candy, General Atomics 

J. Cummings, Los Alamos National Laboratory 

W. Dorland and S. Novakovski, University of Maryland 

D. Ross, University of Texas 

RESEARCH OBJECTIVES 

T he prim ary resea rch objective of the Numerical Tokam ak 

Turbulence Project (NTTP) is to develop a predictive ability in 

modeling tu rbulent transport due to drift-type instab il ities in the 

core of tokam ak fu sion experiments, through the use of three

dimensio nal kinetic and fluid simulat ions and the derivation of 

reduced models. 

COMPUTATIONAL APPROACH 

We are utilizing three m ain classes of simulation algorithms to 

study core tokamak microturbul ence: gyrokinetic particle-in-cell 

(GK PIC), 50 Eu lerian gy rokinetic (EG K), and gyro- Land au

fluid (GLF). In each case, the simulation domain ca n be either 

globa l or annular (flux tube). (l) The GK PIC simulations are 

based o n PIC methods for the self-consistent so lution of 

Poisso n's equ atio n (or Maxwell + Po isso n in electromagneti c 

extensio ns) and plasma equations of motio n, and domain 

deco mposition methods to run effi ciently in parallel. (2) The 

EGK algor ithm solves for the 50 dist ribution fun ction and 

Maxwell 's eq uat io ns o n a m esh that in cl udes two velocity space 

coord inates (energy and magnetic moment). Four of five dimen 

sions are distributed amo ng PEs for efficient parallel operation. 

The linear terms are treated implicitly. (3) The GLF algo rithm is 

most similar to co nventional fluid dyn amics approaches, since a 

set of fluid moments of the gyrokinetic eq uation are solved 

togeth er with Maxwell 's equations. Typically, four to six velocity 

space mo ments per plasma species are evolved explicitly. 

ACCOIVIPLISHIVIENTS 

In the last year, we have reached several impo rtant milestones: 

We co mpl eted a lengthy exercise benchmarking turbulence simu

latio ns from seve ral different codes. 

We completed: ( l ) A much more extensive systematic set of non

linea r gyro kinetic simulation parameter sca ns of ITG -driven 

transport than before, exploring parts of the physica l parameter 

space new fo r such nonlin ea r studies as well as revealin g new 

depe ndences in regions tha t had been explo red befo re but not as 

syste matica lly. (2) No n linea r inves ti ga tio ns of th e effect of radial 

veloc ity shea r on ITG-d riven transpo rt, lead ing to the discove ry 

of significant new pa rameter depende nces that were hidden in 

prev io us no nlinea r studies and in widely used transport models. 

(3) A study in which the transport red uction by radial p rofi le 

gradient var iation was discove red to be highly sensiti ve to th e 

va rio us terms in the equilibrium radial force balance. ( 4) A char

acteri za ti o n of th e event-size dependence of th e thermal flux car

ri ed by transport events of a given size in ITG-driven turbu lence. 

T hi s provides a key qualitative constraint on any theory that 

claims to describe ITG-driven turbulence. 

We elucidated the importance of zonal flows in ITG-driven turbu

lence, particularly near marginal stability, and particularly in the 

weakly collisional limit that is appropriate for the fusion program. 

We presented the first toroidal electromagnetic simulat ions of 

tokamak microturbulence at invited ta lks at three major scientific 
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This figure shows the radial heat flux from the pg3eq 30 PIC 

code as a function of the radial coordinate , x (in units of the 

ion gyroradius) and time, 1 (in units of the thermal transit 

time). There is a transition at about 1 = 4100 from low-confine

ment reg ime to a high-confinement regime. The low confine

ment regime (I< 4000) is characterized by large heat pulses 

excited by plasma microturbulence which propagate both up 

(toward smal ler values of x) and down (toward larger values 

of x) the ambien t temperature gradient. These large heat 

pulses are absent in the high confinement regime (I> 4200). 
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meetin gs, and in th e literature. We also di scovered th at electron 

sca le turbul ence (ETG mod es) ca n , un der so m e conditi o ns, ca use 

transport comparab le to th at resultin g from lTG modes. 

We discovered a co lli sio nl ess instability whi ch regulates zo nal 

flows in ITG turbul ence. 

We presented deta il ed simulations of plas mas in exper imental 

devices includ in g UCLA's Electric Tokam ak, TEXTOR-94, DIII-D, 

and Alcator C-Mod. 

We have begun to exercise our 3D toroida l hybrid m odel hav in g 

gyrokinetic ions and drift fluid electrons. We have been exploring 

Alfven ic TTG-driven turbulence at moderate plasma f3 with this 

code. In addition , we have recently developed a drift-kinetic elec

tron model usin g the canonical parallel mo mentum formulation 

and the split-weight scheme. We have been using this code to 

study kin etic electron effects and electron transport at low plasma 

3D rendering of potential fluctuations from globa l gyrokinetic particle calcula

tions of ITG-driven turbulence in a large aspect ratio tokamak plasma wi thout 

and with externally imposed localized sheared toroidal flow. 

/3. Finall y, we have been actively developing a PIC method co m 

patible with finite elements and un stru ctured grids that ca n be 

used for add ing a ki neti c pressure term to the nonlinea r MHD 

code NIMROD. We have developed a new parallel algo rithm fo r 

PIC whi ch we ca ll "domain clo ning," whi ch augments a I D 

doma in decomposition without th e co mp lica tions of a second 

dim ensio n. Mu ltiple cop ies of the sub-do mains are sp read across 

processo rs, allowin g for a much large r number of particles and 

m any more processors than grid cell s in the domain -deco mposed 

direction. 

SIGNIFICJ\NCE 

Experiments have shown th at co ntro l of drift-type modes in 

tokamak fus ion experiments leads to major improvem ents in 

plasma energy confinem ent and, hence, fusion co nditions. NTTP 

si mulatio ns are leadin g to a deeper understanding of anomalous 

transport in current experiments. Since con trolling the energy 

transport has sign ificant leverage on the performan ce, size, and 

cost of fusion experiments, reliable simulatio ns can lead to signif

icant cost savin gs and improved performance in future experi

m ents. 

PUBLICJ\TIONS 

A.M. Dimits, M.A. Bee r, G. W. Hammett, C. Kim, S. E. Parker, 

D. E. Shumaker, R. Sydora, A.). Redd, ]. Weiland , M. T. 

Kotschenreuther, W. M. Nevins, G. Bateman , C. Bolton , B. I. 
Co hen, W. D. Dorland , A. H. Krit z, ]. E. Kinsey, L. L. Lao, and j. 

Mandrekas, "Compar isons and physics basis of tokamak transpo rt 

models and turbulence sim ul at ions," Phys. Plasmas 7, 969 (1999) . 
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F. Jenko, W. Do rland , M. Kotschenreuther, and B. N . Rogers, 

"Electro n temperature grad ien t driven turbul ence," Phys. Plasmas 

7, 1904 (2000 ). 

Z. Lin , T. S. Hahm, W. W. Lee, W. M. Tang, and R. B. White, 

"Gyrokin etic simulations in general geometry and applications to 

collisiona l damping of zonal fl ows," Phys. Plasmas 7, 1857 (2000). 
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LLNL Magnetic Fusion Energy Supercomputing 

Bruce Cohen, Maria Caturla, Harry McClean, Andris Dimits, 

Thomas Rognlien, Xueqiao Xu, Alice l'ioniges, Gary l'ierbel, 

Dan Shumaker, Tomas Diaz Delarubia, Lynda LoDestro, 

Marvin Rensink, Brian Wirth, Babak Sadigh, Simon Woodruff, 

and Susanne Ramsey, Lawrence Livermore National Laboratory 

RESEARCH OBJECTIVES 

(l) Edge plasmas: Continued development of sim ul ation tools to 

model the boundary region of magnetic fus ion energy (MFE) 

devices between the hot core plasma and material walls. (2) Core 

transport: Gyrokinet ic simulatio n of drift-wave driven transport 

of energy and plasma across magnetic fie ld lines. (3) Neutron 

interactive materials: Simulations to determ ine the effect of irra

diation on materials properties. ( 4) Simulatio n of spheromak 

plasmas: Extend previous simulat ions of spheromak plasmas to 

study formation , stability, and field line closure. 

COMPUTATIONAL APPROACH 

(l) A 2D fluid transport code (UEDGE) includes multispeci es 

impurities to calc ul ate edge-plasma profiles, and a 3D fluid tur

bulence code (BOUT) pred icts the ano malous turbulence

ind uced transport of particles and energy across the confin ing 

magnetic field in the edge region. (2) In five-p hase-space dimen

siona l part icle simulat ions of plasma, the Vlasov-Maxwell or 

Vlasov-Po isso n syste ms of eq uatio ns are so lved o n a grid in con

figuration space and with a Monte Ca rlo sampling techn ique in 

velocity space. (3) A molecu lar dynamics (MD ) code (MDCASK) 

uses empirica l, alloy interatom ic potent ials to simulate the evo lu

tion of d isplacement cascades, fundamenta l kinet ics properties of 

defects in metals, and the interactio ns between defects. 

ACCOMPLISHMENTS 

(l) Substanti al progress has bee n made in understa nding edge 

turbulence and its ro le in formation of the edge H -mode trans

port barrier. BOUT shows that X-point damping, co upled with 

the change in boundary flow d irection, plays a crucial role in 
determination of the fluctuati on levels. 

(2) Gyrokinetic results are described in the NTTP abstract (pre

vious page). 

(3) Simulations of the evolution of recoils in Cu and W for ener

gies from a few eV to 100 keV show damage in the form of 

vacancy and interst itial clusters in Cu, but few vacancy clusters in 

W. Large-scale MD simulations to study irradiation-produced 

defects in face-centered cubic meta ls show that a key mechanism 

in the format io n of defect-free dislocation channels is the 

absorption of stack in g fault tetra hedra by moving disloca tions. 
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3D BOUT edge plasma simulations show large density fluctua

tions on the outboard side for L-mode ILin/nl - 0.2 and for 

H-mode ILin/nl-0.05 . H-mode structures are broken up and 

their amplitudes are suppressed by flow shear. 

(4) A series of simulat ions indica te how the gun potential, the 

plasma res ist ivity, and the dimensions of the gun and flux co n

server influence formation and magnetic flu x bui ldup in the 

sphero mak p lasma. 

SIGNIFICANCE 

Edge plasmas and core turbul ence are both critica l issues for 

improved perfo rmance of MFE devices. The application of fusion 

as a viable energy source also depends on develop ing st ructural 

materials that ca n withstand the harsh rad iation conditions of the 

fusion environment wi th out experiencing severe degradation. 

PUBLICATIONS 

A. M. Dimits et al. , "Comparisons and physics basis of tokamak 

transport models and turbulence simulations," Phys. Plasmas 7, 

969 (1999). 

M.-]. Catu rla, N. Soneda, E. Alonso, B. D. Wirth, T. Diaz de Ia 

Rubia, and M. Perlado, "Comparative study of radiation damage 

accumulatio n in Cu and Fe," ]. Nucl. Mat. 276, 13 (2000) . 

X. Q. Xu, R. H. Cohen, T. D. Rognl ien, and]. R. Myra, "L-H tran

si tions simulat ions in divertor geometry," Phys. Plasmas 7, 1951 

(2000). 
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Simulation of Intense Beams for Heavy-Ion Fusion 

Alex Friedman, William M. Sharp, and David P. Grote, 

Lawrence Berkeley National Laboratory 

RESEARCH OBJECTIVES 

To model beam dynamics for heavy- ion fusion (HTF) in acce lera

tors and in fusion chambers. 

COMPUTATIONAL APPROACH 

A hierarchy of codes is used for numerical simulatio n of bea m 

dynamics in heavy-ion accelerators. TBEAM is first used for glob

al optimization. A truncated-moment beam module in WARP is 

then used for refining the physics design and for generat ing the 

fields for beam acceleration, compression, and longitudinal con

trol. Detailed accelerator simulations are done mainly with the 

electrostatic particle-in-cell (PIC) modules of WARP. A 2D semi

Lagrangian Vlasov code is being developed to study halo ques

tions and to corroborate the PIC modeling. Beam transport 

modelin g in th e fusio n chamber has been done w ith the axisym

metric PIC code BlCrz and with the m ore modern 2D/3D code 

BPIC. Mission Resea rch Corporation will use their parallel 

2D/3D electromagnetic PIC code LSP to invest iga te chamber

transpo rt sce na rios usin g higher pl asma densities. 

ACCOMPLISHMENTS 

Much of the simula ti o n wo rk has focused o n develop in g th e 

physics design of the Integrated Resea rch Experiment (IRE). 

WARP simulat io ns of severa l represe ntat ive layo uts were m ade to 

quantify such pheno m ena as emittance growth, bea m halo for

mation, and transverse-longitudinal co uplin g. Sim ulations exa m 

ining th e effects of quadrupo le offsets and ideali zed steerin g were 

also carried out. Initial steps have been taken to des ign and si mu 

late a drift compression system. 

Simulations were also used to design and support other experi

m ents. For beam inj ectors, extensive simulation was carried out 

to determine the sensitivity of the 2 MeV injector to changes in 

geometry, voltage, and source uniformity. A multiple-beamlet 

inj ector has been designed that promises a higher average curren t 

density than a si ngle large-aperture beam injector. Simulat io ns 

were also done for the High-Current Experiment (H CX), the 

Sca led Final-Focus Experime nt, the Un ivers ity of Maryland elec

tron ring expe rim en t, and the European approach to heavy- ion 

fus ion. 

Finally, simulat ions were used to study seve ral basic quest ions of 

accelerator phys ics, in cluding beam splitting and halos. A prelim

inary investigation of impedan ce effects on longitudinal instab ili 

ty found that a coasting beam under so me conditio ns remains 

stabl e thro ugh hundreds of accelerat in g modules. 

0.005 

x 0.000 

- 0 005 

- 0.01 

X' vs X 

0.00 
X 

0.01 

..--< 

0 
I 

Q) 

0 
0 
0 
0 
L() 

-
..--< 

0 
I 

Q) 

0 
0 
0 
0 
L() 

I 
II 

0 
~ 
0 

D 
c 
-~ 

N 

3D WARP simulation of a novel merging-beamlet ion beam 

injector. On the order of 1 00 beam lets are independently accel

erated to 1.2 MeV and then merged to form a single beam 

with a current of 0.5 A. The transverse phase space, (x, vxlvz) 

projection at 1.6 m after the end of the accelerating Pierce 

column , shows the beamlets as they begin to mix. The parti

cles are co lor coded based on the beamlet they began in. 

SIGNIFICANCE 

T he U.S. T-JfF program is charged with develop in g an accelera tor 

and focusing system ca pable of igniting inertia l-fusion targets at a 

cost that is competitive with o ther lo ng-term energy so urces. 

Achieving th is object ive requires significa nt adva nces in beam 

physics and in accelerato r sc ience and technology. N umerica l sim

ulations are essentia l for all aspec ts of the HI F program, including 

interpreting the results of ongo ing experiments and develop in g 

and optimizing the designs of future experim ents. 

PUBLICATIONS 

A. Friedma n, D. P. Grote, E. P. Lee, and E. Sonnendru cke r, "Beam 

simulations fo r IRE and driver: Status and strategy," 13th Inter

national Heavy-Ion Fusion Symposium, 12-17 March 2000, Sa n 

Diego, CA; Nuclear Instruments and Methods in Physics Research 

( in press) . 

D. P. Grote, A. Friedman, G. D. Craig, W. M. Sharp, and I. Haber, 

"Progress toward so u rce-to-target simulations," 13th International 

Heavy-Ion Fusion Symposium, 12-1 7 March 2000, San Diego, CA; 

Nuclear Instrum ents and Methods in Physics Research (in press) . 

E. Sonn endru cker, A. Fr iedman , ]. ]. Barnard, D.P. Grote, and 

S.M. Lund , "S imulation of heavy ion beams with a semi

Lagra ngian Vlasov so lver," 13th International Heavy-Ion Fusion 

Sympos ium , 12-17 March 2000, Sa n Diego, CA; Nuclea r 

Instruments and Methods in Physics Resea rch ( in press). 

http:/ /fusio n .lbl.gov /U S_H IF. h tm I 

S CIENCE HIGHLIGHTS I FUSION ENERGY SCIENCE S 



University of Maryland Fusion Energy Research 

Parvez Guzdar, Bill Dorland, James Drake, Adil Hassam, Robert 

Kleva, and Barrett Rogers, University of Maryland 

RESERRCH OBJECTIVES 

T he Maryland Theo ry and Compu tat ional Physics Magnetic 

Fusion Energy Prog ram focu ses on (J ) 30 simulatio n of particle, 

ion , and electron energy transport in the co re a nd edge region of 

tokamak plasm as using two-fluid Braginskii equations, gyrofluid 

equa tio ns, and Vlasov codes; (2) 30 simula t ion of high-j3 disrup

tion s, sawtooth crashes, and pellet inj ection for tokamak p lasmas 

using a toro idal res istive magnetohydrodyn amics (MHO ) and 

two-fluid code; (3) 20 and 3D simulations of novel centrifugal 

co nfin ement devices using MHO codes; ( 4) 20 an d 30 hybrid 

simulat io ns of collisio nless reconnection; and (5) 30 gyroki neti c 

simulat io ns o f the levita ted magnetic d ipo le experiment (LOX) at 

the Massachusetts Institute of Technology. 

COMPUTRTIONRL ftPPROftCH 

For a ll th e two- flui d Braginskii and MHO codes for the studies 

listed above, the basic codes solve a co upled syste m of co nvect ion

diffusio n eq uat ions. For these codes we use a lea pfrog trapezo idal 

a lgorithm for the t ime stepping and a fourth -o rder up-wind finite 

differencing scheme for th e spatia l convective derivatives. 

The figure shows three isosurfaces of the pressure from a 3D 

res istive MHO simulation of high {3. 

The second -o rder accurate gyrok in eti c a lgo rithm we use is co m 

pr ised of a n impli cit treatment of th e lin ea r dynamics; an explicit, 

pseudo-spectra l treatment of the non linea r te rms; and an Adams

Bash forth integrato r in t im e. Parall elizat ion is accomplished with 

MPl and SHMEM li b ra ries. The gy rok inetic problem involves th e 

usua l 30 spatial gr id , as well as a 20 velocity space grid , for a 

tota l of five dimen sions. We d iv ide four of the dimen sio ns at a 

time over processors to achieve a high degree of paralleliza tion 

with good load balancing. 

Our 3D gyro fluid code sha res all com municatio n and pse udo

spectral evaluation modul es with the gyrok in etic code, as we ll as 

the design ph ilosophy. Two of the spatial doma ins are spread 

among processors at any given time. 

acCOMPLISHMENTS 

During the last year we made progress on three a reas which 

req uired la rge-scale computation: (1) nonlinear simulations of 1]; 

modes to understand electron energy transport, (2) hybrid simu

lation for the study of collision less reconnection, and (3) high

resolu tion simulations of high j3 disrupti ons of tokamaks. 

SIGNIF I CRNCE 

T hese studies foc us on the most im portant problems for under

sta nding the issues of anomalo us co nfinem ent and MHO, and 

coll isionless disruption and reco nn ection processes that limit the 

pa ram eter space of stabl e opera tion of tokamak devices. T he 

codes that we have developed may also be used to study the co n

finem ent and stab ili ty prope rti es of no n- tokamak devi ces, such 

as the levitated dipole and centri fuga l co nfin ement configura 

tion s. T he physics th at we lea rn from th ese studies has motivated 

the study o f a novel centri fuga l co nfinement device wh ich in co r

porates the positive features of shear flow suppression of 

microinstabilities and the associated redu ction in anom alous 

transpo rt. 

PUBLICaTIONS 

M. Shay, J. Drake, B. Rogers, and R. Denton, "The scaling of colli

sionless, magnetic reconnection for large systems," Geophys. Res. 

Lett. 26, 2163 (1999) . 

A. Zeiler, J. Drake, and B. Rogers, "Magnetic recon nection in 

toroidal 1J; mode turbulence," Phys. Rev. Lett. 84, 99 (2000). 

R. G. Kleva and P. N. Guzdar, "Nonlin ea r stability limit in h igh j3 

tokamaks," Phys. Plasmas 7, 11 63 (2000). 
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3D Modeling of Fusion Plasmas 

Stephen Jardin, W. W. Lee, Z. Lin, D. Stotler, D. Mikkelsen, 

W. Park, M. A. Beer, and G. W. Hammett, 

Princeton Plasma Physics Laboratory 

RESEARCH OBJECTIVES 

(l) Improvin g th e existing 3D gyrokinetic particle code to study 

neoclass ica l and turbulent transpo rt in to kam aks and stell arators, 

as well as to inves ti ga te ho t-part icle physics, toroidal Alfven 

m odes, and neoclassical tea ring m odes. (2) Enhancing the exist

ing 3D bea m equilibrium, stabili ty, and transport (BEST ) code, 

used for two -strea m and fi lamentation instability studies for 

space-charge dominated beam s in accelerators and chamber 

transport in heavy ion fu sion resea rch . (3) Developing a new 8[ 
simulation model with applicatio n to studi es of laser-plasma 

interaction physics in the areas of turbul ence an d transport. ( 4) 

Study of tokamak and stellarator plasm a turbulence with a 3D 

flux- tube gyrofluid code (GRYFFIN), which has recently been 

extended to include equilibrium-sca le shea red EX B flows. (5) 

Co upling the DEGAS 2 Monte Ca rlo neutral transpo rt code and 

th e UEDGE fluid pl as m a transpo rt code to analyze experim ental 

resul ts and p redict scrape-off layer conditio ns in future devices. 

COMPUTATIONAL APPROACH 

( 1 and 2) T he pa rticle-in-cell method is used fo r t ranspo rt stud 

ies. (3) A 2D 8[ io n + fluid electro n code has been developed to 

study lase r-drive n aco ustic turbulence. A l D Monte-Ca rlo code 

fo r stu dy in g no ncl ass ica l dr ive and transport of electrons in laser

plasm a instabiliti es is being developed. (4) The gyrofluid code is a 

3D nonlin ea r pse ud o-spectral code, using both spectral and grid 

Results from large-scale ful l torus gyrok inetic particle simulations 

of plasma microtu rbulence in tokamak with device-size scans fo r 

rea listic paramete rs show that Bohm-l ike transport can be driven by 

microscopic-sca le fluctuations with isotropic spectra. These simula

ti on results resolve some apparent physics con trad ictions between 

experimental observati ons and turbulent transport theori es. 

rep rese ntations with fas t Fouri er transfo rms between the two rep

resentat io ns. (5) The DEGAS 2 code has been para llelized and 

demonstrates excellent scaling. V\'hile UEDGE has been paral

lelized, so me tes ting and possible improvem ents remain . Since th e 

two codes parallelize di fferently, schemes fo r pa ralleli zin g th e cou

pled code system must be established and evalu ated. 

ACCOMPLISHMENTS 

Us in g the GTC code, we dem onstrated the importan ce of nonlin 

early generated zonal flow fo r the redu ction of ion thermal trans

port , as well as the ro le played by ion-io n collisions for the burst

ing behavio r obse rved in th e tokam ak experiments. We used the 

BEST code to study two-stream instabilities in space-charge-dom

inated beams in accelerators, helping to explain the beam loss 

observed in va rio us m achines. We demonstrated numerically the 

existence of non -KV equilibri a in a periodic fo cusing lattice. We 

devised an efficient numerical particle schem e for treating elec
trons; it enables us to circumvent the parallel Courant condition . 

We extended the nonlinea r gy rofluid code to include equilibrium

scale-sheared Ex B flows, with a coordinate system that shears in 

tim e to follow the flow. The nonl inear effects of this equilibrium

shea red flow can be significantly di fferent than the linea r effects. 

O ur gyrokinetic continuum simulati ons show th at electro n- tem

perature-gradi ent turbulence ca n be mu ch larger th an suggested 

by naive scalin g from ion -temperature-gradient turbul ence 

beca use of th e di fferent adiabiatic species response . We used the 

DEGAS 2 code to interpret CMOD data and have co m pleted the 

initial co upling o f the UEDGE an d DEGAS 2 codes. 

SIGNIFICANCE 

Three-dimensio nal modeling helps build a fund amental under

sta ndin g o f plas ma turbul ence processes and turbulence suppres

sio n meth ods, improves the analysis of experimental results, and 

suggests new ways to improve magnetic and heavy ion fu sion 

reactor designs. 

PUBLICATIONS 

Z. Lin, T. S. Hahm, W. W. Lee, W. M. Tang, and R. B. \1\'hite, 

"Gyrokinetic simulations in general geom etry and applications to 

collisional damping of zo nal fl ows," Phys. Pl asmas 7, 1857 (2000 ). 

Z. Lin, M. S. Chance, T. S. H ahm, ). A. Krommes, W. W. Lee, I. 
Manuilskiy, H. E. Mynick, H. Q in, G. Rewoldt, W. M. Tang, and 

R. B. \1\'hite, "Numerical and theoretica l studies of turbulence and 

transport with E X B shea r fl ows," N uclear Fusion 40, 737 (2000 ). 

I. Ma nuil skiy and W. W. Lee, "The split- we ight particle simulati on 

scheme fo r plasm as," Phys. Pl asmas 7, 138 1 (2000). 
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Magnetohydrodynamic Codes for Fusion Applications 

Dalton Schnack and Scott l'iruger, 

Science Applications International Corp. 

RESEARCH OBJECTIVES 

O ur resea rch objective is to provide comp uta tio nal tools and sup

port for th e stud y o f macroscopic instabilities in the magnetic 

co nfinement fu sio n community, especially th e DlTI-D Tokamak. 

All of o ur codes use the (extended) magnetohydrodynamic 

(MHD ) equat io ns, and are no nlinea r, initia l-value codes. 

COMPUTATIONAL APPROACH 

We use NERSC reso urces for several of our MHD codes, but the 

primary one is NIMROD, a relatively new code built to take 

advantage of new co mputer architectures. It uses a combined 

finite element/Fo uri er series spatial representation with a time

split, semi-impli cit advance. The semi-implicit t ime advance 

requires the inversion of matrices which are ext remely ill-condi

ti oned due to the anisotropy ca used by the m agnetic fi eld and the 

disparate time scales of th e instab il it ies we wish to study (Alfven 

wave tim e scale mu ch shorter than instability growth time ). T he 

Numerical simulation of the nonlinear MHO evolution of shot 86144 in the 

0 111-D Tokamak at General Atomics, San Diego. Deformed pressure surfaces 

and magnetic field line trajectories are shown . The simulation used a realistic 

val ue of the plasma resistivity and was performed with the NIMROD code on 

the NERSC T3E. 

matrices are inverted using either a NIMROD-develo ped co nju 

ga te grad ient so lve r or th e AZTEC software package. NIM ROD is 

an extrem ely sophisticated code th at wo rks in ax isy mmetri c 

geo met ries and for problems req uiring the extend ed MHD eq ua

ti ons (MHD + 2- fluid +adva nced clos ures). 

ACCOMPLISHMENTS 

Ma ny numeri ca l problems were discovered in trying to simu late a 

high-j3 d isrupti on of the Dfll - D tokamak. Most of the problems 

were fou nd to be due to th e preprocessing of the DIII-D data. 

Now that th e problems are so lved, work is un der way to co mpare 

theo ry to experiment. 

A tearing mode unstable case was identifi ed in a simple (cylindri

ca l) geometry, and efforts were made to run this case as high in 

m agnetic Lundquist number as possible. Linea rl y, NIMROD was 

able to achieve converged so luti ons at a Lundqui st number of 109 

du e to grid packing. No nl inea rl y, converged solutions were 

achieved at 107. Efforts are now under way to exte nd this type of 

parameter pushin g to rea listic DIII-D equi libri a. 

SIGNIFICANCE 

The codes desc ribed here are des igned to do no nlin ea r, ini tia l

value simu lat io ns of long-wavelength pheno mena in fu sio n-rele

vant plasmas. T hese types of motions severely constrain th e oper

a tin g regime of fusio n experiments. By deve loping and applyin g 

powerful co mp utatio nal tools to the study of these problems, o ur 

understandin g of these operationa l li m its wi ll in crease, lead ing to 

better design and operatio n of fusion experiments. O ur p rimary 

focus is suppo rt of the Dll l-D Tokamak, th e la rges t fu sio n ex per

iment in th e U. S. program. 
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Plasma Confinement, Stability, Heating and Optimization 
in Stellarators and Tokama)(s 

Don Spong, Vickie Lynch, Steven Hirshman, Ben Carreras, and 

Donald B. Batchelor, Oak Ridge National Laboratory 

RESEARCH OBJECTIVES 

The O RN L Fusio n T heory Group is pursuin g co mputatio nal 

research in fo ur a reas: stella rato r optimiza tion and physics, stel

lara to r transpo rt and heating, plasma turbul en ce and its effects on 

tra nspo rt, and radio frequ ency (rf) hea tin g of plasm as. 

COMPUTATIONAL APPROACH 

Stellarator optimizations are carried out using a steepest-descent 

m ethod to minimize a variation al form fo r the 3D plasm a equilibri

um. The plasm a optimization is then carried out with a Levenberg

Marquardt algorithm. We are using a 3D model of turbulence

induced transport to evaluate the role of avalanches. We have also 

used particle tracers to estimate th e anomalous diffusion exponent 

associated with this model. Coupl ed partial di fferential equations 

fo r the ion density, parallel velocity, and temperature are evolved in 

time in the presence of a noise source in th e temperature equation 

(to simulate hea ting). Finite differences in radius and Fo urier 

expansions in the toro idal and polo id al angles are used. The time 

stepping scheme is tim e- impli cit fo r th e linea r terms and time

explicit for the no nlin ea r terms. Rf hea ting uses combinatio ns of 

Fourier and finite differen ce representation s fo r the tim e-va rying 

electri c and magnetic fi elds used in pl as ma heatin g and current 

drive. Mali.'Well 's equati ons co upled with vario us fo rms of th e plas

ma dielectric tenso r are then solved over the pl asma volume. 

0.6 

Magneti c Field Strength (Tesla) 

Outer magnetic flux isosurface (color contours show magnetic 

fi eld strength) and magnet coil s (light blue) for a three-field-peri

od , high f3 (23%), quasi-poloidal stellarator. This configuration 

has been numerically designed using physics-based stability 

and confinement optimizati on targ ets. 

ACCOMPLISHMENTS 

New stell a rato r phys ics optimi za ti on ta rgets added durin g th e 

past yea r include th e self-co nsistent bootstrap current, ballooning 

stability, direct ta rgeting of transport coeffi cients usin g th e D KES 

code, an d co nfinem ent imp rovem ent usin g the lon gitudinal adi a

batic inva rian t. These targets have all owed us to des ign co m pact 

ste lla rato rs with hi gher ball oo ning stability limits (up to 23% sta

bl e /3) and improved neoclass ical confin em ent properti es. The 

stella ra to r Monte Carl o code has been extensively used to analyze 

th e transpo rt physics o f existing stella rato r configurations and 

new designs generated by the stellarato r optimization code. This 

code identified the grea tly improved transport that can be 

achieved for the recently developed high f3 (23%) co nfiguration s. 

Using a 3D model of turbulence-induced transport, we are evalu 

ating the role of avalanches. We have also used particle tracers to 

estimate the anomalous diffusion exponent associated with this 

m odel. Preliminary results indi cate that the tracer pa rti cle trans

po rt is closer to ballistic th an diffusive. 

The 2D spectral code fo r rf heating ca n now so lve up to 120,000 

dense equations with direct (no niterative) ScaLAPACK so lutio ns 

and achieves up to 0.6 terafl op/sec perfo rmance. Thi s code is 

being used to analyze high harm onic fas t-wa ve propagatio n in th e 

Na tion al Spheri cal Torus Experiment a t Prin ceto n Pl asma Physics 

Labo ra to ry. 

SIGNIFICANCE 

T he development o f new co mpact stella rato rs all ows la rger

volume plasm as to be designed at a fixed cost. Larger-volume 

plasmas a re less edge-domina ted , lose less energy from charge 

exchange, and as a result allow better science to be ca rried out. 

Compact pl as mas co uld also lower development costs and allow 

sm aller, more m odula r devices to be built. If successful , this co uld 

significantly improve the economics of fu sion power. Improved 

understanding of transport and rf hea ting could lead to smaller, 

more reliable, and less costly fusion reactors. 
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Equilibrium, Stability, and Transport Studies 
of Toroidal Magnetic Confinement Systems 

A. D. Turnbull, J. Candy, M. S. Chu, J. R. Ferron, L. L. Lao, 

Y. Omelchenko, P. B. Snyder, G. Staebler, R. E. Waltz, and 

the DIII-D team, General Atomics, Inc . 

A. M. Garofalo, Columbia University 

E. J. Kinsey, Lehigh University 

W. Wang, University of California, Irvine 

RESEARCH OBJECTIVES 

T he aim of this resea rch is fourfo ld : (1) Provide support ca lcula 

ti ons for th e DIII -D Na tion al Fusio n Facility, including experimen

tal predict ions and analysis and interpretation of data. (2) Establish 

an improved th eoretical and computational scientific basis for th e 

phys ics of fu sion plasm as. (3) Optimize prese ntly known Advanced 

Tokamak (AT) configurations for hi gh perfo rman ce and identify 

potential new co nfigurat ions. (4) Explore and optimize alternative 

magnetic confinement co nfiguratio ns, and elu cidate the relation

ships between these and tokamak co nfiguratio ns. 

COMPUTATIONAL APPROACH 

The principa l codes used are EFIT and TOQ (equilibrium ); GATO, 

TWIST-R, MARS, and BALOO (MHO stabi li ty ); GLF23, BAL

DUR, TRANSP, ONETWO, CO RSICA, MCGO, and P2D (trans

port and fu eling); CQL3D, CU RRAY, and TORAY (current dri ve); 

and UEDGE and DEGAS (edge phys ics) . New co mputat io nal tools 
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Calculations done at NERSC explain the observed large 

improvement in the confinement of tokamak discharges 

seeded with neon impurities. The figure shows a fully kinet

ic linear growth rate calcu lation for lTG modes over a range 

of wavenumbers, with reduced growth rates at the high end 

of the wavenumber spectrum for the discharge with neon . 

The inset shows the evolution of the measu red elect ron 

density fluctuati ons; the discharge with injected neon impu

riti es shows a marked drop in fluctuation leve l, indicating 

reduced turbu lence. 

be in g deve loped and tes ted include lin ea ri zed MHO stability 

codes (ELITE, TWIST- R) a nd the hi ghl y para llelized simul ation 

codes GYRO, GRYFFIN, and FORTEC. 

ACCOMPLISHMENTS 

Gyrokinetic g rowth rate ca lcula tions ana lyzing the dri ft-wave sta

bil ity of a va riety o f tokamak plasmas fo und th at discharges with 

neo n inj ection had improved energy co nfin ement due to the sup

press ion of io n temperature gradi ent ( lTG) mode turbulence. The 

growth ra tes were reduced bo th direct ly by th e neon and byE X B 

shea r, w hi ch was synergistica ll y enh anced . T hese neon- injec ti on 

discharges have significa nt potential as a new o ptio n for improved 

confin ement in ATs. 

New electromagnetic gyrofluid simulati o ns of tokamak plasm as, 

which quantified the transition from electrosta tic to electromag

neti c turbul en ce with increasin g [3, ca ll into qu estion the validi ty 

of th e electrosta tic ap proximation com mo nly employed in turbu

lent transpo rt studies . The new simul ation s fo und that microtur

bu lence takes on an electro magneti c cha racter even at low va lues 

of [3, and th at signifi ca nt electroma gnetic effects on turbu lent 

transport occur. 

A new wo rking mod el of edge loca lized modes (ELMs), whi ch have 

been obse rved but poo rl y unde rstood for two decades, was devel

o ped and shown to describe th e Dlll -0 ELM behavio r well. 

Analys is of res ults from res isti ve wa ll mode (RWM) closed loop 

feedback experim ents in 0 111 -D showed th e first clea r ev id ence 

that the n = J RW M ca n be co ntrolled by an appli ed extern al mag

neti c fi eld. 

SIGNIFICANCE 

Recent progress in fusion has been accelerated as a res ult of a 

strong co upling between theo ry, co mputati o n, and experim ents. 

Prev io us calculations over the past decade identified several 

extremely promisin g AT co nfi gurations that a re now th e fo cus of 

the U.S. tokamak program. AT and a lte rn ative configurat ions 

need to be optimized further to guide future experiments. 
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Lattice Boltzmann Simulations for Divertor 
Physics and Turbulence 

George Vahala, College of William and Mary 

Linda Vahala, Old Dominion University 

Pavol Pavlo, Institute of Plasma Physics, Czech Academy 

RESEARCH OBJECTIVES 

Therm al latti ce Boltzm ann m odeling (TLBM) is an ideal MPP 

computat ion al tool to stud y nonlinea r macroscopic systems. In 

the diverto r regime, where the neutral collisionality roam s from 

very collisional (fluid ) to weakly collisional (Monte Carlo), 

TLBM can give a unifi ed fram ewo rk, and thus avoid the sti ff 

problem of coupling UEDGE to Mo nte Carlo. Our current codes 

run at a kinetic Courant number CFL = 1, so that no num erical 

diffusion or dissipation is introduced. 

COMPUTATIONAL APPROACH 

TLBM discretizes the Bhatnagar-G ross-Krook (BGK) kinetic 

equ ation to solve the system on a lattice. In its simplest form, the 

algo r ithm advances the distribution at time t to time t + 1 by (a) 

free-streaming (a t CFL = 1) the distributio n fun cti on from o ne 
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Evolution of 20 jet flow at Mach number 0.5 between constant temperatu re 

wa lls using th e 9-bit energy-dependent lattice: a long-time compari son of the 

sca ling integrity of the flows for Reynolds number = 20,000. Left column 

timestep = 300 K, temperature= 8.0 (- 6), vO = 2.0 (-3). Right colum n: 

timestep = 60 K, temperature= 2.0 (-4), vO = 1.0 (-2). 

spati al node to nea rest lattice ne ighbo rs (this only invo lves th e 

shi ft operation an d use of MPI to hand le bo undary po ints in the 

domain decom pos iti on ); (b) recomputing local mean va riables 

(simple sum matio ns, a local operatio n); (c) linea r collisio nal 

relaxa tion (local operati on). 

ACCOMPLISHMENTS 

In ord er to im prove the numerica l stab il ity of TLBM, we are 

employing an energy- dependent octago nal 2D latti ce. Ini tial 

results are very promising as we investigate jet flow into highly 

stratified background . 

As we move to m odeling diverto r physics, we have been investi

ga ting two-fluid equilibration. In particular, we have been exam

ining the effe cts of velocity shear turbulence of a lighter species 

on a laminar heavier species. We have verified the Morse 1967 

th eory dealing with the rate of species tempera ture equilibration 

to velocity equilibration. Th is is dimensio n independent fo r 

weakly turbulen t systems. 

SIGNIFICANCE 

In the standard computationa l fluid dynamics app roach to so lv

ing th e nonlinea r equations, one must hand le th e non linea r 

Riemann problem and over 30% of th e CPU tim e is spent in 

resolvin g th e nonlinea r co nvective deriva tive. In TLBM, one side

steps the Riemann problem altogeth er and can use Lagrangian 

strea ming to hand le th e linea r advective deri va tive. In essence, by 

embedding the nonlinear system into higher dimensional phase 

space (i. e., by going to a li neari zed kinetic descriptio n), we ca n 

choose a sim plifie d system (e.g., a BGK collision operato r) to 

recover th e desired equati o ns. T h is co ncept is simi lar to using 

multi -scale perturbatio n theory to solve singular problem s in 

applied math /physics. TLBM codes are very well suited for paral

lel m achines. 
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Phenomenology with O(a) Improved Lattice QCD 

Rajan Gupta, Tanmoy Bhattacharya, and Weonjong Lee, 

Los Alamos National Laboratory 

Stephen Sharpe, University of Washington 

RESEARCH OBJECTIVES 

Lattice QCD provides th e most prom ising non-perturbat ive 

app roach to so lving the highly no n-linea r behav io r of quarks and 

glu ons, the bui ldin g blocks of stro ngly interac tin g par ti cles. A 

price paid for discretizin g Q CD o nto a space-time grid to make it 

am enable to numeri cal simulat io ns is the int rod uctio n of erro rs 

associated with th e granularity of the latti ce. These errors ca n be 

reduced by improving the disc retiza tion scheme and by calculat

ing the quantum corrections on the operators. Our goal is to 

ca rry out a study of phenomenologically interesting quantities 

using a theory for wh ich all corrections needed to remove th e 

leading discret iza tion errors, i. e., li nea r in the lattice spacing, 

have been determined non-perturbatively. 
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A fit of the form cv = cv(OI + cv(11/(m1 -~) to extract the 

improvement constant for the vector current. The pole 

term is an artifact of lattice discretization , and resolved 

in our calculati on. 

COMPUTATIONAL APPROACH 

The basic too ls fo r stud yin g fi eld th eo ries like QCD on a co mput

er a re: (l ) Mo nte Ca rlo methods for generating importance sa m 

pled backgro und ga uge co nfigurat io ns. We have used a co mbina 

tio n of Metropolis and over- relaxed algo rithms. (2) The calc ula

tio n of qu ark propaga tors by inverting the D irac matrix. We have 

done th is using a stab ili zed bi -co njuga te gradi ent iterative so lve r. 

Usi ng these ga uge and quark degrees of freedom, physica l quanti 

ti es are extracted by co nstru cting ga uge- in va ri ant co rrela tio n 

fun ction s. 

ACCOMPLISHMENTS 

We have extended the method based on using axial and vecto r 

Ward identities to calculate the renormaliza tion and improve

ment constants fo r lattice QCD. These include all the scale inde

pendent renormaliza tion co nstants, the m ass dependence of the 

renormali zatio n co nsta nts for all quark b il inea r operators, the 

improvement constants for currents, and the coeffi cients of the 

equation of motion operators that a rise at O(a) . Prec ise results 

have been obta ined for two va lues of th e latt ice scale at whi ch ca l

cul ations by many lattice co ll aborations have been do ne. One of 

the highlights of o ur approach - the result for the improvement 

constant fo r th e vecto r cur rent- is shown in the figure. T he 

un certain ty in thi s qu ant ity was redu ced by a fac to r of 4 com 

pa red to a n ea rlier meth od used by the ALPHA collaboration. 

SIGNIFICANCE 

In order to ob tain the full improvement in scaling behav io r of 

quantities ca lcu la ted usin g better discretiza ti o n schemes for th e 

la tti ce ac ti o n, it is a lso necessa ry to dete rmin e all the reno rmaliza

ti on and improvem ent constants. O ur results wi ll be used by a ll 

lattice coll abo rat io ns using the Symanzik O(a) im p roved latt ice 

theo ry and wi ll also form the basi s for our future ca lculatio ns. 
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Continuing Studies of Plasma-Based Accelerators 

Chan Joshi and Warren Mori, 

University of California, Los Angeles 

RESEARCH OBJECTIVES 

This resea rch attem pts to test th e feas ibility of va rio us pl as ma

based accelerato r concepts, to model full -scale plasma-based 

accelerato r experim en ts, and to help develo p new advanced accel

erato r co ncepts . The m ain objectives are to suppo rt the bea t wave 

experim ents at the Neptune La b at UCLA, to suppo rt th e E- 157 

experim ent at SLAC (a co llabo rative experim ent between 

SLAC/UCLA/USC), and to study basic physics in intense particl e 

and lase r pl asm a intera ctions. 

COMPUTATIONAL APPROACH 

We apply particle-based models including full y explicit particle

in-cell (PIC) codes, ponderom otive guiding cen te r PIC codes, and 

new photon kin etic codes. We are integrating all these algorithms 

into an objec t-o riented framewo rk th at supports massively paral

lel processing. 

lsosurfaces and centroids of the electri c fi eld of two lasers (red 

and blue) show the lase r braiding. The projections of the laser 

centro ids are also shown on the walls. This simulation shows 

that in a plasma, one light beam can influence another beam's 

propagation by affecting the properti es of the medium. The 

att ractive force ori ginates from relativistic mass increase of the 

plasma elect rons in a strong laser field. This braiding effect 

might be useful in optica l steering applica ti ons and might occur 

in nature when intense photon fluxes fil ament as they emanate 

from supe rnovas and powerful ce lesti al gamma ray sources. 

ACCOMPLISHMENTS 

Full -sca le 2D and 3D modeling of th e E- 157 experiment has 

all owed us to study th e ro le of the foc using and the acce leratio n 

wakefi eld s. These simulatio ns have bee n instrumental in th e 

proper interpretatio n of this p las ma wakefield experi ment and 

have been a gui de for fi nding new phys ics in GeV bea m plasma 

interactio ns. 

We have begun to understand hosing o f short pulse pl asma wake

fi eld drivers. We have also perfo rmed the first simulations of th e 

wa kes generated by positro n drivers. And we have begun to study 

th e feasibility of adding a 100 GeV afterburn er wakefi eld stage at 

th e end of E-1 57. This involves und erstanding both electron and 

positron drivers, beam loadin g and hosing. 

We have verified in simulations our prediction that there is a 

mutual attraction between two laser bea ms in a plasma. The sim

ulations showed the beam s actually form a braided pattern. We 

have also performed simulations of a new asymmetric spot size 

self- modulation instability of intense lase rs in pl asmas. In addi

tio n, we have developed and tested a new po nderomotive guiding 

center parall el PIC code whi ch will allow us to ca rry out full -sca le 

2D simulatio ns of th e Neptune bea t wave experiments. 

SIGNIFICANCE 

In pl asma- based accelera tio n, electrons "surf" o n relativi stic space 

charge pl asm a waves. In such waves electro ns ca n be accelerated 

with gradi en ts o rd ers o f mag nitud e larger than curren t techno lo

gy. If plasma- based accelerator technology is successfull y devel

oped , th en multi -GeV stages co uld be miniaturized to fit on a 

tabl etop. Tabletop accelerators co uld have impacts in fi eld s as 

diverse as high-energy physics, synchrotron radiation sources, 

medicine, and biology. If the sim ulatio ns indicate that an after

burner co ncept is fo und to be viable, th en this wo rk co uld lead to 

much larger and broader R&D effort. 
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Cosmic Microwave Background Data Analysis: 
The BOOMERANG Long Duration Balloon Flight 

Andrew Lange, California Institute of Technology 

John Ruhl, Univers ity of California, Santa Barbara 

Andrew Jaffe, Center fer Par ticle Astr ophysics, 

University of California, Berkeley 

Julian Bcrrill, NERSC, Lawrence Berkeley National Labor atory 

RESEARCH OBJECTIVES 

In January 1999 the BOOMERANG Long Duration Ba ll oo n fli ght 

spent 10.5 days in the Antarctic stratosphere measuring the tem

perature of the cos mic microwave background (CMB ). The 

resulting data se t is th e most signifi ca nt m eas urement of the tiny 

fluctuations in the CMB temperature since they were first detect

ed by the COBE satellite. T his resea rch project is devoted to ana l

ys is of this data se t. 

COMPUTATIONAL APPROACH 

The analysis of a mass ive CMB data set can be recast as a prob

lem in the solutio n of linear systems involving ve ry large, dense, 

symmetric ma trices. First we co nve rt th e time-o rd ered CMB data 

to a pi xelized map, triangular-so lvin g a linear sys tem with a sin gle 

right h and sid e to obtai n the ma ximum of the map likeli hood 

fun ction. T hen we app ly a Newto n-Raphson iterative method to 

locate th e peak of the CM B power spectrum li ke lihood function 

(wh ich has no cl osed -fo rm so luti o n) give n th is map. Each itera

tion requ ires tr iangula r-solving many lin ear sys tems, each with as 

many right hand sides as there a re p ixel-pixel co rrelat io n matri x 
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The strength of the CMB fluctuations on different angular 

scales as measured by BOOMERANG: points with error bars 

are the data, while the curve corresponds to the best-fitting 

cosmological model. 

rows and column s. T he entire ana lys is algo rithm has been imple

m ented in pa ra llel as th e M icrowave Ani so tropy Dataset 

Co mputationa l Analays is Package (MA DCAP) . 

ACCOMPLISHMENTS 

T his yea r saw the first pub lication of results from th e 

BOOMERANG LOB experim ent. Usin g the MADCAP code on 

the T3E at NERSC, we analyzed th e output of ind ividua l detec

tors and co nfirmed the high qu ality of the data . We then pro

duced a map of 30,000 pixels. We excised the high est-qu ality ce n 

tra l regio n of this map, co mpri sing 8,000 pi xels. From this region, 

we est imated a single go ld-p lated angula r power spect rum over a 

broad range of angula r scales, also with MADCAP. We an a lyzed 

this power spectrum and determined such cos mologica l parame

ters as the geo metry of the Universe and th e power spectrum of 

den sity per turbations. We have shown that these are consistent 

with expectations of the inflat ion ary paradigm for the o rigin of 

stru cture in the Universe. 

SIGNIFICANCE 

The CM B is the ea rliest photon-p icture of the Universe we ca n ever 

obta in , show ing the state of the Universe 300,000 yea rs after th e 

Big Bang. It is our best window onto the ea rly Universe and the 

most powerfu l discr im inant betwee n co mpetin g cosmologica l 

models. T he tiny flu ctuati ons in the CMB temperature co rrespond 

to the very first density perturbations in the Un iverse. Their pat

te rn co nta ins detailed in for mat ion abo ut all th e fundam ental 

parameters of cosmology- th e Universe's geo metry, expansion 

rate, number o f neutrin o species, io ni za ti o n histo ry, and th e energy 

density in baryo ns, da rk matter, and cosmologica l co nstant. 

PUBLICATIONS 

A. H . Jaffe et a l., "Cosmology from MAXIMA- l , BOOMERANG 

and COBE/DMR CMB observations," Phys. Rev. Lett. (submit

ted); astro-p h/0007333 (2000 ). 

A. E. Lange et al. , "First est imations of cosm ologica l pa rameters 

from BOOMERANG," Phys. Rev. D (s ubmitted ); astro

ph/0005004 (2000) . 

P. de Bernardis eta!. , "A fl at Universe from high - resolution maps 

of the cosmi c microwave background radiati on," Na ture 404, 955 

(2000 ). 

http: //www. physics. ucsb.ed u/- boo mer a ng/ 

http :/ I cfpa . berkeley.edu/- bo rri II / madcap. h tm l 

http: //www. nersc.gov I news/boo meran g4-26-00. h tm I 
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Lattice QCD Monte Carlo Calculation of Hadron Structure 

Keh-Fei Liu, Terrence Draper, and Shao-Jing Dong, 

University of Kentucky 

RESEARCH OBJECTIVES 

We plan to stud y chira l condensate, decay constants, hadro n and 

quark ma sses, chirallogs, nucl eo n form facto rs, and the sea quark 

co ntributions, such as the st ran geness co ntent in the nu cleon . Our 

goa l is to push the calculation of va ri ous fundamental physical 

quantities to the co ntinuum limit, the chirallimit, and the large

volu me limit within the quenched approach. 

COMPUTATIONAL APPROACH 

We h ave imp lemented euberger's overlap fermion to test chiral 

sym metry and scal ing via th e calcul ation of hadron masses, quark 

masses, and the chiral condensate. The new overlap fermion 

action involves a matrix sign function. We app roximate the square 

root of th e matrix by th e optima l rat ional polynomial approach, 

and we inve rt the m atrix with conjugate gradient w ith a multiple 

mass algo rithm. To speed up the co nvergence, we proj ect out 

so me o f the sm alles t eige nva lues and treat the sign function of 

th ese sta tes exactly. The overall invers io n of the qua rk matri x to 

obta in th e quark propagator is also done with co nju gate gradient 

with mu ltip le qu ark masses. 

ACCOMPLISHMENTS 

Our ca lculati o n on small volumes and three different latt ice spac

ings yields en co uragin g results. The chira l symmetry brea king du e 

to num erical implem entation is limi ted to less th an l % for th e 

sm all es t quark mass, and th e sca ling of hadro n masses shows that 

there is no O(a) error, and even the O(a2) erro r is sm all. We have 

implem ented the overlap fermion on large qu enched lattices (204 

with a= 0.15 F) with 24 different quark masses, with the smallest 

o ne close to the phys ical quark m ass. Th is requires a deli cate bal

a nce between projectin g eno ugh small eigenva lues for chira l sym 

m etry and faster co nvergence in the matr ix inve rsio n, and not 

exceedi ng the memo ry on 64 nodes. 

We have accumulated data o n 40 ga uge configurations. We have 

fairly accu rate resu lts o n the pion mass, an d from it we have 

extracted the chirallog reasonably reliably. The o ther hadron 

masses are still noisy, but we begin to see a trend that the isovector 

sca lar meso n mass and th at of th e axial-vector meson cross over 

for light quark masses. Thi s is consistent with experiments and is 

now seen on the lattice for the first time. 

SIGNIFICANCE 

Chiral symmetry is a fundam ental symmetry in QCD that gove rns 

low-energy hadron structure and dynamics. The lack of lattice 

form ulation of this symmetry has so far hindered reliable extrapo

lat io n of latt ice results to the physical pion mass region. With the 

advent of Neuberger's overlap fermio n, physical observables se nsi

tive to this symmetry sho uld be calculated more reliably, and they 

ca n be co mpared with experiments more readily and direc tly. 

PUBLICATIONS 

j. Christense n, T. Draper, and Craig McNeile, " Renormal izat ion of 

the latt ice heavy quark effective theo ry lsgur-Wise function," Phys. 

Rev. 0 62 , 11 4006 (2000 ); hep- lat/9912046. 

L. Lin, K. F. Liu , and). Sloan , "A noisy Monte Ca rlo algorithm ," 

Phys. Rev. D 61, 74505 (2000). 

K. F. Liu, S. j. Dong, T. Draper, D. Leinweber, j. Sloan, W. Wilcox, 

and R. M. Wo loshyn, "Va lence QCD and quark model," Phys. Rev. 

D 59, 11 200 1 (1 999). 

http:/ /www.pa. uky.edu/ - liu 
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tice spacings, ca lculated with the overlap fermion action, which is known to possess lattice chiral symmetry. The renormalized quark mass 

does not have an additive part due to ch iral symmetry. In fact, the linear fit including the smallest 5, 7, and 8 quark masses for f3 = 5.7 , 

5.85, and 6.0, respecti vely, shows that the intercepts are of the order of 1 o-3 and are consistent with zero. This is proof that the overlap 

fermion acti on resembles the con tinuum physics and overcomes the difficulty faced by the previous Wi lson-type fermion acti ons. 
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Exploration of Hadron Structure Using Lattice QCD 

John Negele, Stefano Capitani, Patrick Dreher, Alvaro Montero, 

Andrew Pochinsky, Dru Renner, James Steele, and 

Uwe-Jens Wiese, Massachusetts Institute of Technology 

Rober t Edwards, Thomas Jeffe r son National Accelerator Facility 

Thomas Lippert, Har tmut Neff, and Klaus Schilling, 

Universitii.t Wuppertal 

RESEARCH OBJECTIVES 

The majo r foc us of the work is on two key issues: Understandin g 

the ro le of instantons and their associated quark zero modes in 

n ucleo n st ructure, and using the quark zero modes to calculate 

the sea quark conten t of the n ucleon. Th is p roject has several 

physics objectives. By calculat ing the spectru m fo r an ensem ble of 

co nfig urat ions, we expect to understand the spectrum and the 

degree of separation of physical modes from unphysical doublers, 

and to check the relation between the density of fermion modes 

with low vir tuality an d the chiral co ndensate. We will carry o ut a 

high statist ics stu dy of the degree to which hadron propaga tors 

are dominated by zero m odes. We will reconst ruct the topological 

charge density from the qu ark eigenmodes to obta in an un am

b iguous dete rm inat ion of the instanto n co ntent of the QCD vacu

um. We will use the ze ro m odes to ca lculate th e disconnected d ia

grams co rrespon d ing to th e strange quark content of the nucleon. 

COMPUTATIONAL APPROACH 

We calcula te the low eigenmodes of the D irac operator usi ng the 

k-step Arno ld i method . Thi s meth od has co m pell in g adva ntages 

for our work. First, sin ce it works in a fixed dimensio n space, 

there is no degrada ti o n of o rthogona lity and co rrespo nd in g loss 

o r d uplicatio n of m odes. Seco nd, its insensiti vity to th e quark 

mass makes it extremely useful nea r th e ch irall imit of low pion 

mass. We have two complem entary imp lementatio ns. One is an 

explo rato ry code in which we can con trol th e region of eige nva l

ues at will. The other uses the robust and well -optimi zed 

PARPACK package from O RNL. 

ACCOMPLISHMENTS 

We bega n m ajor prod uction late in the fi scal year, but we h ave 

ve rified that our trun cated eigenvector approach provides a sta

tistically superio r signal to that obta in ed with conventional 

stochastic estimators. Results show that using 300 low-lying 

eigenm odes significantly increases the signal. 

SIGNIFICANCE 

Th is project will develop a new meth od that ca n atta in a higher 

level of stat istical accu racy than exis tin g methods and wi ll pro

vide the esse ntial q uark zero modes necessa ry fo r these calcu la

tio ns. In addi tion to elucidating th e p hysics fo r tim ely parity-
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Topological excitations of the gluon fie ld in QCD, which play an 

important role in generating quark masses and interactions, can 

be identified by localized quark zero modes. The gluon topological 

charge (lefl) and correspond ing quark zero mode (right) are shown 

for a meron pair on a lattice in an ongoing project to explore the 

role of these configuralions in producing quark confinement. 

violat ing electro n-scatterin g experimen ts, th is new method 

sho u ld also enable the eva luat io n of the d isconnected d iagrams 

enco u ntered in deep inelast ic electron scattering. 

We will perfo rm the first qu antitati ve study of the e igenmodes fo r 

a fu ll ensemble of co nfig urat io ns. Th is will enable us to perform 

the most prec ise explo rat io ns to da te of the eigenva lu e spectrum 

of the D irac ope rator, th e sepa rat io n of physical modes from lat

tice art ifac ts, the instanton content of the QCD vacu um, the 

qu antita tive accuracy of the 't Hooft inte ractio n, and the rela t ion 

between the density of eigenva lues and the ch iral condensate, as 

expected from the Banks-Casher fo rm ula. 

PUBLICATIONS 

Jam es V. Steele and J. W. Negele, "Meron pairs and fe rmi o n zero 

m odes," Phys. Rev. Lett . (in p ress); hep- lat/0007006 . 

John \11/. egele, "Instantons, the QCD vacuum, and hadronic 

physics," Nucl. Phys. B (Proc. Suppl. ) 73 ,92 (1999); hep- lat/98 10053 . 

0 . Jahn , F. Lenz, J. W. Negele, and M. Thies, "Center vo rtices, instan

to ns, and confin ement," Nucl. Phys. B (Proc. Suppl. ) 83 , 524 (2000). 

h ttp:/ /www-ctp. mi t. ed u/ - negele/ 

h ttp:/ /vvww. fzJ uel ich.de/ n ic/Forsch u ngsgru ppen/Elemen ta rte ilchen/ 
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STAR Detector Simulations and Data Analysis 

Douglas L. Olson, 

ErnBst Orlando LawrBncB BBrkBlBy National Laboratory 

John Harris, YalB UnivBrsity 

RESERRCH OBJECTIVES 

The STAR detecto r (Solenoidal Tracker at RHIC ) at Brookhaven 

Na tion al Laboratory is a large acceptance collider detector 

designed to stud y the co llision of heavy nuclei a t very high energy 

in the laboratory. Its goal is to investigate nu clear matter at 

extrem e energy density and to search for evidence of the phase 

transition between hadronic matter and the deconfined quark

gluon p lasma (QGP). STAR and the RHIC accelerator began 

operation in June 2000. The complete STAR detector will contain 

a set of time projection chambers for charged particle tracking, a 

silicon detector for vertexing, electromagnetic calorimeters, and a 

number of other systems. 

COMPUTRTIONRL RPPRORCH 

The basic method of deriving physics results in experim ental rela

tivistic heavy ion collisions is to ca rry out statist ical analys is of 

large numbers of eve nts (collisions of individual atomic nuclei). 

The theoretical models are implemented as Monte Ca rlo codes 

that describe the fin al sta te of each of the thousa nds of particles 

that a re produced in th ese collisions. We use a number of these 

theo retical codes (VENUS, H[JTN G, RQMD, and o th ers) to pro

duce large sa mples of events. A simulation code called GEANT is 

used to pro pagate each of th ese thousands of particles through 

the materi al of th e STAR detector and compute the reactions and 

energy deposition that occurs through out the detecto r. These the

o retical model codes and the detector simulation code are run on 

MPP systems uti li zing th e natural parallelism of the problem, 

namely that each event is independent, so that different events are 

computed in parallel on the various processo r nodes. 

ACCOMPLISHMENTS 

In FY 2000 STAR detector simulations were run on the T3E with 

both the VENUS and HIJING event generators in various config

urations of impact parameters and phys ics conditions, all for the 

detector configuration that STAR is presently runnin g with at 

RHIC. In total (as of July 2000) we produced 26K events of Au + 

Au collisions with about 1.5 TB total volume. 

SIGNIFICRNCE 

The existence o f the QGP is predicted by latti ce QCD calcula

tions, and this state of matter is thou ght to be important in the 

dyn amics of the early universe and the co re of neutro n stars. The 
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Elliptic flow in Au + Au colli sions at js,:;;; = 130 GeV, measured by the 

STAR experiment in August 2000. The fi gure shows elliptic flow (solid 

points) as a function of centra lity defi ned as nc,;nmax The vertical bars 

show a range of values expected for v2 in the hyd rodynamic limi t, scaled 

from the initial space eccentricity of the overl ap region of the two collid

ing gold nuclei. The sca ling factor used ranges from 0. 19 to 0.25. 

most violent nucl ea r collisions at RHIC will generate approxi

mately 10 thousand seco ndary particles. STA R aims to detect and 

characteri ze a large fra ction of these seco ndari es in order to 

reconstruct a meaningful picture of each indi vidual collision. 

PUBLICRTIONS 

D. Hardtke (fo r the STAR Collaboration), "Inclusive particle spec

tra and exotic particle searches usin g STAR," in Proceedings of 
ISMD99 (Brown University, Rhode Island, Au g. 9-1 3, 1999). 

H . Caines (for the STAR Collaboration), "The year-one physics 

capabilities of STAR," in Proceedings of the Relativistic Heavy Ion 
Mini-Symposium at the APS Centennial Meeting (Atlanta, GA, 

Ma rch 21-26, 1999). 

W. B. Christie, "Data sets for high pT physics with th e STAR 

detector," in Proceedings of Hard Parton Physics in High Energy 
Nuclear Collisions Workshop (B rookh aven Na tion al Laboratory, 

Upto n, NY, March 1-5, 1999); report No. BNL-52574. 
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Variational and Green's Function Monte Carlo 
Calculations of Light Nuclei 

Steven Pieper, Argonne National Laboratory 

RESEARCH OBJECTIVES 

This project uses Green's fun ctio n (GFM C) and va riational (VMC) 

Mo nte Carl o (generica lly known as quantum Monte Carlo) meth 

ods to co mpute ground -state and low-lying excited state expecta

tion va lu es of energies, densities, stru cture fun ctions, astrophys ica l 

reacti on rates, etc., for light nuclei and neutro n drops. Realistic 

two- and three- nu cleon potentials are used . We are developing new 

computational techniques, optimizing th em for different computer 

architectures, and improving the nu clea r Hamiltonian used in th e 

calcu lations. An area of increasing interest is the use of our wave 

functi o ns to compute reaction rates of astrophysical interest. 

COMPUTATIONAL APPROACH 

Thi s project uses variational and Green's fun ction Monte Ca rlo 

m ethods. The varia tional wave fun ction co ntains noncentral two

and three-body correlations correspo nding to the operator struc

ture of the po tentia ls. The GFMC systematically improves these 

wave fun ction s to give th e exact (within stat istical errors) energy 

fo r the given Hamilto nian. We have demo nstrated th e reliability 

of constrained path methods for overco min g the well -known 

Fermio n sign problem. 
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Comparison of computed energy levels of light nuclei with experi

mental (green) va lues. The blue lines are computed withou t a 

three-nucleon potential and fail to reproduce experiment. The red 

lines have a modern three-nucleon potential. The A = 9 calculations 

shown here are the first ab initio calculati ons of nine-body nuclei 

and were made on NERSC's IBM SP. 

The Q uantum Monte Ca rlo methods wo rk ve ry effi ciently o n 

para ll el processors. We use MPL and see speed -up efficiencies 

better th an 97% fo r up to 5 12 C PUs o n N ERSC's IBM SP. T he 

prog ram has achi eved 100 G fl ops o n th e SP. 

ACCOMPLISHMENTS 

T his year we fini shed o ur stud y of new three- nucleo n potential 

terms. Our previ o us wo rk had demo nstrated that the Ha mi lto

ni an th at has been used success full y fo r m o re than a decade in 

stud ies of s-shell nucleon is inadequate in the p -shell. Some of 

th e possibl e new potential term s, whose fo rms are derived fro m 

meson-exchange a rguments, result in consid erable addition al 

complica tio ns in the Green's fun cti o n propaga to r. We have deve l

oped po tentia l models th at reproduce all o f the known stable or 

narrow-width levels of up to nin e-body nuclei with an average 

e rro r of only 300 keV. 

SIGNIFICANCE 

One of the principal goals o f nu clea r phys ics is to expla in the 

pro pert ies and reactions of nuclei in te rms of interactin g nucl e

o ns (pro to ns and neutrons). There a re two fundam ental aspects 

to this pro blem: (l ) determining th e interac tions between nucle

o ns, and (2) g iven the interac tio ns ( i. e., the Hamilto ni an ), mak

in g accura te calculati ons o f many-nucl eo n system s. We wo rk in 

bo th a reas and have made th e o nly ca lcul atio ns o f six- through 

ten -nu cleo n systems tha t use rea listi c interac tio ns and th at a re 

accurate to 1 o/o fo r th e binding energies. The resulting wave fun c

tio ns can be used to compute properti es measured a t electron 

and hadron scatter ing faci liti es (in part icu lar jefferson Labora 

to ry) , and to co mpute astro ph ysica l react io n ra tes, many o f 

whi ch ca nn ot be measured in th e labora to ry. 

PUBLICATIONS 

R. B. Wirin ga, Steven C. Pieper, J. Ca rlson , and V. R. 

Pandh aripande, "Quantum Mo nte Carlo calcula tions of A = 8 

nucle i," Phys. Rev. C 62, 14001 (2000 ). 

D. Van Neck, M. Waroqui er, A. E. L. Dieperink, S. C. Pieper, a nd 

V. R. Pandharipande, "Center-of-mass effects on the quasi-hole 

spectroscopic factors in the 160 (e,e' p) reaction," Phys. Rev. C 57, 

2308 (1 998 ). 

B. S. Pudliner, V. R. Pandharipande, J. Carlson , S.C. Pieper, and 

R. B. Wiringa, "Quantum Monte Carlo calcu lation s of nuclei 

with A :::; 7;' Phys. Rev. C 56, 1720 (1997) . 
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Advanced Computing for 21st Century Accelerator 
Science and Technology 

Robert Ryne, Los Alamos National Laboratory 

l'iwok l'io, Stanford Linear Accelerator Center 

RESEARCH OBJECTIVES 

The primary purpose of this project is to develop a co mprehen
sive, coheren t terascale accelera tor simulat ion env ironment (ASE) 

for the U.S . particle accelerato r community, an d to appl y it to 

projects of national importance. The ASE will contain a suite of 

codes and modules that will enable accelerator physicists and 

engineers to collaborate and solve the most challenging problems 

in accelerator design, analysis, and optimization. Omega3P, 

Tau3P, and IMPACT (all developed under the Accelerator Grand 

Chall enge) are examples of codes that will be contained within 

the ASE. But new codes and modules remain to be developed: 

electromagnetic codes for modeling lossy structures and wake

fie lds, parallel statics codes for electric and magnetic component 

design , and parallel codes for modeling intense bea ms in injectors 

and circular machines. In addition , modules need to be developed 

to include such physical phenomena as collisions, synchrotron 

radiati on, and surface emissions. Furthermore, the softwa re com -
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ponents in th e ASE suite must be able to wo rk together to enable 

the difficu lt calcu lat ions involving tight co uplin g of bea m 

dynamics and electromagnetics. 

This project has three main areas: Beam Systems Simulation 

(BSS), Electromagnetic Systems Simulation (ESS ), and 

Beam/Electromagnetic Systems Integra tion (BESI) . 

COMPUTRTIONRL RPPRORCH 

BSS uses parall el particle-i n- cell (PIC) techniques, particle man

agers, dynamic load balancing, FFT-based Poisson solvers, and 

techniques from the fie ld of magnetic optics. Split-operator 

methods are used to combine magnetic optics and parallel PIC 

techniques in a single framewo rk, and to establish efficient parti

cle advance algorithms. ESS uses unstructured mesh generation, 

domain decomposition, adaptive mesh refinement, finite ele

ments and sparse linear solvers (for eigenmode codes), and 

unstructured Yee grids (for time-domain codes). BESI, involving 

particles in electromagnetic stru ctures, will use hybrid grids, with 

a structured mesh near th e beam and an unstru ctured grid nea r 

the structure boundaries. 
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Horizontal (top) and vertical (bottom) cumulative density profiles from a simulation of 

a mismatched beam in the Low-Energy Demonstration Accelerator (LE DA) beam halo 

experiment at Los Alamos. A schematic layou t of the alternately focusing and defocusing 

quadrupole magnets that comprise the beamline is shown between the graphs. This sim

ulation was performed with 100 million macroparti cles. The contours display the amount 

of charge that would be intercepted by a scraper placed at a given location . In thi s case, 

the amount of charge intercepted has been ca lculated wi th a resolution of about 1 part 

in 10 thousand . 
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ACCOMPLISHMENTS 

BSS acco m pi ish men ts: 

We have deve loped LANGEV !N3D, which we used to perform the 
first-ever self-co nsistent 3D Fo kker-Pianck simu lations. 

We have ex tended our form er beam dynami cs wo rk so that we 

ca n model space-charge effects in bea ms in circular accelerators. 
We soon will be able to "flip a switch" to turn on/off space-charge 

effects in the major beam transpo rt codes. 

We have enhan ced our parallel Po isson solver capa bi li ty by 
extending our trea tment of bo undary cond itions from two to six 
cases. The most important cases (co nducting wa ll bound ary co n
dit ions transve rsely, with open or periodic bound ary cond itions 

longitudinall y) are an important new capabil it)' needed fo r simu 
lati ons in suppo rt of upcom ing experiments related to the phys ics 
of beam ha lo formation. 

We have increased our interac tion with the accelerator commun i

ty. IMPACT is now being used to perform large-sca le simulations 
of high intensity beams in rf accelerato rs at LA L, Fermilab, 
BNL, ORNL, PSI (Zurich), and CERN (Ge neva) for major pro

jects, incl udi ng the Spa ll ation Neutron Source, th e neutrino 
factory/m uon co li ici er, the CERN Supercond ucting Proton Linac, 
and the LEDA beam halo experiment. 

ESS acco mplishments: 

Previously, we developed the para llel eigenso lve r Omega3P and 
used it to des ign th e cells in the Nex t Linea r Co ll icler (N LC) 
RODS. Thi s yea r we po rted O mega3 P to th e IBM SP an d succeed
eel in modeling a six-cell RODS structure involving up to 18 mi l

lion degrees of freedom. These runs are used to ge nerate th e dis
persion curves for th e lowest th ree d ipole bands needed fo r wake
fi eld ca lculati ons. We have also simu lated the APT CCL cavity on 
the T3E and obtai ned results that ag ree well with measu rement. 

We have inco rporated an adap tive mesh refin ement strategy with 
in Omega3P to find accurate pea k-power loss densit ies in com
plex rf cav iti es needed for des igning coo ling channels to control 
the rmal effects in hi gh power ope rations. 

We successfully used Tau3P to model a 10-cell str ucture corre
sponding to the output end of an NLC RDDS, and we calculated 
the external load ing of the dipole modes at the output end clue to 
th e fundamental output coupler. Measurements we re in excellent 

Tau3P simulation of the Next Linear Coll ider (NLC) Rounded Damped 

Detuned Structure (RODS) output end, modeled on NER SC's T3E. 

ag reement with numerica l ca lculati ons. 

We imp lemented a rigid beam in the seri al ve rsio n of Tau3P to 
model wakefi elcls, and th e parall el version is in prog ress. In paral

lel, an effort to co nstruct a RODS 206-ce ll mesh is und er way so 

th at it ca n be used in a Ta u3P simulati on with beams to find the 
dipole wakefi eld . 

We have begun development of a new 3D parallel electromag neti c 
solve r ca lled Phi3P, which is based on fi elds instead o f potent ials 

fo r hi gher acc uracy. 

We have increased our interac ti on with th e accelerator communi 
ty. Omega3P is becoming th e most widely used code for perfo rm
ing large-sca le eige nmocle ca lculati ons of electromagneti c cav ities 

fo r accelerato r applicati ons. lt is used at SLAC, LB NL, LA L, and 
Fermilab fo r major projects, including the LC, the PEP- II B-fac
tory, the Adva nced Light Source, Accelerator Production of 

Tritiu m, and the Spal lati on Neutron Source. 

SIGNIFICANCE 

The design and constructi on of the next generation of accelera
tors will involve grea ter complexity th an eve r before, and will 
require unprecedented precision in accelerator des ign and bea m 
contro l. Exa mples include the Nex t Linea r Coil ici er, in whi ch 
beams will be manipu lated on a scale ranging from mil limeters in 
th e main linac to tens of nanometers at the co llision point; a 
muon co ll ider, in which a 100 MW-cl ass proton bea m will be 
used to produce short-lived muons th at must be coo led by six 
ord ers of magnitude and bro ught into collision in a matter of 
microsecond s; and a fourth -generati on light so urce, req uirin g 
nanometer-sca le smoothness in th e bea m pipe to successful ly 
contro l an electron beam and produce intense, ultrashort X-ray 

pulses for imaging ultrafas t phenomena. Fo r all th ese accelerator 
systems, terasca le simulati on wil l pl ay a key ro le by faci litating 
important design dec isions, increas ing safety and reliabi li ty, opti 
mizing performance, and ultimately, helping to ensure project 
co mp leti o n with in budget and on schedul e. 
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QCD at Finite Baryon Number Density 
and Finite Isospin Density 

Donald Sinclair, Argonne National Laboratory 

RESEARCH OBJECTIVES 

At hi gh baryo n number dens ity, QCD is beli eved to enter a phase 

with a diqu ark co ndensate . Sin ce no practi cal meth od is kn own to 

simulate QCD at finite chemi ca l potential fo r baryo n/qu ark num 

ber, we a re studying a simple mod el - QCD where the colo r 

group is SU(2 ) ra th er than SU(3 ) - a t finite quark number 

chemica l potenti a l (J-1 ). We will simulate true (SU(3 ) ) Q CD with 

two flavo rs at finite isospin density. A charged pion condensate is 

expected to form for la rge enough chemica l potential , giving rise 

to spontan eo us brea kdow n of isospin and Goldstone bosons. 

COMPUTATIONAL APPROACH 

To m easure diqu ark condensation, we include a small diquark 

so urce term, as well as the standard Dirac mass term. Thi s model 

has a rea l positive ferm ion pfaffian, allowing us to simulate it by 

stand ard techniqu es. We perform simulations to determin e the 

phase stru cture of this mod el w ith four flavo rs of light dynamical 

quarks. We meas ure th e diquark and ch ira l co ndensa tes and the 

quark number dens ity on a small (84) latti ce to map th e phase 

diagram. This is repea ted o n a larger (12 3 x 24) la tti ce, where we 

a lso m eas ure the spectrum o f Go ldsto ne boso ns in each phase. 

Upon complet io n of th ese simula tion s a t a relatively la rge quark 

m ass, we w ill m ove to a sm aller quark m ass with its mo re co m 

plex spect rum o f Go ldstone and pseudo-Goldston e boso ns. 

We use sta ndard hybrid m olecul a r-dynami cs simulatio ns with 

gaussian n o ise for th e (pseudo ) ferm ions, allowin g us to " tun e" 

th e number of flavors of staggered fermions . This wo rks sin ce th e 

Dirac matrix w ith Majorana and Dirac masses is positive definite 

SU(2)N
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and th e pfaffia n is a lways positive. We use the Verl et method, 

modified to keep the errors O(dt2) in the presence of th e noisy 

fermions, to di sc reti ze m olec ular dynami c time. We perfo rm th e 

required inversio n of the Dirac matr ix at each update usin g th e 

standa rd co njuga te gradi ent algo rithm. 

ACCOMPLISHMENTS 

Our prelimi nary simulatio ns have identified a phase with a 

diquark co ndensate, as ha s recentl y bee n sugges ted for QCD. It 

does, however, ha ve differences . At zero chemica l potential its 

"baryon," a two-quark state, is in the sa me multiplet as the pio n 

and is a Goldstone boson in th e ch irallimit. In addition , the 

obse rved diquark condensate is a color singlet, and gives rise to a 

true Goldston e mode. In the QCD case, any diquark co ndensate 

has color, and thus the "broken" symmetry would be expected to 

be realized as a Higgs phenomenon. 

SIGNIFICANCE 

Studi es of QCD at finite baryo n/quark number dens ity (nuclear 

matter) have potential releva nce to the phys ics of neutron sta rs. 

Studi es of QCD at finite density and finite temperature are rele

vant to the phys ics of th e ea rl y Universe. In add itio n, th ey a re 

expected to be releva nt to th e phys ics of rela ti visti c heavy io n co l

li sions, whi ch will soo n be obse rved at RHI C, a nd wh ich are 

already being obse rved at CE RN , yielding preliminary ev idence 

fo r a quark-gluon plasma. Finall y, they wou ld great ly enh ance our 

kn owledge of the stru cture of QCD. 

Q CD at finite chemical po tential fo r isospin maps o ne surface of 

the phase di agra m for nucl ea r matter (nucl ei and neutron sta rs). 

It should exhibit spo ntan eous brea kd own of isospin symmetry 

with a charged pion condensa te and a true Go ldstone boson. Our 

simulations will probe thi s behavio r. So me of th ese properties are 

expected to survive to finite chemi cal potential for baryon num

ber: nuclear matter has both finite isospin density and finite bary

on number den sity. 
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Weak Matrix Elements with Domain Wall Fermions 

Amarj it Soni, Thomas Blum, Christopher Dawson, and Matthew 

Wingate, Br ookhaven National Laboratory 

RESEARCH OBJECTIVES 

We are in the process of setting up a comprehensive fram ework 

for using Jani ce ga uge methods with domain wa ll quarks (DWQ) 
for the calculation of weak matrix elements. 

COMPUTATIONAL APPROACH 

The basic ingredient in the method is a ca lculati on of the quark 
propagato r. The novel element in our method is that it requi res 

in trod uction of a fictitious fifth dimension. The T3E-900 
machine at NERSC is being used for these computations. 

ACCOMPLISHMENTS 

We have demonstrated that DWQ start to exhibit the crucial sym
metries of the co ntinuum theo ry (chiral sy mmetri es) with a 
modes t extent in the fifth dimension , i. e., even when the number 

of latt ice sites in the extra dimension is as few as about 16 at f3 ;::: 
6.0. In the wo rk fini shed so far, we have obtai ned a number of 
key res ults, including a ca lculation of the important matrix ele

ments, BK' Bf' 2 and B;J12 , and the va lue of the strange quark 
mass. Furthermore, our res ults show that DWQ have sign ifica ntly 
improved sca ling behav ior: the disc reti zati on errors are O(a2) 
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and not O(n). Our data indica te th at the good sca li ng and chiral 

behavior of DWQ more than compensa te for the added cost of 

the extra dimension. 

SIGNIFICANCE 

Thi s work opens up an entirely new method for attackin g some 

o f the basic challenges in particle physics computat ions. For the 
past many decades, we have not been able to understand the 

strength of some sim ple reac tions such asK decays to nn. 
Co nsequently, we have been unable to tes t the Standa rd Model of 

elementary particles through existing data and with improved 
experiments that are now under way. Using DWQ, we are now in 
the process of calculating the cru cial charge parity violat ion 

parameter£'/£. Successfu l completion of this calculation shou ld 
enable us to test for clues for the new physics that lies beyond the 
Standard Model. 
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High-Temperature QCD with Three Flavors of Improved 
J{ogut-Susskind Quarl(s 

Doug Toussaint, University of Arizona 

Claude Bernard, Washington University 

Tom DeGrand, University of Colorado 

Carleton DeTar, University of Utah 

Steven Gottlieb, Indiana University 

Urs Heller, Florida State University 

Bob Sugar, University of California, Santa Barbara 

RESERRCH OBJECTIVES 

We are using improved ac tion s fo r Kogut-Susski nd fe rm ions in 

latt ice QCD to stud y the effects of st range quarks o n th e phase 

t ransiti on , o r crossover, betwee n th e low-temperature sta te of 

o rdinary hadronic matter a nd the high -temperature qua rk-gluo n 

plas ma. 
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This figure shows the static quark potential for quenched (red) 

and three fl avor (b lue) QCD. The solid lines are fits to the 

Coulomb plus constant plus linear form. The upper two rulers 

show the lattice spacing in the two cases, and the lowest ruler 

shows units of 0.1 fm. The inset expands the area shown by the 

box. It can be seen that the potentials have different shapes. 

In particular, the potential wi th the quarks "turned on" is steeper 

at short distances. This agrees with theoretica l expectations, 

which predict that the effective QCD coup ling should decrease 

more slowly at short distances when the quark effects are 

included. Thus, the coup ling constan t with the quarks included 

should be larger, meaning a larger force or a steeper potential. 

COMPUTRTIONRL RPPRORCH 

In latti ce gauge th eory calcul ati ons, o ne uses impor tance sa m 

pling techni ques to numeri ca ll y eva lu ate the Feynman path inte

grals from whi ch all phys ica l quantities in th e theory ca n be 

obta in ed. We use the standard " refreshed molecul a r dynami cs" 

algo rithm to generate sa mple co nfiguratio ns of th e gluon fi elds, 

or " latti ces," w ith a probabi lity proportiona l to th eir weigh t in the 

imaginar y tim e quantum chro modynamics pa rtition function. 

T hen , expecta tion va lu es of quantum mechani cal operators ca n 

be est imated by averaging the ope rato rs over the se t of glu o n fi eld 

co nfigu rat ions. 

aCCOMPLISHMENTS 

We studied the sca ling properties of the Kogut-Susskind act ion by 

calculating the light hadron spectrum in the quenched approxi

mation . We found that the masses of particl es such as th e n , p, 
and nu cleo n a re n ea rly independent of latti ce spacing in the 

range a = 0.1 fm to a = 0.48 fm. We have used o ur improved 

act ion to generate an extensive se t of 203 x 64 latti ces with three 

flavors of dynamica l qua rks at fi xed latt ice spacing, a= 0.1 4 fm. 

SIGNIFICRNCE 

At very hi gh temperatures, one expects to o bse rve a p hase transi

tion o r crossover from o rdina ry strongly in teract ing matte r to a 

p las ma of quarks and glu o ns. To obse rve such a trans iti o n or 

c rossove r success full y, it is impo rtant' to determ ine th e nat ure of 

th e trans itio n, th e properties of th e pl asma, includin g stran ge 

quark co ntent , and th e equ at ion of sta te. Latt ice ga uge th eo ry has 

proven to be th e o nl y so urce of first-princ ipl e pred icti o ns abo ut 

this fo rm of mat ter in the vicinity of the phase transit ion , and 

our group has p layed an important ro le in th e wo rldwide effort. 

Specificall y, o ur improved ac tions for Kogu t-Sussk ind fermion s in 

lattice Q CD, when combined with a well- understood improved 

ac tio n for th e glu on field s, grea tly red uce the effects of non zero 

lattice spacin g artifacts on physical results. 
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High Precision Arithmetic and Applications 

David Bailey and Xiaoye Sherry Li, NERSC, 

Lawrence Berkeley National Laboratory 

RESEARCH OBJECTIVES 

We are workin g to develop hi gh-precision arithm etic software. 

O ne of th e key applica tions th at we wish to pursue is a vo rtex 

ro ll -up simulat io n we developed utili zing a new "qu ad -do uble" 

a ri thm etic package written by Yozo Hida. In additio n, we pl an to 

pursue appli catio ns o f the PSLQ integer relation detectio n pro

gram . 

COMPUTATIONAL APPROACH 

This research employs advan ced techniques fo r perfo rming arith 

m etic with more than the standard 16-digit IEEE floating-point 

a rithmetic that is available on most technical computers today. 

During the pas t yea r we have developed "doubl e-doubl e" and 

"qu ad -double" softwa re packages, which enable o rdin ary C or 

Fortran computer programs to perform arithm eti c with 32 and 

64 decimal d igit acc uracy, respectively. In addition , we use a sepa

rate package, written by the PI , which performs arithmeti c to an 

a rbitra rily high level o f numeric prec isio n. Another key technique 

used is the PSLQ intege r relation detection a lgo rithm developed 

by the PI and mathemati cian -sculpto r Helaman Ferguson of th e 

Ce nter for Computing Sc iences in Maryland . 
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The result of a vortex sheet roll-up computation , performed 

on 256 processors of the IBM SP. An integra-differential 

equation that describes the shee t motion is so lved by regu

lari zation with a smooth approximation. The smaller the 

smoothing parameter ~. the more accurate is the so lution . 

But severe roundoff errors occur with small values of ~-

In thi s computati on, we use our newly developed quad

double (256 bits) arithmetic to overcome thi s difficulty. 

ACCOMPLISHMENTS 

During th e past yea r fi ve techni ca l papers were co mpl eted based 

on ca lcul ati o ns mostly perfo rm ed usin g NERSC syste ms. O th er 

acco m plishments include the co mplet io n of two new extended 

precisio n so ftware packages- a "doub le-do ubl e" package, which 

provides approximately 32 dec imal digit accuracy, and a "quad

double" package, whi ch provides approximately 64 decimal d igit 

accuracy. These software packages also include bindings tha t per

mit o rdinary C and Fort ran programs to use these packages wi th 

o nly min or changes to th e source code. 

In addit ion , we have develo ped a new vari ant of th e PSLQ intege r 

relation detection algorithm th at is suitabl e fo r highly pa rallel 

co mputer systems. 

SIGNIFICANCE 

Our vortex ro ll -up simulation research explo res an unresolved 

qu estion regarding th e behav ior of vortices- nam ely, whether 

th ey always fo rm a nice expo nential spiral. Until now, resea rch ers 

in the fi eld have assumed that this a lways happens, but o u r initial 

run s show th at beyond a criti ca l value o f a certa in parameter, th e 

exponenti al spiral develops chao tic ir regula rities. We n eed to 

make more run s to firmly establish and bette r understand this 

phenomenon. 

T he PSLQ intege r relation findin g program explo res relatio nships 

between co nstants that a rise in certa in fields of m athematics and 

phys ics. Fo r example, PSLQ has un earthed a simple fo rmula fo r 

calcu lat ing any binary dig it of n without ca lcu lating the di gits 

preced ing it. In January 2000, th e PSLQ algorithm was named 

o ne of ten "a lgo rithms of th e century" by the editors o f Comput

in g in Science and Enginee ring. We ho pe to uncover so me new 

fac ts of mathem atics and physics with this program. 

PUBLICATIONS 

David H. Bailey, "Integer rela ti o n detecti on ," Co mputing in 

Science and Engineering 2, I (2000 ). 

Yozo Hida, Xiaoye S. Li, and David H. Bailey, "Quad-do ubl e 

arithmetic: Algorithms, implem entation, and application," 

Lawrence Berkeley National Labo rato ry technical report LBN L-

46996 (2000 ). Condensed versio n submitted to 15th IEEE 

Symposium o n Computer Arithmetic. 

H elam an R. P. Ferguson, David H. Bailey, and Stephen Arn o, 

"Analys is o f PSLQ, an intege r relation findin g algorithm," 

Mathematics o f Computati o n 68, 90 (1999 ). 

http: //www. nersc. gov/ - d h bailey 

http://www. nersc.gov/ news/ba iley I -20-00.html 

SC I E NCE HIGHLIGHTS I ADVA NCED S C IENT IFI C C OMP UT IN G R ESEA R CH AN D O T HER PR OJECTS 11 



78 

Numerical Simulation of Turbulent Reacting Flows 

Center for Computational Sciences and Engineering 

and Applied Numerical Algorithms Group, NERSC, 

Lawrence Berkeley National Laboratory 

RESEARCH OBJECTIVES 

T he goal of this p roject is to develop a hi gh- fi delity numerica l 

simulatio n ca pability fo r turbulent co mbustio n processes such as 

th ose arisin g in furnaces and engines. The key issue in m odeling 

turbulent combustion is th e interplay betwee n kinetics and th e 

sm all-scale turbulent eddies in th e flo w. In practi cal, engin ee ring 

co mbustio n settin gs, the fu el typically consists of hydroca rbo ns 

whose chemica l behavior is described by a complex reaction 

m echanism . O ur objective is to develop and valida te models fo r 

turbulent reacting flow that ca n accurately represent both the 

chemical and fluid -m echanica l behavior of combusting hydro

carbons in a turbulent environment. 

COMPUTATIONAL APPROACH 

The principal co mputational tool fo r this project is the low Mach 

number adapti ve m esh refin em ent (AMR) algo rithm developed 

by CCSE. T his meth odology provides an accurate a nd effi cient 

approach fo r modeling reacting fl ows in the regime th at is app ro

pri ate fo r engineering applica ti o ns. The algo rithm uses a frac

ti o nal step disc reti za tion th at eas ily facilitates the inclusion o f 

com plex kin etics m echanisms. T he meth odology uses a block

st ru ctured refin ement approach that allows computational effo rt 

to be focused in regimes o f th e fl ow where it is required. The 

stru ctured refin ement app roach provides a natural coarse

gra ined parallelism th at has demo nstrated excellent perfo rmance 

and scalability on dist ributed m em ory archi tec tures. 

AMR simulation of developing flame surtace, as tu rbulence flowing 

in from the lower boundary begi ns to impinge on the in itia lly flat 

premixed hydrogen flam e. 

ACCOMPLISHMENTS 

The foc us of our resea rch in th e past yea r was on extendin g our 

low Mach number adapti ve co mbustion algo rithm to inco rporate 

co mplex kinet ics mechani sm s and diffe rential di ffusion effects. We 

used the resulting meth odology to address several open questions 

in combustio n science. O ne area of study conce rned the interac

tio n of vo rtica l struc tu res with premixed hydrogen and methane 

fl ames. Here we focused th e analys is on how the time-dependent 

flow fi elds associated with a co unter- ro tating vortex pair in two 

dimensions, and isotropi c turbulence in three dimensions, m odi fy 

th e stru cture of th e prem ixed flame. A seco nd area of research 

focused on quanti fy ing th e production of nitro us oxides in a dif

fu sion fl ame as a function of fuel composition (m ethane+ addi

tives) . For both cases, the computations use 30- 70 species and 

several hundred reactions to describe m ethane chemistry. 

SIGNIFICANCE 

The m odeling of turbul ent fluid fl ow, even in the non - reacting 

case, remains o ne o f the great scientific challenges. We still lack 

adequate predictive models for non - reacting turbulent fl ows in 

reali stic engineerin g geo metries. Fo r rea list ic co mbusti on scenar

ios, the picture beco mes mo re com plex beca use sm all-scale tur

bulent flu ctu atio ns modi fy the phys ical processes such as kin etics 

and mul tiphase behavio r. T hese processes, in turn , co upl e th e 

small sca les back to th e la rge r fluid -dynami ca l scal es as chemi ca l 

consti tuents react. As a result of this couplin g, we must cap ture 

the structure of the subgrid flu ctuatio ns to make predi ctio ns. 

The use of average q uantiti es as inputs to physical p rocesses 

will generate la rge erro rs thro ugh intera ction of these m odels. 

Developing techniques th at accurately reflect the role o f small

sca le flu ctuations on the overall macrosco pic dynamics wo uld 

represent a m ajor scienti fic b reakthrough. 

PUBLICATIONS 

M. S. Day and J. B. Bell , "Numerical simulation of laminar react

ing fl ows with complex chemistry;' Lawrence Berkeley Na tio nal 

Laboratory report LBNL-44682 (1 999) . 

J. B. Bell, N .J. Brown, M.S. Day, M. Frenklach, J. F. Grear, and S. 

R. Tonse, "The effect of sto ichi om etry on vortex fl am e interac

tions," Law rence Berkeley National Labora tory report LBNL-

44730 (1999). 

J. B. Bell , N. J. Brown, M. S. Day, M. Frenkl ach , ). F. Grea r, R. M. 

Propp, and S. R. To nse, "Sca lin g and efficiency of PRISM in adap

tive simulations o f turbul ent prem ixed fl ames," in Proceedings of 

the 28th In ternational Combustion Symposium (2000 ); Law rence 

Berkeley Na ti o nal Labo rato ry report LBNL-44732 (1999). 

http :/ /www.seesa r.lbl .gov I ccse/ 
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Linear Algebra Algorithms on High Performance Computers 

James Demmel, University of California, Berkeley, and NERSC, 

Lawrence Berkeley National Laboratory 

Mark Adams, Sandia National Laboratories 

Xiaoye Sherry Li and David Blackston, NERSC, Lawrence Berkeley 

National Laboratory 

RESEARCH OBJECTIVES 

We prov ide highly optimi zed parallel computational kernels fo r 

DOE and o ther scientists. Our projects include a sca lable sparse 

direct linea r system so lver (SuperLU) , a sca lable spa rse incomplete 

factor iza tion precond itioner (ILU), a scalable multigrid solver for 

partia l d ifferent ial equations on irregular meshes (Prometheus), a 

scalable symmetric eigensolver and singular value decomposition 

solver (xSTEVR), a sca lable N-body code based on the fast multi

pole m ethod and the Barnes-Hut algorithm (PBody) , and a sca l

able structured matrix solver for matrices arising in astrophysical 

ca lculat ions. 

Stress l 
Min = - l.39E+Ol 
Max = l.40E+Ol 

- 9.87E+00 
- 5.88E+00 
- l. 90E+00 

2.08E+00 
6.07E+00 
l.O l E+O l 

Model of a truncated cone, a mesh of linear hexahedral ele

ments with 21 ,600 degrees of freedom , fixed at the base and 

loaded at the end with a twisting load. This model was used 

in an evaluation of unstructured multigrid methods for 30 finite 

element problems in solid mechanics. 

COMPUTATIONAL APPROACH 

All codes are written with performance and portability in mind. 

Our codes are written in Cor Fortran and use standard li braries 

such as BLAS, MPl, BSP communica tions, (Par)Metis, PETSc, etc. 

Since our goa l is high parallel efficiency, the codes use state-of

the-a rt algorithms, many of which we designed. 

ACCOMPLISHMENTS 

SuperLU was used by Resc igno et al. (see Publica tions below) in a 

brea kthrough quantum mechanical computatio n done on the 

NERSC Cray T3E and featured on the cover of the December 24, 

1999 issue of Science. 

Prometheus had a second release, incorporating both aggregation 

and smoothed aggregation methods in its collection of restriction 

operators. It was used to solve a 78 million degree of freedom 

problem on about 1,000 processors. PBody was completed, and 

David Blackston began working for NERSC to incorporate PBody 

into the ACTS Toolkit. xSTEVR was included as pa rt of the 

LAPACK 3.0 release, and is signifi cantly fas ter than th e previous 

symmetric eigensolver. 

SIGNIFICANCE 

We are developing computational too ls fo r linea r algebra and N

body problem s that are ubiquitous in computational science and 

engineering. All codes will be publicly ava ilable. 

PUBLICATIONS 

T. N. Rescigno, M. Baertschy, W. A. Isaacs, and C. W. McCurdy, 

"Collisional breakup in a quantum system of three charged parti 

cles," Science 286, 2474 (1999) . 

M. Adams, "Evaluation of three unstructured multigrid methods 

on 3D finite element problems in solid mechanics," Computing 

Sciences Division Technical Report CSD -00-1103, University of 

California, Berkeley (1999) . 

E. Anderson et al. , LAPACK Users' Guide, 3rd edi tion (Society for 

Industrial and Applied Mathematics, Philadelphia, 1999). 

http:/ /www.cs. berkeley.edu/-{ demmel,davidb,xiaoye,madams} 
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A Numerical Study of Acceleration-Driven 
Fluid Interface Instabilities 

James Glimm and Xiaolin Li, 

State University of New York, Stony Brook 

RESERRCH OBJECTIVES 

We will co nduct definitive simulati o ns of two types o f accelera 

tio n-d riven fluid mixing: th e steady accelerati on-driven Rayleigh

Taylo r (RT) in stability, and th e shock-dri ven Richtmyer-Meshkov 

(RM ) in stability. We will also study the impulsive acceleration 

(sh ock)-driven RM instability. 

COMPUTRTIONRL RPPRORCH 

We use the front tra ckin g method to study the RT and RM insta

biliti es . Recently we have implemented a robust grid-based 

m ethod to h andl e the interface geometry. The traditional front 

tracking, known in contrast as grid-free tracking, also has advan

tages, in controllin g the quality of the interface elements (trian

gles) and refin ed in terface meshing. A hybrid combination of the 

two m eth od s is best suited for study of both th e RT and RM 

instabiliti es. The use of g rid -free tracking at th e init ial stage of 

both problems gives an acc urate startup of the problem. G rid 

based tracking ca n handle the late-t ime chao tic stage of the fluid 

interface mixing without diffi culty. 

Agt2 = 4.48 Agt2 = 10.08 Agt2 = 15.75 

FronTier simulation of Rayleigh-Taylor instability with random initial perturba

tion: PH = 3, PL = 1, g = 0.14 , p = 1, YH = YL = 1.667. Com putational domain: 

2 x 2 x 4, computational grid : 112 x 112 x 224, para llel partiti on: 8 x 8 x 1. 

The acceleration rate of the bubble envelope: a = {h6 /Agt 2} = 0.075. 

We have implemented fro nt tra ckin g in a softwa re pa ckage 

known as Fro nTier. T hi s code is portable to va rio us parallel com

putationa l platforms. Anoth er code, the TVD level set code, uses 

the untracked numeri ca l scheme fo r th e simulat io n of fluid inter

face instabi li t ies. Thi s code is eas ily vectorized and effic ient. We 

use it as for scientific co mpari so n with th e FronTier code. 

ACCOMPLISHMENTS 

T he simula tio ns in the past year study th e Rayleigh-Taylor in sta

bil ity with randomly perturbed fluid interface. We have studied 

th e growth rate under the va riat ion of initial per turbatio n spec

tra , comp ressibility, and the growth rate in late- tim e chaot ic mix

in g. In these studies, o ur num eri cal results are con sistently closer 

to, or slightly larger than, the experim ental va lue, in co ntrast to 

the results obta ined by severa l other simulations. We believe that 

the difference is du e to numerical diffusion in those simulations 

where fluid inte rface is not tra cked. As a co mparison, we also per

fo rmed a simulation of the same problem usi ng our own un 

tracked TVD code. The co mpariso n co nfirmed our conjecture. 

SIGNIFICANCE 

Accelerati o n-driven fluid mix ing in stabilit ies play impo rtant ro les 

in in erti ally co nfin ed nuclea r fus ion and in stockpi le stewa rdship. 

Turbulent mixi ng is a difficu lt and centrall y important issue for 

fluid dyna mics, an d impacts such question s as the rate of hea t 

tran sfer by th e G ul f Strea m, resista nce of pipes to fluid flow, co m 

bustion rates in auto motive engines, and th e late time evo luti o n 

of a supernova . O ur computat io nal study will prov ide a better 

understanding of the development of th ese instabiliti es. 

PUBLICATIONS 

B. Cheng, ). G li mm, X. L. Li, and D. H. Sharp, "DNS simulations 

and subgrid models for fluid mixing;' in Proc. 7th Int. Conf on 

the Physics of Compressible Turbulent Mixing (St. Petersburg, 

1999). 

J. Glimm, ). Grove, X. L. Li, W. Oh, and D. Sha rp, "A criti cal anal

ys is of Rayleigh -Taylor growth rates," J. Comp. Phys. (submitted). 

J. Glimm, ). Grove, X. L. Li, and D. C. Tan , "Robust co mputatio nal 

a lgo rithm s fo r dynamic interface trackin g in three dimensions ," 

SIAM). Sc i. Comp. (submitted) . 

http: / /www.a ms.su nysb. ed u/ -shock/FT doc/ FTmai n .h tm I 
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Global Optimization Approaches to Protein Fold Refinement and 
Tertiary Structure Prediction for D. Radiodurans 

Teresa Head- Gordon and Silvia Crivelli, 

Lawrence Berkeley National Laboratory 

RESEARCH OBJECTIVES 

We will integ rate co mputati o nal techniqu es developed by o ur 

tea m of resea rchers to explore th e basis for survival o f Deinococ
CI/5 mdiodumns (DR) under extreme co nditi o ns of DNA dam age. 

We will const ru ct molec ul ar models of th e key co mpo nents of 

th e DNA repair sys tem , in cludin g DNA bind ing proteins, wh ich 

co mprise one of th e la rges t fami li es of genes in DR; DNA repair 

protein s that recogni ze DNA dam age for nucleo tide excision 

repa ir, as well as recombinational repa ir protein s; and high er

order complexes such as th e long- patch mismatch repair sys tem 

(MMR). Our co mponent of this resea rch is stru cture-based ter

tiary structure prediction of individual proteins of DR. 

COMPUTATIONAL APPROACH 

We are focus ing o n the fo ll owing three areas: la rge-scale globa l 

optimiza tion a lgo ri thms, co nstru ctio n of accura te energy models 

of pro tein s, and large-scale para llel co mputati o n. Key features of 

o ur resea rch include new approaches to smoothin g the energy 

model to in crease the e fficiency of the global optimi za tio n; in co r

porat io n of seconda ry stru cture pred iction infor matio n as no n

b ind in g co nstra ints in the glo ba l optim iza tion process; an d a 

novel rep resenta ti o n of aqu eo us so lvent th at energe tica ll y differ

entiates th e des ired structure as th e lowest energy co nfo rm er rela 

tive to o ther mi sfo ld s. 

ACCOMPLISHMENTS 

T his project, a co ll abo ration between lead in g resea rch groups in 

num erical op timi za ti o n and co mputatio na l biochemi stry, has 

res ulted in adva nces in bo th la rge-sca le and paral lel numerica l 

co mputat ion, and in models and prediction method s fo r co mpu 

tation a l biology. Our globa l optimi za tion m ethod s require use of 

pa ra llel computati o n, and we have explored scheduling, task 

mig ration, and load balancing to increase efficiency. We have 

obta ined state-of-the-art results in predicting helical proteins of 

about 70 amin o acids, and have developed robust energy models 

involvi ng solvat ion. We have recen tly begun th e prediction of 

f3-sheet and mix:ed a/f3 proteins in the CASP4 competition . 

A compari son between the NMR st ructure of a four helix bundle DNA 

binding prote in, 1 pou (right) , and the outcome from our global opti· 

mization algorithm (left). Purple indicates helical reg ions, while green 

indicates residues that are coil. 

SIGNIFICANCE 

For the first time, experimental data acqu isition a risin g from 

high-throughput methods of genome sequencing, structura l 

genomics, and gene-express ion assays provides the in format io n 

needed to understand th e mo lecular and cellul a r decision -mak ing 

of processes such as DNA repa ir. T he analys is and synthesis of 

rapidly accumulati ng data req uires computat io nal a nd theo retica l 

tools that remain to be integ rated or fur the r developed, wh ich is 

o ne goa l of th is resea rch. 

PUBLICATIONS 

A. Azmi, R. H. Byrd , E. Eskow, R. Schnabel, S. C ri ve lli , T. M. 

Phi li p, and T. Head-Go rd o n, " Pred icting protein tertiary struc ture 

usin g a globa l optimiza tion algo rithm with smooth ing," in 

Optimization in Computational Chemistry anrl Molewlnr Biology: 
Local and Global Approaches, edited by C. A. Flo udas and P.M. 

Pardalos (Kluwer Academ ic Publishers, Neth erlands, 2000 ). 

J. M . Sorenso n, G. Hura, A. K. Sope r, A. Pertsemlidis, and 

T. Head-Gordon, "Determining the ro le of hyd ration forces in 

protein foldin g," J. Phys. Chem. B 103,5413 (1999 ). 

J. M. Sorenson and T. Head -Gordon, " Matching simulat io n and 

experim ent: A new simplifi ed model for simula ting prote in fold 

ing," J. Co mp. Bio. (in press). 

http :/ /www.lbl.gov/ -thg 
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Electron-Atom and Electron-Molecule Collision Processes 

C. William McCurdy, Thomas N. Rescigno, and Daniel A. Horner, 

Lawrence Berkeley National Laboratory 

William A. Isaacs, Lawrence Livermore National Laboratory 

Mark Baertschy, JILA, University of Colorado 

RESEARCH OBJECTIVES 

T his projec t seeks to develop theo retical and computational 

m ethods for treating electron co lli sio n processes th at are currently 

beyond the grasp of first-principles meth ods. We are developing 

methods for studying electron-atom and electron -molecu le co lli 

sions at energies above that required to ionize the target, for ca l

cul ating d eta iled electron impact io nization probabilities for sim

ple atoms and m olecules, and for trea ting low-energy electron 

collisions w ith polyatomic molecules, complex molecu lar clusters, 

and molecules bound to surfaces and interfaces. 

COMPUTATIONAL APPROACH 

We a re develop ing a new generat io n of electro n-atom and elec

tron - mo lecule sca ttering codes. T hese codes now include co mplex 

op tica l potentia l interactions, a sca ttered -wave/flux operator for

malism , and a va riety of techniqu es based o n analyticity. Our 

new FEM/DVR di sc retiza tion method combines finite elements 

with a disc re te va riable represe nta tio n based o n the use of Ga uss

Lobatto quadrature, thus offerin g th e best feat ures of both meth

ods (spa rse matri ces and simp licity of represe ntati o n). We have 

also been exa mining more efficient new integ ral methods fo r 

computing breakup cross sectio ns. T hese develop ments will a llow 

us to exte nd our ion iza tio n studies to two-electro n targets and to 

Wave functi on for a model 20 simulati on of posi tron impact on atomic 

hydrogen. A 20 eV positron is incident along the r1 ax is. The radial waves 

in the sector r1 > r2 correspond to ionization, leaving a bare proton plus 

a free electron and a free positron , which carries off most of the energy. 

The concentrati on of density along the r1 = r2 axis corresponds to rea r

rangement events that produce bound positronium. 

treat a broad range of prob lems, from low-energy electro n

molecule coll isions usi ng elabo rate var iat iona l wave func tio ns, to 

direct solutions of the Schrod inger eq uat io n for sim ple atom ic 

targets that prov ide detailed ionization cross secti o ns. 

ACCOMPLISHMENTS 

The methods we developed have been show n capab le of treating 

all deta ils of elect ro n im pact io ni za tion of atoms, including ener

gy sharing d iffe rential cross sections and triply differe nti al cross 

sectio ns (energy and so lid angles fo r both ejected electro ns) . 

We have finished the first computational stud y of low-energy 

electron-C01 scatterin g that successfully rep rod uced the two fea 

tures that dominate the low-energy cross sectio ns, nam ely, the 

dramati c rise in the elast ic cross section below 2.0 eV and the res

onance peak centered near 3.8 eV. We initiated the second phase 

of work on th is system, which is to further explore the effects of 

nuclear mot ion on the low-energy scattering cross sections. We 

have fo un d that both symmetri c stre tch and bending motio n are 

crucial in determining acc urate reso nant vibrational excita ti o n 

cross sectio ns and in understanding the nature o f the low-energy 

virtual state en hancement of th e elast ic and momentum transfer 

cross sectio n. We have begun to ca rry o ut multi -d imensio nal 

time-dependen t wavepacket calculatio ns using th e resu lts o f o ur 

electroni c fi xed -nu clei elec tron scatte rin g calcul at io ns to quantify 

the nucl ea r dynamics and to compute th e vibra tio na l excitat io n 

cross secti o ns. 

SIGNIFICANCE 

Electron collision processes play a key ro le in such di verse areas 

as fusion plasmas, plasma etching of sili co n chips, and mixed 

radioactive waste remediat ion. Understand ing of these processes 

is seve rely hampered by the lack of a database of electro n

molecul e coll ision cross sections. This project will signifi ca ntly 

add to th at base of knowledge. 

PUBLICATIONS 

T. N. Rescigno, M. Baertschy, W. A. Isaacs, and C. W. McCurdy, 

"Coll isional breakup in a quan tum system of three charged parti 

cles," Science 286, 2474 (1999) . 

T. N. Rescigno, D. A. Byrum, W. A. Isaacs, and C. W. McCurdy, 

"Theo retica l studies of low-energy electron-C01 scattering: Total, 

elastic and d ifferent ia l cross sect io ns," Phys. Rev. A 60, 2186 

(1999 ). 

C. W. McCurd y and T. N. Rescigno, "Pract ical calculatio ns of 

quantum breakup cross sections," Phys. Rev. A 62, 32712 (2000) . 

http:/ /jol t.lbl.gov 
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Metastability in Materials Science and Scalability 
of Parallel Discrete Event Simulations 

Mark Novotny, Per Arne Rikvold, Gregory Brown, and l'iyungwha 

Park, Supercomputer Computations Research Institute, 

Florida State University 

Gyorgy l'iorniss, Rensselaer Polytechnic Institute 

Vladimir Antropov, Ames Laboratory, Iowa State University 

RESEARCH OBJECTIVES 

(l) Test the scalability of para llel d iscrete event simulation s 

(PDES) on mass ively parall el co mputers. (2) Perform large-sca le 

dynamic Monte Ca rlo simulation s related to hyste res is, m eta

stbility, an d dynamics of doma in -wall motion in nanoscale m ag

netic systems. 

COMPUTATIONAL APPROACH 

We have implemented Lubachevsky's pa rtially rejecti o n-free 

method for PDES and used this code to obtain la rge simulation s 

of hysteres is in Ising models to allow us to obtain nonequilibri 

um dyn ami c exp o nents using finite size sca ling techniques. Fo r 

the stud y of metas table systems with discrete sp in s, we utili ze the 

Monte Ca rlo with absorbing Markov chains algorithm and pro

jective dynamics m ethod s. We include the broad histogram 

method to enable us to app ly th ese types of algorithms to sys

tems with co ntinu ous spins, such as th e class ica l Heisenberg 

model. We use these meth ods in stochastic differentia l equatio ns, 

in part icul ar Langev in mi cro magnetic ca lculation s. 

ACCOMPLISHMENTS 

We proved that all co nservati ve implem entat io ns of PDES in 

one d imension (d = l ) are scalable in the calculati on phase. We 

num erica ll y tested our proof of sca ling in d = 1, and prov ided 

num erica l evidence fo r sca lin g in d = 2 and d = 3. We used o ur 

PDES to perform dynamic Monte Ca rlo simulations for thermal 

switching of nanosca le magn ets and to perform fin ite-size sca ling 

for a dynamic phase transiti o n for magnetic thin fi lms. Ou r 

dyn amic Monte Ca rlo algor ith ms allow simulations that are tru e 

to the underlying physical dynami c and span very la rge time 

scales, from atomistic times to engineering times. 

SIGNIFICANCE 

We p roved fo r the first time that a nontrivial para lleli za tion 

method is scalable. Sin ce DES are used in a wide variety of fi elds 

(from switching of cellula r communicatio ns netwo rks to wa r

game simulations), this ge neral proof is o f broad interest to 

resea rchers in vario us fie lds. 

Metastabi lity and hyste resis a re ubiqu ito us in m ate rials systems, 

ranging from ferromagnets to ag ing and fa ilure of mate rials. We 
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The average utili zation, <U>, in a nearest neighbor PDES 

simulation as a function of NpE:1 . One-dimensional simula

tions with one lattice site per PE (red triang les) and two 

latt ice si tes per PE (gre en diamonds). Two-dimensional 

Monte Carlo (cyan squares) and n-fold way (black ci rcles) 

simulations with each PE having a block of lattice sites 

128 on a side. 

study both sim ple models whe re th e phys ics ca n be full y explored 

and und erstood, and rea listic ca lcul at io ns for models of actual 

systems (nanosca le ferrom ag nets). The time sca les ran ge from 

mi croscop ic to geologic. To span th ese dispa ra te tim e sca les, we 

have introduced novel algo rithms that ca n ga in many o rders of 

magnitud e in simulation speed , and we have im plemented an 

effic ient code fo r stochasti c simu latio n o n a d istributed-mem ory 

machine, where the pattern of co m muni ca ti o n between the 

underl yin g PEs is completely unpredicta bl e. 

PUBLICATIONS 

G. Korn iss, Z. To roczkai, M . A. Novotny, and P. A. Rikvold , "From 

m assively parall el algo ri thms and fluctuating time h o rizo ns to 

no n-equilibrium surface growth," Phys. Rev. Lett. 84,-1351 (2000 ). 

G. Korniss, M.A. Novotny, and P. A. Rikvold, "Paralleli za tion of a 

dynamic Monte Carlo algo rithm: A partially rejection-free con

serva tive approach," ]. Co mp. Phys. 153, 488 (1999) . 

M.A. Novot ny, "A tutorial o n advanced dynamic Monte Ca rlo 

methods fo r systems with d iscrete sta te spaces," in Annual 

Reviews of Computational Physics IX, edited by D. Stauffer (World 

Sc ientific, Sin ga pore, in press) . 

h ttp: / /www.cs i t. fsu. ed u/ - novotny 
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Sparse Linear Algebra Algorithms and Applications for MPPs 

Horst Simon, Chris Ding, and Parry Husbands, NERSC, 

Lawrence Berkeley National Laboratory 

Hongyuan Zha, Pennsylvania State University 

Inderjit Dhillon, University of Texas, Austin 

RESEARCH OBJECTIVES 

T he goa l of this resea rch is to use high performance computin g to 

h elp und ers tand and improve subspace-based techniques for 

info rmatio n ret ri eval, such as LSI (la tent sem anti c indexing) . In 

th e past these techniques have bee n used on ly on very sma ll data 

se ts. We are developing an enviro nment and sca lable lin ear alge

bra algorithms with which LSI -based information retri eval, fo r 

example, can be applied to matrices representing millions of doc

uments and hundreds of thousands of key words. 

We a re studyin g both retrieval accuracy and algorithmic efficien

cy. We hope to : (l) Fu rther develo p our subspace-based model 

and ga in deepe r understandin g of the effectiveness of LSI. We will 

a lso explore th e possibility of extending th e subspace- based 

mod el fo r handling im age and multimedia retrieva l probl ems. (2) 

Develop more robust and co mputa tionall y efficient statisti ca l 

tests for determining the optimal laten t-co ncept subspace dim en

sions. We will especially invest igate methods based o n cross-va li 

dation. (3) Further exp lo re th e low- rank-p lus-shift stru ctures of 

th e te rm -docum ent ma trices and develop fast and mem o ry-effi

c ient numerica l a lgo rithm s for the co mputation of low- rank 

mat r ix approx imat io ns. We will a lso inves tiga te lin ea r-time par

tia l sin gul a r va lu e decompositi o n (SV D) a lgo rithms based o n 
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te rm and document sa mplin g. (4) In vest iga te a va ri ety of stat isti 

ca l methods such a~ ca nonical correlat io n anal ys is and genera l

ized linea r model for translin gua l text ret ri eva l. (5) In ves ti ga te 

how the evolu t ion of th e link structure of th e World Wide Web 

can augment retri eva l schem es. 

COMPUTATIONAL APPROACH 

We pl an to co ntinu e to exp lo re th e use of SVD and other low

rank app roximations in information ret ri eval/data min ing, not 

only of pure text collect io ns, but of th ose augme nted with hyper

links (such as in the World Wide Web). 

ACCOMPLISHMENTS 

The major accompli shment of the past yea r was a deeper under

standin g o f th e representati on produced by the SVD. We discov

ered tha t not all of the properties of this decomposition are des ir

able fo r accurate ret rieval. T hi s discovery ca me abou t through the 

analys is and visualizat io n of a very la rge text coll ection using the 

T3E. We have a lso acq uired a large data set o f Web link da ta and 

have co mpleted a preliminary analys is. 

SIGNIFICANCE 

This project is o ne o f th e first to co m pute deco mpos iti ons of co m

pl ete, la rge term -docum ent matri ces. O th er effo rts have had to 

reso rt to sa mpling to keep things co mpu tat io nall y tractable. We are 

in a unique posit io n to study how sca le affects subspace-based 

retri eva l techniques. We a re also we ll po ised to discove r new and 

interestin g features about th e stru cture of the Web. T he algorithms 

deve loped here will be of use no t on ly in text retrieva l, but in more 

complicated sett in gs such as classificat ion of image co ll ec tions and 

extrac tion of images with desired features from large co llec tio ns. 

Combining effective sea rch and classification algorithms for image 

probl ems with the co mpute and sto rage ca pabilities of future 

NERSC syste ms will pos iti on Berke ley Lab in a leadership position 

when it co mes to th e developm ent o f algo rithmic techniques for 

the data and visualizat ion corridors of the next decade. 
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The primary mission of the Advanced Scientific 

Computing Research (ASCR] program, which 

is carried out by the Mathematical, Information, 

and Computational Sciences (MICS] subprogram, 

is to discover, develop, and deploy the computa

tional and networking tools that enable researchers 

in the scientific disciplines to analyze, model, 

simulate, and predict complex phenomena important 

to the Department of Energy. To accomplish this 

mission, the program fosters and supports funda

mental research in advanced scientific computing -

applied mathematics, computer science, and network

ing - and operates supercomputer, networking, and 

related facilities . In fulfilling this primary mission, 

the ASCR program supports the Office of Science 

Strategic Plan's goal of providing extraordinary tools 

for extraordinary science as well as building the foun

dation for the research in support of the other goals 

of the strategic plan. In the course of accomplishing 

this mission, the research programs of ASCR have 

played a critical role in the evolution of high perfor

mance computing and networks. 
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