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1 

Understanding the dynamics of dislocations is essential to the accurate 

prediction of the mechanical properties of materials. In recent years, considerable 

progress has been made in this area through the development of large computer sim­

ulations which seek to model plastic deformation by considering the interactions of 

many dislocations. However, the many-body nature of the problem, as well as the 

limitations inherent in the elasticity theory used to describe dislocation interactions, 

requires that such simulations make certain simplifying assumptions. The work re­

ported here seeks to examine some of the issues relevant to these simulations in two 

ways. 

First, the dynamics of a single dislocation are studied through the develop­

ment and analysis of a mesoscopic, two-dimensional kinetic Monte Carlo simulation 

of dislocation motion. The stress and temperature dependence of the dislocation ve­

locity is studied, and finite-size effects are discussed. Through a simple analogy to 

models of crystal growth, it is shown that the simulated dislocations exhibit kinetic 

roughening with scaling exponents predicted by the Kardar-Parisi-Zhang equation. 

Second, the structure of dislocation cores is studied at the atomic level in 

diamond cubic materials. These studies are necessary for understanding dislocation 

properties at small distances, and can provide accurate parameters for use in larger 

scale continuum simulations. The first study uses periodic supercells and ab initio 
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techniques to compare two possible reconstructions of the 90° partial dislocation 

core in diamond. The relative energies are found to depend upon the stress field 

experienced by a dislocation in the periodic array. By fitting the energies to an 

isotropic elasticity theory expression for the dislocation core energy, values for the 

core radius and shear modulus of diamond are extracted and found to agree well with 

theoretical estimates and experimental observations. 

A similar analysis using empirical potentials is then performed for the 90° 

partial dislocation in silicon. Both periodic boundary conditions and cylindrical clus­

ter calculations are employed. The stress dependence of the relative energies of the 

two core reconstructions is quantified, and it is argued that one may be able to observe 

a transition in the stable core structure when a hydrostatic pressure is applied. 
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Chapter 1 

Introduction 

The mechanical properties of materials play a large role in many engineering 

applications. In order to determine the suitability of a given material, one must 

understand how that material responds to a force and how factors such as external 

pressure and temperature affect that response. A crystalline solid under stress can 

fracture, deform elastically (reversibly), or yield. In the case of yielding, plastic 

(irreversible) deformation occurs. Dislocations, or line defects in a crystal, are the 

primary agents for plastic deformation. The focus of this work is the dynamics and 

atomic structure of dislocations, with the goal of obtaining information that will be 

useful to those desiring to understand and model the mechanisms responsible for 

plastic deformation. 

1.1 Organization 

This chapter is devoted to a brief review of dislocation properties relevant 

to the present work and an overview of some recent work in the field of dislocation 

modeling. One of the ultimate goals in materials science research is to be able to 

predict mechanical properties of materials by considering the interaction of many 

dislocations. However, this involves bridging a number of length scales, from the 

"macroscopic" level, in which the material is treated as a continuum, through the 

"mesoscopic" level on which microstructural phenomena are observed, down to the 
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"microscopic" level of the atoms in the material. This approach is known as mul­

tiscale modeling. The first part of this work, presented in Chapter 2, attempts to 

address some of the issues surrounding the simulation of plastic qeformation through 

the development and analysis of a two-dimensional kinetic Monte Carlo model for 

dislocation dynamics. The second part of this work, presented in Chapters 3 and 4, 

focuses on the atomic structure of dislocations in diamond and silicon. An attempt to 

link this microscopic length scale with the mesoscopic simulations is made by showing 

that atomic-scale calculations can be used to extract parameters useful for inclusion 

in these larger simulations. 

1.2 Dislocations and plastic deformation 

1. 2.1 History 

The most striking evidence that the picture of a perfect crystal is inappropri­

ate for real materials, and the primary motivation for the development of dislocation 

theory, comes from a consideration of the theoretical shear strength of a perfect crys­

tal. The force necessary to achieve plastic flow in a perfect crystal is determined 

by the shear stress required to move two planes of atoms past each other. In 1926, 

Frenkel [1] used a simple model to obtain an estimate of this critical shear stress, and 

found 

(1.1) 

where fJ, is the shear modulus of the crystal. Although later workers, using more 

sophisticated models, showed that the theoretical shear strength could be reduced 

to about fJ,/30, these values are still in stark contrast to experimental observations 

which show the shear strength to be 10-4 f.l or lower. 

The large discrepancy between theoretical and experimental predictions was 

explained by the introduction of dislocations, one-dimensional line defects in a crystal. 

In 1934, the edge dislocation was proposed by Orowan [2], Polanyi [3], and Taylor 

[4], to be followed in 1939 with the screw dislocation proposed by Burgers [5]. As 

explained in detail in section 1.2.3, the presence of dislocations lowers the critical 
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shear stress for plastic deformation by requiring only small displacements of atoms 

near the dislocation line, as compared to large displacements of all the atoms in a 

plane for a perfect crystal. 

1.2.2 Edge and screw dislocations 

A crystal can deform plastically by means of slip, in which one part of the 

crystal is sheared with respect to an adjacent part. The boundary between the slipped 

and unslipped regions corresponds to the dislocation. 

A dislocation is characterized by two vectors, the line direction e and the 

Burgers vector b. The vector e may be taken in either direction along the line of the 

dislocation. The Burgers vector is determined by drawing a closed loop (called the 

Burgers circuit) around the dislocation. By convention, the circuit is chosen to run 

clockwise when viewed along the direction of e. The same path is then traversed in 

a perfect crystal, and the vector required to close the loop is defined as b. 

The two types of pure dislocations are edge and screw dislocations. An edge 

dislocation can be thought of as a defect formed by the insertion of an extra half­

plane of atoms into an otherwise perfect crystal. In an edge dislocation, b and e 
are perpendicular. (See Figure 1.1.) A screw dislocation is formed by making a cut 

partway through the crystal, then displacing one side of the crystal relative to the 

other side along the direction of the cut. As shown in Figure 1.2, band e are parallel 

in a screw dislocation. 

In general, a dislocation can have its Burgers vector at an arbitrary angle to 

its line direction, and is said to be mixed. Within isotropic elasticity theory, and for 

certain cases within anisotropic elasticity theory, mixed dislocations can be treated 

in terms of their edge and screw components. 

1.2.3 Motion of dislocations 

Since the introduction of dislocations, the existence of which was later con­

firmed by experimental observation [7, 8], the study of plasticity in crystals has been 

dominated by attempts to understand and model the motion of dislocations. The 
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(a) (b) 

Figure 1.1: (a) Model of an edge dislocation and its corresponding Burgers circuit. 

(b) The. same circuit in a perfect crystal, showing the closure failure b. From Hirth 

and Lothe [6]. 

two basic ways in which a dislocation can move are by glide and climb. In glide, the 

dislocation moves in a plane containing both its line direction and Burgers vector. In 

climb, it moves normal to this plane. Slip, or plastic deformation, occurs when many 

dislocations glide and one part of the crystal becomes displaced with respect to the 

other. 

The surfaces on which the dislocations glide are called slip planes, and the 

direction of motion of the dislocation is called the slip direction. The slip plane in 

a crystal is normally the plane on which the atoms are most closely spaced, and the 

slip direction is the direction of closest atomic packing in that plane. In fcc crystals, 

for example, dislocations move in the (110) directions on {111} planes. 

For edge and mixed dislocations, the slip planes are uniquely defined because 

b and e are not parallel. The mechanism by which an edge dislocation can glide 

through the crystal is illustrated in Figure 1.3. The stress required to move an edge 

dislocation is relatively small compared to the theoretical shear strength ·of the crystal. 

For slip to be achieved in a perfect crystal, all atoms in a plane must move a lattice 

constant with respect to the atoms in an adjacent plane. Thus, the number of bonds 
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(a) 

(b) 

Figure 1.2: (a) Model of a screw dislocation and its corresponding Burgers circuit. 

(b) The same circuit in a perfect crystal, showing the closure failure b. 
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Figure 1.3: Glide of an edge dislocation through a crystal under an applied shear 

stress (indicated by arrows). Only atoms very near the dislocation core (e.g. atom 

1) must move in order to advance the dislocation. From Hull and Bacon [9]. 

that must be broken simultaneously scales with the area of the plane. In a material 

containing a dislocation, however, only the atoms very near the dislocation line need 

move substantially. The number of bonds that must be broken thus scales with the 

length of the dislocation. 

The movement of a screw dislocation is somewhat more difficult to illustrate, 

but the stress required for glide is similarly much smaller than the theoretical shear 

strength of the perfect crystal. A screw dislocation, however, can often move in 

more than one plane because its Burgers vector and line direction are parallel. In 

fcc crystals, screw dislocations will move in the close-packed {111} planes, but will 

switch from one {111} plane to the other. This process is known as cross-slip. 

1.2.4 The Peierls barrier 

One early attempt to quantify the contribution of dislocations to plastic 

deformation was made by Peierls [10] and Nabarro [11]. who estimated the stress 

required for dislocation glide in a periodic crystal by considering the disregistry of 

atoms in two semi-infinite cubic crystals, one of which contains a dislocation. As 
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E 

Figure 1.4: A dislocation lying primarily in Peierls energy minima. 

expected, this stress (called the Peierls or Peierls-N abarro stress) is much smaller 

than the theoretical shear strength. of a perfect crystal. The Peierls stress is due 

to a potential energy (the Peierls potential or Peierls energy) experienced by the 

dislocation that reflects the periodicity of the crystal. 

The form of the Peierls energy is ultimately determined by the atomic core 

structure of the dislocation, and thus an analytic expression cannot be easily derived. 

Peierls and N abarro estimated the magnitude of this lattice potential by considering 

the disregistry of atoms in two semi-infinite cubic crystals, one of which contains a 

dislocation. They found that the Peierls energy per unit length was given by the 

expression 
Jlb2 -21fW 

Ep = 7r(l- v) exp( b ) (1.2) 

where w, the dislocation width, is defined (somewhat arbitrarily) as the distance 

over which the magnitude of the disregistry between the atoms is less than half its 

maximum value, and is one measure of the core radius r 0 below which elasticity theory 

is expected to be invalid. 

Although the Peierls-Nabarro model has been criticized since its introduc­

tion, and errors in the original treatment were recently described by N abarro himself 
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(12], the notion that a dislocation moves in a periodic potential is important for a 

qualitative explanation of dislocation motion. Specifically, a dislocation will attempt 

to minimize its energy by lying in a Peierls valley. If it cannot lie entirely in one 

Peierls valley, it will contain kinks which allow it to liein multiple valleys (see Figure 

1.4). The properties of kinks and the application of kink theory to dislocation motion 

have been extensively studied by Seeger and Schiller (13]. 

The presence of kinks is central to the motion of a dislocation in a Peierls 

potential. In order to move a completely straight dislocation from one minimum to 

the next, the entire dislocation must surmount the Peierls barrier. As the temperature 

is increased, however, the dislocation can form oppositely signed pairs of kinks which 

move laterally under the application of an external stress. The energy required fo~ this 
' 

double-kink nucleation (also called kink pair nucleation) is smaller than the energy 

required to move the entire dislocation, since the length of dislocation moving over 

the Peierls barrier is shorter. In general, the stress required to move a kink laterally is 

smaller than the Peierls stress, and when the kinks move off the ends of the dislocation, 

the dislocation has advanced effectively by one lattice spacing. Figure 1.5 illustrates 

the motion of a dislocation via double-kink nucleation and lateral kink motion. 

1.2.5 Stress field and energy of a dislocation 

Within linear isotropic elasticity theory, the relationships between stress and 

strain are given by the equations (6, 9] 

CJxx 2J.LExx + A(Exx + Eyy + tzz) 

C5yy 2J.LEyy + A(Exx + Eyy + tzz) 

C5zz 2J.Ltzz + A(Exx + Eyy + tzz) 

CJxy 2J.LExy 

C5yz - 2J.LEyz 

CJzx 2J.LExz (1.3) 
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A B A B A B A B 

\. 

(a) (b) (c) (d) 

Figure 1.5: Motion of a dislocation by double-kink nucleation and lateral kink motion. 

(a) Dislocation begins at position A. (b) Nucleation of two oppositely signed kinks. 

(c) Under an external applied stress, kinks move laterally until they reach the ends 

of the dislocation. (d) Dislocation has advanced to position B. 
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where J-L is the shear modulus of the crystal and>. is the Lame constant. The strains 

Eij are given in terms of the displacements ui by 

OUx 
ox 

OUy 
oy 

Eyy 

OUz 
Czz -

oz 

Exy !(OUx + OUy) 
2 oy ax 

Eyz !(Buy+ OUz) 
2 az oy 

Ezx -
!(8uz + oux) 
2 ox oz 

(1.4) 

If there are no external torques on the crystal, the stress and strain tensors must be 

symmetric, i.e. 

G'ij - G'ji 

(1.5) 

Using these relations, the stress field of an infinitely long screw dislocation 

can be calculated quite simply. First, the material around the dislocation is modeled 

by a cylinder distorted as shown in Figure 1.6. There are no displacements in the x 

and y directions, and in the z direction the displacement increases uniformly from 0 

to b as the polar angle () is increased from 0 to 21r. Thus, 

Ux 0 

Uy 0 

Uz 
b() b -1 y 
-=-tan -
27r 27r X 

(1.6) 

From Eqs. 1.3 and 1.4, the stresses are then found to be 

G'yy , G'zz = CTxy = 0 
J-Lb X 

27r x2 + y2 

CTzx 
J-Lb y 
27r x2 + y2 

(1.7) 
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Figure 1.6: (a) Screw dislocation in a crystal. (b) Cylinder model of the elastic 

distortion produced by the dislocation. From Hull and Bacon [9). 
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The stress field of an edge dislocation is somewhat more complicated, but yields 

similar-looking results [6, 9]· 

(]' xz 

p,b y(3x2 + y2) 
27r(1- v) (x2 + y2 ) 2 

p,b y(x2 - y2) 

27r(1- v) (x2 + y2 ) 2 

p,bv y 

1r(1- v) (x2 + y2 ) 

p,b x(x2 - y2) 
21r(1- v) (x2 + y2) 2 

(]' yz -:- 0 

where v is the Poisson's ratio of the solid. 

(1.8) 

Two important features of Eqs. 1.7 and 1.8 must be noted. First, the stress 

field of a dislocation falls off as 1/r, where r is the distance from the dislocation. 

This long-range nature of the stress fields requires careful handling in both large­

scale dislocation dynamics simulations and atomic scale calculations. Second, in this 

elasticity theory formulation the stress field diverges as r -+ 0. This divergence is 

avoided by assigning a core radius r0 to the dislocation. Within a distance r0 of 

the dislocation, then, elasticity theory is considered to be invalid and an atomistic, 

non-continuum theory for the dislocation core is required. 

The energy of a dislocation can be divided into two parts: 

· E = Ecore + Eelastic (1.9) 

where Ecore is the core energy of the dislocation and Eelastic is the energy stored in 

the elastic stress field of the dislocation. For an infinite screw dislocation, the elastic 

energy per unit length Eelastic/ L may be found through a simple integration of the 

stress field to be 
Eelastic = ttb

2 
log R 

L 47r ro 
(1.10) 

where r 0 is the core radius and R is a large-scale cutoff dependent on system size. In 

Figure 1.6, R and r0 are the outer and inner radii, respectively, of the cylinder. For 

edge dislocations, the prefactor p,b2 /47r is replaced with p,b2 /47r(1- v). 
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The division of E into the two terms in Eq. 1.9 is somewhat arbitrary, and 

a common convention is to incorporate Ecore into Eelastic by adjusting the value of 

the core radius r 0 [6]. This is possible because the core radius and core energy have 

no strict separate physical meaning; they are simply parameters inserted to make up 

for the failure of elasticity theory at distances very close to the dislocation line. For 

a given dislocatibn, one may thus choose Ecore == 0 and replace the two parameters 

Ecore and r0 with the single parameter r0 • The core radius is often written in terms 

of the magnitude of the Burgers vector as as bja, where a is a number on the order 

of unity [6]. 

In addition to the core radius r0 , there is a second parameter known as the 

interaction cutoff parameter p, which is the minimum interaction distance between 

two dislocation segments (i.e. segments do not interact when they are closer than p). 

It can be shown [6] that in order to achieve self-consistency, the quantities r0 and p 

must be related as 
ro b 

p=- = -. 
2 2a 

(1.11) 

1.2.6 Force on a dislocation 

Since the presence of a dislocation involves all the atoms in a material, it is 

somewhat misleading to speak of the force on a dislocation line as though the effects 

were entirely localized. In fact, the force on a dislocation should be considered a 

generalized force, as in classical mechanics, representing the change in free energy of 

the system when the dislocation is displaced. The displacement of a dislocation, of 

course, requires changes in the coordinates of all atoms in the system, and the "true" 

. forces are distributed throughout the elastic continuum. 

The force per unit length on a dislocation in the presence of a stress field 

can be found to be [6] 
F 
L =(b. u) X e. (1.12) 

Eq. 1.12 is known as the Peach-Koehler formula [14]. 

As an example of the application of the Peach-Koehler formula, one may 

consider the force between two infinite edge dislocations of opposite sign separated 
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_L 

d 
z 

Figure 1. 7: Two oppositely signed edge dislocations exert an ~ttractive force on each 

other. 

by a distanced, as shown in Figure 1.7. Let the left dislocation have b = bx, e= z, 
and the right dislocation b = bx, e= -z. Then the Peach-Koehler force on the right 

dislocation due to the left dislocation is just 

(1.13) 

evaluated at x = d and y = 0, where O"xx and O"xy are given by Eqs. 1.8. Upon 

substitution, Fy is found to vanish and Fx points in the -x direction, implying an 

attractive force. In general, oppositely signed dislocations will attract, arid same 

signed dislocations will repel. 

1.2. 7 Partial dislocations 

The screw and edge dislocations described previously are perfect dislocations, 

which means that the Burgers vector b is equal to a lattice vector in the crystal. In 

the close-packed fcc and hcp crystal structures, however, dislocations can dissociate 

into partial dislocations, in which the Burgers vector is not equal to a lattice vector. 

The partial dislocations are separated by stacking faults, or irregularities in the order 

of the atomic layers. 

In an fcc lattice, as previously mentioned, the predominant dislocations lie in 

the (110) directions in the {111} slip planes. Since, according to Eq. 1.10, the energy 

of a dislocation is proportional to the square of the Burgers vector, it follows that the 

most likely Burgers vectors for a dislocation in an fcc lattice are the shortest lattice 
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[ 11 0] ________.. ... 

Figure 1.8: Dissociation of a perfect dislocation in the (Ill) plane into two partial 

dislocations. From Hull and Bacon [9]. 

vectors in the crystal, which are of the type ~ (110). An illustration of the motion of a 

perfect dislocation with Burgers vector ~[110] is given in Figure 1.8. Upon application 

of a shear stress to produce a displacement in the direction of slip, an atom at a site 

B will move in two steps, first to a nearby site C and then to the new site B. The 

separation of the displacement into two separate movements is represented by the 

dissociation of the perfect dislocation into two Shockley partial dislocations: 

1 [ l 1 1 -- 110 --+ -[211] + -[121] 
2 6 6 

(1.14) 

This dissociation is preferred because the energy associated with the single 

perfect dislocation is 

(1.15) 
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whereas for the two partials 

Epartiats ex b~ + b~ = a2 /6 + a2 /6 = a2 /3 (1.16) 

Since the energy of the two partial dislocations is lower than the energy of the perfect 

dislocation, the splitting is energetically favorable. The displacements associated 

with the two partial dislocations result in a stacking fault between them, in which 

the normal stacking sequence ABCABCABCABC ... is replaced by ABCACABC ... 

The separation between the two partials is determined by a balance of two forces: the 

force associated with the stacking fault energy, which tends to pull the dislocations 

together, and the elastic force which causes the dislocations to repel. Typical values 

of the separation in fcc metals and diamond cubic materials are on the order of 30-100 

A [15, 16, 17]. 

1.3 Motivation for the current work 

The rapid growth of computer power in recent years has prompted several 

attempts to develop large-scale models of plastic deformation. Kubin and co-workers 

developed a 3-D mesoscopic simulation of the dynamics of large numbers of disloca­

tions in fcc crystals [18], later e.xtended to bee [19] and silicon [20] crystals. Schwarz 

[21] has also developed a simulation of interacting dislocations, but with careful con­

sideration of classic problem of the divergence of the self-interactions. Rhee et al. 

[22], Ghoniem et al. [23], and Faradjian et al. [24] have also produced similar models. 

The simulations described above are based on elasticity theory, in which 

the dislocation is considered to reside in a continuous medium. While elasticity 

theory is adequate for most aspects of dislocation simulation (and for describing many 

properties of dislocations), it fails to describe the dislocation completely because the 

elastic self-energy of a dislocation diverges. The accurate simulation of dislocation 

interactions is fraught with other difficulties, such as the long range of dislocation 

stress fields and the effect of free surfaces on the dislocation mobility. 

The essential features of these large-scale simulations are identical: All of 

them perform a discretization of space (and often time), model the dislocation as 
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a series of straight segments (with the exception of Ghoniem et al. [23], who use 

curved segments), and evolve the dislocation according to a mobility law which can 

depend on the elastic properties of the material, an externally applied stress, and 

the temperature of the sample. Central to the determination of such a mobility 

law, however, is an understanding of how a single dislocation propagates under an 

applied stress. This is the motivation for the first project described in this work: a 

mesoscopic kinetic Monte Carlo simulation which explores the dynamics of a single 

dislocation bounded by free surfaces. The second part of this work is dedicated to 

exploring the atomic structure of a dislocation core, information that can both provide 

accurate parameters for mesoscopic simulations and enable the proper treatment of 

a dislocation at length scales where elasticity theory breaks down. 
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Chapter 2 

Simulation of Dislocation 

Dynamicst 

The ability to model the mechanical properties of materials is of obvious 

practical and theoretical interest. An understanding of the processes underlying plas­

tic deformation must, in turn, include a predictive description of dislocation dynamics. 

However, since dislocation densities (the number of dislocation lines that intersect a 

unit area in a crystal) can be as large as 1011 or 1012 dislocationsjcm2 in heavily 

deformed metals (26], such a description involves solving a complicated many-body 

problem. In recent years, several workers [18, 21, 22, 23] have attempted to address 

this problem by creating large continuum simulations of dislocation dynamics. But 

computational limits, as well as the difficulties inherent in bridging the many length 

scales that come into play, require the use of many approximations. 

At the core of any dislocation dynamics simulation, and the goal of the work 

described in this chapter, is an understanding of how a single dislocation responds to 

an applied stress. The hope is that focusing on this smaller problem will allow a more 

thorough examination of the issues relevant to larger scale simulations. In particular, 

it is found that 

• The presence of free surfaces may have a substantial effect on the dislocation 

velocity. 

tThe research presented in this chapter has been published in Ref. (25]. 
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• The dislocation velocity depends on temperature differently depending on the 

magnitude of the applied stress. 

• The dislocation exhibits kinetic roughening with exponents predicted by an 

analogous crystal growth problem. 

2.1 The model 

The full model used to obtain most of the results discussed in this chapter 

incorporates much detail in the calculation of elastic interactions between dislocation 

segments, and proves to be too computationally intensive for examination of certain 

phenomena. Thus, for some of the calculations, simplifications to the model are intro­

duced which are expected not to influence the results too heavily for the quantities of 

interest. The full model is presented here first, and approximations will be described 

when their need arises in later discussion. 

2.1.1 Representation of the dislocation 

The dislocation is modeled as a system of pure screw and pure edge segments 

on a 2-D rectangular lattice. Screw segments are assumed to lie in Peierls minima, 

and edge segments are present only as kinks. The lattice is infinite in the direction 

of motion and bounded by free surfaces in the direction perpendicular to motion (see 

Fig. 2.1). 

Since this model treats only a single dislocation and is restricted to a two­

dimensional treatment, it is not expected to reproduce quantitatively the experimen­

tal observations of real materials. Nonetheless, it is useful to choose a realistic system 

from which to extract parameters such as atomic distances and elastic constants. The 

(110) slip system of tantalum is a reasonable choice since the Peierls potential is ex­

pected to be significant in bee metals and dislocations do not dissociate into partials as 

in the fcc and diamond structures, thus increasing the validity of the pure screw /edge 

approximation. 
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Figure 2.1: Discrete model of a dislocation (drawing not to scale). Screw segments lie 

in Peierls minima and edge segments are present only as kinks. The + and - signs 

indicate positive and negative kinks, respectively. The discretization distance in the 

x direction is halved at the surfaces to allow nucleation and annihilation of single 

kinks, thus minimizing the effects of the surfaces. 

The Burgers vector bin the (110) slip system of tantalum is a0 -/3/2 = 2.62 

A, where a0 = 3.03 A is the lattice constant. (See Figure 2.2.) The interaction cutoff 

parameter p (described in Section 1.2.5) is chosen to be b/8, corresponding to a= 4. 

The discretization distance in the direction of motion is simply the distance between 

neighboring Peierls valleys, a = (2/3) 112a0 = 2.14 A. The discretization distance in 

the direction perpendicular to motion, identified with the distance of separation be­

tween kink pairs, presents a greater difficulty. The nearest neighbor distance along a 

Peierls valley is b. However, because oppositely signed edge dislocations attract (see 

section 1.2.6), kink pairs are not stable unless their separation exceeds a minimum 

distance which is dependent on the applied stress [6]. Incorporating this variable 

stress-dependent kink separation into the simulation while at the same time main­

taining detailed balance is nontrivial, and failure to maintain detailed balance can 

lead to serious artifacts in the dislocation's structure. Therefore, the present treat­

ment chooses to maintain detailed balance while sacrificing other physical detail. In 

particular, the kink separation distance is chosen to be 20b, which gives stable kink 

pairs in the stress and temperature ranges of interest, and a kink migration energy 

(described in the following section) is added to account for the entropic contribution 
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Figure 2.2: (llO) slip system of a bee metal. The dotted lines correspond to Peierls 

valleys. 

due to the fact that "real" kinks move in steps of b. The dislocation is placed under an 

applied external stress CJxy, which tends to move screw segments in the +y direction 

and edge segments in the ±x direction, depending on the sign of the kink. 

2.1.2 Dislocation evolution 

Evolution of the dislocation is controlled by kinetic Monte Carlo procedure 

[27], in which the simulation proceeds by event, not by time. At each stage of the 

simulation, the following steps are performed. 

1. A finite number of possible events is tabulated. 

, 2. Rates Ri for the occurrence of each event are determined. 

3. The time until the next event occurs is determined by the equation 

ln r 
T=--

R 
(2.1) 

where r is a random number between 0 and 1 and R is the sum of the individual 

rates Ri· 
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4. The actual event which occurs is chosen randomly, using the Ri as weighting 

factors. 

5. The system is evolved to a new state determined by the chosen event. 

The dislocation begins as a perfectly straight, single screw-oriented segment. 

At each stage of the simulation, the possible events at a given site on the dislocation 

may include double-kink nuCleation, annihilation of an existing kink pair, or lateral 

motion of a single kink. The equivalent of the solid-on-solid condition for crystal 

growth is imposed; kinks of like sign may not approach closer than the discretization 

distance 20b, thus preventing "overhangs" and extended edge segments of length 

greater than a. To minimize surface effects, nucleation and annihilation of single 

kinks are allowed to occur at a distance of lOb from the surface. Both events that 

move the dislocation in the +y direction favored by the stress and events that move 

it in the -y direction against the stress are allowed, since thermal fluctuations can 

overcome the additional energy bias caused by the stress. 

The event rates are calculated according to the formula 

R .:__ Wo exp( -!:lEbarr/ksT) (2.2) 

where W0 is an attempt frequency and !:lEbarr is the energy barrier associated with 

moving between the initial and final (if the event were to occur) configurations. The 

attempt frequency W 0 sets the overall time scale for the evolution of the dislocation, 

and is typically on the order of the Debye frequency, 10-12 to 10-13 s- 1 . A more 

quantitative estimate can be made by considering the Granato-Lucke model [28], 

which treats a dislocation as a vibrating string. The attempt frequency is cho~en 

to be the fundamental mode of a vibrating string with length 20b, the double-kink 

separation distance. Then, 

(2.3) 

where Ct = 2060 m/s is the speed of sound in tantalum, which gives 

(2.4) 
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·········I ··········1··················1·· 
(1) (2) (3) 

Figure 2.3: llEmid is the energy required to pass from (1) to (2); .6.Efinal is the energy 
' 

required to pass from (1) to (3). Only the section of the dislocation in the vicinity of 

the nucleation site is shown. 

For double-kink nucleation and annihilation, .6.Ebarr in Eq. 2.2 is determined 

by comparing the energies .6.Emid and .6.Efinal· .6.Emid is the energy required to 

nucleate a kink pair "halfway", so that the screw segment separating the kinks lies 

along a Peierls maximum, and .6.Efinal is the energy required to nucleate a full kink 

pair. (See Figure 2.3.) 

The work done by or against an applied stress rJ is equal to ±CJbA, where A 

is the area swept out by the dislocation. Thus 

.6.Emid = .6.Ep + .6.Es,elastic(config, a/2) ± CJb(20b)(a/2) (2.5) 

and 

.6.Efinal = .6.Es,elastic(config, a)± CJb(20b)(a). (2.6) 

where .6.Ep is the Peierls energy barrier and .6.Es,elastic( config, y) is the elastic energy 

required to move a screw segment a distance y and depends on the entire dislocation 

configuration. 

The Peierls energy .6.Ep can be determined from the Peierls stress CJp. Ex­

perimental measurements and theoretical estimates of the Peierls stress in tantalum 

cover a wide range, from 340-1100 MPa [10, 11, 29, 30]. For these simulations, CJp 

is chosen to be 750 MPa, corresponding to .6.Ep = 0.44 eV for a screw segment of 

length 20b. 

Once .6.Emid and .6.Efinal are calculated, 

.6.Ebarr = { 
.6.Emid .6.Emid 2:: .6.Efinal and .6.Emid > 0 

.6.Efina!/2 otherwise 
(2.7) 
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One might naturally expect flEbarr always to be defined by !lEmid, since the Peierls 

potential has a maximum at the halfway point. However, the Peierls energy is not 

always the dominating factor in the energy barrier. In some cases, the elastic energy 

required to move a screw segment to its final position exceeds that required to move 

it to the halfway position by an amount greater than the Peierls energy. Also, when 

the applied stress is large, double-kink nucleation is so favorable that the energy 

barrier is negative, and the screw segment will move immediately to its final position. 

Figure 2.4 illustrates schematically the ways in which the energy barrier depends 

on the distance y traveled by the screw segment. An ideal calculation would take 

into account the analytical forms of the three contributions to the energy barrier­

the elastic energy, Peierls energy, and work due to applied stress-as continuous 

functions of the screw segment position, and calculate the maximum barrier exactly. 

However, the complexity of the elastic energy calculation, as well as its dependence 

on the entire dislocation configuration, makes such a calculation computationally 

unfeasible. This scheme, in which the energy barriers for only the halfway position 

and final position are calculated, allows for a more accurate choice of !lEbarr without 

sacrificing computational efficiency. The factor of 2 must be added to flEfinal to 

ensure that detailed balance is obeyed. 

The energy barrier for lateral kink motion is simply 

1 
flEbarr = !lmig + 2(/lEe,elastic(config, 20b) ± ab(20b)a) (2.8) 

where !lmig is a kink migration energy and flEe,elastic( config, x) is the elastic energy 

required to move an edge segment a distance x. Again, a factor of 2 (absorbed into 

~mig) is added to ensure that detailed balance is obeyed. 

The kink migration energy, ~mig, can be thought of as a secondary Peierls 

barrier in the direction of motion of the kinks, i.e. the ±x direction. Essentially, !lmig 

is added to account for the difference between simulation and reality in its discretiza­

tion of space. Whereas real kinks move through barriers with a periodicity of b, kinks 

in the simulation must move in steps of 20b, and there should thus be an entropic 

contribution to the energy barrier for this process. ~mig is a construct which allows 

tuning of the relative rates of kink motion and double kink nucleation/ annihilation, 



CHAPTER 2. SIMULATION OF DISLOCATION DYNAMICS 

Elastic 

E 

y 

(a) E 

i\Emid 

i\Efina 

(c) E 

a 

E 

Stress 

.... .... 
.... .... 

.... 

Total 

y 
a 

(d) E 

Peierls 

E 

(against stress) 

y 

(with stress) 

(b) E 

y 

(e) E 

25 

a 

Figure 2.4: Schematic illustration of the energy barrier to double-kink nucleation, 

as a function of the kink height y. The form of the total energy barrier depends on 

the relative contributions of the elastic energy, work done by or against the applied 

stress, and Peierls energy. In cases (a) and (b), l:l.Emid is used; in cases (c), (d), and 

(e), l:l.Efinaz/2 is used. (See Eq. 2.7.) 
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and the value D-mig=0.25 eV is chosen so that the rates of these two types of events 

are comparable. Experimental observations of dislocations with low kink mobility 

[17, 31] suggest that 'this choice is not unreasonable. 

The terms in Eqs. 2. 7 and 2.8 have now all been defined except for the 

elastic energy terms, D-Es,elastic(config, y) and D.Ee,elastic(config, x). In the coordinate 

system of Figure 2.1, the only relevant component of the stress tensor is O"xz· By 

the Peach-Koehler formula (Eq. 1.12), it is this component that produces a force in 

the y direction for the screw segments (b = bx, e = X) and in the X direction for 

the edge segments (b = bx, e= ±y). The value for O"xz must be obtained by a sum 

over all the contributions from the other screw and edge segments in the dislocation. 

Though computationally intensive, these calculations are straightforward. The stress 

field O"~z ( x, y) of a dislocation segment according to isotropic elasticity theory is well­

known [6, 32]. For a screw segment lying on the x-axis between XI and x 2 , 

(2.9) 

where ri = ((x- xi) 2 + y2 )I/2 . For an edge segment lying on they-axis between YI 

and y2 , 

d -j1b [. 1 1 l 
0" xz (X, Y) = ( ) X ( ) - ( ) 47f 1 - v ri ri - y + YI r2 r2 - Y + Y2 

(2.10) 

with ri = (x 2 + (y- Yi?)I/2. 

To account for the presence of the free surfaces that bound the dislocation, 

image stresses and surface traction terms (more accurately, stress fields that annul 

the surface tractions) must also be considered in the calculation. The image stresses 

(}~Ax, y) are easily determined from the real stresses by transforming the coordinate 

system and changing the sign of the Burgers vector. The surface traction terms have 

also been calculated explicitly [33, 34]. For a screw segment, this term is, with x = 0 

taken at the surface, 

8 ( ) = -j1b [( _ )(P _ p.) _ 3xix(x +xi) 3x2x(x + x2)] 
0" xz X' Y 2 ( 1 ) Y 1 V I 2 5 + 5 

1r - v , ri r2 

(2.11) 
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distance c to the right of a surface at_x = 0, the corresponding term is 

with the definitions 

ri ((y- Yi)2 + (x + c)2)1/2 

Pi 1/(ri(ri- Y + Yi)) 
2ri- y + Yi 

ry(ri - Y + Yi)2 

3x(x+c) [Y-Yi .4] --+-q· rt - (y - Yi)2 rf 3 z • 
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(2.13) 

Properly, the consideration of the surfaces requires an infinite sum over all 

reflections of the images on both surfaces. However, the interactions drop off rapidly 

as functions of both the distance from the surface of the stress-generating segment 

and the distance between the segment and the point of evaluation, and are significant 

only for segments very near the surface. Thus, only the first term in the sum is 

included for each segment with each surface. Furthermore, a dislocation segment 

with an endpoint at the surface will have that endpoint adjusted by the interaction 

cutoff parameter p to avoid a divergence in the energy. 

Once the stress fields associated with all segments of the dislocation have 

been determined, the work required to transform a dislocation from its initial to its 

final configuration against these stress fields can be determined by integration. The 

energy required to move a screw segment against the stress fields of the other segments 

in the dislocation is 

[Y! {Xf 
flEs,elastic = -b }, dy Jx dx L CTxz,i 

Yo Xo i 
(2.14) 

where X 0 'and x 1 are the endpoints of the screw segment, Yo and YJ are the initial and 

final positions of the segment, and CTxz,i is the total contribution to CTxz from segment 

i (which can be either screw or edge) in the dislocation. This is given by 

d + i + s CTxz,i = (Jxz,i (Jxz,i (Jxz,i (2.15) 
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which is determined from Eqs. 2.9-2.13 with appropriate coordinate transformations. 

The equation for llEe,elastic has an identical form, but with a different interpretation 

of the parameters: Yo and YJ are the endpoints of the edge segment, and X 0 and Xf 

are its initial and final positions. 

One final complication to the above expression must be considered. The 

movement of a screw segment in double-kink nucleation (annihilation) is accompanied 

by the creation (annihilation) of two new edge segments. The work done against the 

stress fields of these segments must also be included. This is done by using Eqs. 2.10 

and 2.13, but with one of the endpoints (either y1 or y2 , depending on the segment) 

replaced by the integration variable yin Eq. 2.14. Since the stress field will diverge at 

the "corner" where the screw segment and the new edge segment meet, one must also 

adjust the screw segment endpoints X 0 and x 1 by the interaction cutoff parameter p 

as appropriate. In the case of lateral kink motion, the screw segments adjacent to 

the moving edge segment will lengthen or shorten in the process and are treated in 

an analogous manner. 

2.2 Dislocation velocity 

2.2.1 Finite-size effects 

Because the computational demands of the simulation place a limit on the 

dislocation length that can be considered, it is crucial to examine the effects of fi­

nite size, particularly with regard to the presence of the free surfaces that bound the 

dislocation. Further, dislocations in nature are often bounded by surfaces or inter­

faces. These defects may influence the dislocation velocities. In order to study the 

dependence of the steady-state dislocation velocity on dislocation length, a simpler 

model is used in which only two elastic energies are calculated, that associated with 

nucleating a kink pair and that associated with moving a single kink in the middle 

of an otherwise fiat dislocation. These two quantities then replace the configuration­

dependent terms in Eqs. 2. 7 and 2.8, decreasing computational time significantly. 

-This simplified description reproduces trends in the statistically steady-state disloca-
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Figure 2.5: Dislocation velocity vs. length for an applied stress of (a) 100 MPa and 

(b) 400 MPa at a sample temperature of 450 K. 

tion velocities calculated from the full simulation while allowing the examination of 

longer dislocation lengths. (The simple model does not, however, accurately repro­

duce the small-scale structure of the dislocation, and thus is used only for the purpose 

of examining dislocation velocity.) 

Dislocation velocity is determined within the model as follows. The mean 

dislocation position y at a given time t is computed by performing an average over 

the positions of the screw segments, weighted by their lengths. In the steady state, 

the dislocation velocity v = (dyfdt) will become a constant (in a statistical sense) 

which can be found by fitting a line to a plot of y vs. t. 

Figure 2.5 shows the steady state dislocation velocity as a function of dis­

location length under applied stresses of 100 MPa and 400 MPa, at a temperature 

of 450 K. It should be noted that the absolute values of the velocities depend on the 

choice of the attempt frequency W0 and are not meant to be compared to experimen­

tal values; rather, they are shown to illustrate qualitatively the different regimes of 

length dependence. 

The dependence of the dislocation velocity on length is a result of two differ-

• 

0.8 
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Figure 2.6: At low stresses, kink pairs tend to "stick" only when nucleated near a 

surface. (a) Single kink annihilates with its image. (b) Mobile kink remains in bulk, 

free to move. 

ent surface effects, and the nature of the dependence (i.e. whether velocity increases 

or decreases with length) is determined by the dominance of one effect over the other 

in different regions of parameter space. On one hand, surfaces can be thought of as 

kink sources, for they serve to enhance the velocity in the following manner: A kink 

pair is most likely to "stick" when it is nucleated close to the surface, after which 

the adjacent single-kink annihilation (with its image) is energetically favored, leaving 

the remaining kink to move laterally within the dislocation. (See Figure 2.6.) Thus, 

nucleation of a kink pair near a surface is favored over nucleation in the bulk. On the 

other hand, surfaces also decrease the velocity in that the finite size of the dislocation 

places a limit on the number of kink pairs that can be present [6]. In this manner, 

free surfaces can also be thought of as kink sinks. 

At low stresses, kink pairs are very unstable and the source behavior of 

the surface dominates. The dislocation velocity is closely related to the probability of 

nucleating a kink pair near the surface, since kink pairs nucleated in the bulk are likely 

to annihilate in the next kinetic Monte Carlo step. This probability is determined 
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by the ratio of surface nucleation sites to bulk nucleation sites. The ratio decreases 

as the dislocation length is increased, leading to an overall decrease in dislocation 

velocity as a function of length. 

At high stresses, nucleated kink pairs both at the surface and in the bulk are 

quite stable. Although nucleation at the surface is still favored, there are many more 

sites in the bulk, and all kink pairs tend to "stick". Once the kinks are nucleated, they 

spread along the dislocation under the influence of the applied stress until they reach 

the surfaces. The sink behavior of the surface now dominates; the length dependence 

of the velocity here is now a consequence of the finite size of the dislocation. If the 

dislocation is shorter than the equilibrium kink separation., very few (typically, only 

one) kink pairs can be present at a time before the kinks move off the surface. As 

the dislocation length increases, more opportunities for kink pair nucleation arise and 

the dislocation can thus advance more rapidly. 

This tendency of the free surfaces to act as kink sources at low stresses and 

as kink sinks at high stresses can be modeled by the following equation for slip per 

unit length: 
ay a2y 00 

-a = D a 2 + a L 8( X - nL) + (3. 
t X n=-oo 

(2.16) 

Here y represents the slip per unit length of the dislocation, D is a kink diffusion 

coefficient, and L is the dislocation length. (3 is related to the nucleation rates in an 

infinite dislocation, and a is related to an additional contribution to the nucleation 

rates at the surfaces. It is expected that a > 0 for low stresses (nucleation rates are 

higher at the surfaces) and a < 0 for high stresses (nucleation rates are lower at the 

surfaces). The sum is taken to be infinite in order to facilitate solution, with the 

understanding that only the range 0 < x < L is relevant to the problem at hand. 

Solving Eq. 2.16 for y (see Appendix A) yields 

_ (a ) ~ 00 cos(2nmx/L)(l- e-4D7r
2
m

2
t/L

2
) 

y(x, t) - L + (3 t + 2n2 D fl m2 . (2.17) 

The dislocation motion is thus described by a constant velocity term and a term 

that modifies the shape of the dislocation, causing it to form a bowed structure. 

The strength of this "bowing" depends on both the dislocation length and on a, 



CHAPTER 2. SIMULATION OF DISLOCATION DYNAMICS 32 

the additional contribution to dislocation slip at the surface. When t -+ oo, the 

time-dependent contribution of this bowing term disappears and the steady-state 

dislocation velocity is simply 

(2.18) 

where /3 now gives the dislocation velocity in the limit of infinite length and a de­

termines the strength of the length dependence. Using Eq. 2.18, one can fit velocity 

vs. length curves (such as those in Fig. 2.5) to determine a and (3 as a function of 

stress and temperature. A contour plot of aj/3, where L* = la//31 is the character­

istic length below which finite-size effects may be significant, is shown in Fig. 2.7. 

As expected, a is found to be negative for high stresses and positive for low stresses. 

The line along which L* = 0 marks the set of stress-temperature pairs where velocity 

is effectively independent of dislocation length. However, the values of L * reported 

here for other stresses and temperature are short, approximately 400 A. The velocity 

of dislocations substantially longer than this will be unaffected by finite size. 

2.2.2 Stress and temperature dependence 

Using the full simulation with the complete elastic calculation, the depen­

dence of the steady state velocity of the dislocation on applied stress and sample 

temperature can now be studied in detail. Figure 2.8 displays the dislocation veloc­

ities as a function of applied stress at temperatures of 300, 450, and 600 K, using 

dislocation lengths of 200Gb (~ 5200 A). ForT= 450 K and T = 600 K, this is well 

beyond the region of strong length dependence and the velocities can be considered 

to be the same as those in the infinite-length limit. ForT= 300 K, this dislocation 

length is still in the regime where there is significant length dependence. As can be 

seen from examination of Figure 2.7, the characteristic length L* is somewhat higher 

forT= 300 K in the stresses of interest. Moreover, a is negative in this region, sug­

gesting that the velocities observed are slightly lower than those in the infinite-length 

limit. 

In fact, this suggestion is confirmed by close examination of Fig. 2.8, which 

reveals that the T = 300 K curve crosses the other two curves at a higher stress than 
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Figure 2. 7: Contour plot of the characteristic dislocation length a/ (3, in meters, as 

a function of applied stress and temperature. The line marked 0 indicates the set of 

pq,rameters where velocity is independent of dislocation length. 
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Figure 2.8: Steady-state dislocation velocity as a function of applied stress for T = 

300, 450, and 600 K. 
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they cross each other. Although it is impractical to generate the entire T = 300 K 

curve with a sufficiently long dislocation due to the computational time needed for 

such a calculation, it is found by calculating the velocities at the two points a = 375 

MPa and CJ = 400 MPa for a long dislocation that the T = 300 K curve will indeed 

cross the others at the same point in the infinite-length limit. The stress at which 

this point occurs, ~ 385 MPa, corresponds to the zero-temperature yield stress for a 

dislocation of infinite length, as is now discussed. 

The crossing of the curves at high stress can be understood as follows. The 

six processes that govern the motion of the dislocation are kink pair nucleation with 

(i.e. in the direction favored by) or against an applied stress, kink pair annihila­

tion with or against the stress, and lateral kink motion with or against the stress. 

One may suppose that the velocity of the dislocation is primarily determined by the 

complementary processes of kink pair nucleation with the stress and kink pair anni­

hilation against the stress. This is not an unreasonable assumption, since kink pair 

nucleation against the stress occurs rarely and lateral kink motion can occur only 

after kinks have been nucleated. To explore the relative importance of these two 

primary processes, the energy barrier associated with each process was plotted as a 

function of stress, assuming an isolated kink pair in the middle of an otherwise flat 

dislocation. Since the energy barrier for kink pair nucleation with the stress decreases 

with increasing stress and the energy barrier for kink pair annihilation against the 

stress increases with increasing stress, the curves must eventually cross, and do so 

around 410 MPa. (This does not correspond exactly to the crossing point ac ~ 385 
I 

MPa observed in Figure 2.8, since this simple analysis does not take into account 

the influence of the configuration-dependent long-ranged elastic fields as well as the 

other processes that affect the motion of the dislocation.) The ratio of the two rates, 

assumed to be related to the velocity, is given by 

Rnuc/ Rann = exp( -!:1EjkT) (2.19) 

with !:1E given by 

/:1£ = Enuc - Eann (2.20) 
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where Enuc and Eann are the energy barriers associated with kink pair nucleation and 

annihilation, respectively. At low stresses a < O"c, Enuc > Eann and 6.E is positive; as 

T increases, the ratio of the rates (and thus the dislocation velocity) also increases. 

This produces the expected behavior. However, at high stresses a> O"c, Enuc < Eann 

and 6.E is negative, indicating that it is actually energetically favorable to nucleate 

double kinks. Therefore, as T increases, the exponent goes from a positive number 

toward zero and the velocity actually decreases. 

This phenomenon can be understood as the result of the competing effects 

of temperature and applied stress. Thermal effects alone do not give a directional 

preference for the motion of the dislocation, and the kinks are as likely to nucleate 

"backward" ( -y direction) as "forward" ( +y direction). At high stresses, the disloca­

tion motion in the forward direction is so energetically favored that it needs no help 

from thermal effects in order to overcome the elastic and Peierls barriers to motion. 

A higher temperature increases the likelihood of kink nucleation and motion in both 

directions. This has little effect on the "forward-moving" events of the dislocation, 

since those would occur anyway, but the frequency of "backward-moving" events is 

increased, Thus, the motion of the dislocation is actually hampered at high stresses 

by thermal effects. 

In the limit of an infinitely long dislocation, then, velocity vs. stress curves 

at different temperatures are expected to cross at the same stress a c ~ 385 MPa. As 

temperature is decreased, the curves should become steeper (see Figure 2.9). Finally, 

in the limit of zero temperature, the curve is vertical, corresponding to a yield stress 

at O"c. 

2.3 Dynamic scaling of dislocation width 

The discrete nature of the dislocation model suggests an analogy, pictured 

in Figure 2.10, with the growth of thin films on a one-dimensional substrate [6]. 

Double-kink nucleation/annihilation corresponds to adatom deposition/evaporation 

on the flat substrate, and kink motion corresponds to addition/removal of an atom 

at a ledge. Several models of crystal growth [35, 36] have been well-studied, and a 
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Figure 2.9: Schematic illustration of velocity vs. stress curves for an infinite-length 

dislocation as the temperature approaches zero. Solid lines indicate calculated veloc­

ities plotted in Fig. 2.8; dashed lines show the expected behavior as the temperature 

is decreased. In the limit T --+ 0, the yield stress is simply a-c. 
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Figure 2.10: Analogy between dislocation motion and thin film growth on a 1-

D substrate. Double-kink nucleation/annihilation corresponds to adatom deposi­

tion/ evaporation on the flat substrate, and lateral kink motion corresponds to addi­

tion or removal of an atom at a ledge. 

comparison of the results provides a way of characterizing the dynamics of the moving 

dislocation. 

2.3.1 ·Observation of kinetic roughening 

In crystal growth models, surfaces typically display dynamic scaling behav­

ior. One commonly studied aspect of this behavior is the dynamic scaling of the 

interface roughness, defined for ad-dimensional system as [37) 

[ ]

1/2 
w(L, t) = L -d j ddx (h(x, t) - h(t))2 (2.21) 

where L is the linear size of the system, x is the position on the substrate, h(x, t) is 

the height of the interface as a function of position and time, and h(t) is the spatial 

average of the height 

h(t) = L-d J ddxh(x,t). (2.22) 

The dislocation width in the discrete system can be defined analogously as 

{ 

N }1/2 
w(L, t) = L-1

/
2 t; (yi(t)- y(t)) 2 (2.23) 
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Figure 2.11: Definition of quantities for Eqs. 2.23 and 2.24. The solid line is the 

dislocation, with screw segments shown thicker. 

where N_ is the number of segments, i.e. the length of the dislocation is L = 20b'N, 

Yi(t) is the position of screw segment i in the dislocation at time t, and y(t) is the 

average position of the dislocation at time t: 

1 N 
y(t) = N L Yi(t). 

i=l 

(2.24) 

(For the purposes of Eqs. 2.23 and 2.24, a "segment" always has length 20b according 

to the discretization of the lattice. This is in contrast to the rest of the text, where 

the term refers to an dislocation line of any length that has constant direction and 

Burgers vector. See Figure 2.11.) 

A growth process exhibits dynamic scaling if the configurations can be made 

equivalent (in a statistical sense) by simulataneously rescaling height, time, and po­

sition. The rescaled configurations h( x, t) can be written 

(2.25) 

where a is an arbitrary positive number and ( and z are characteristic scaling ex­

ponents (called the roughness and dynamic exponents, respectively). By choosing 

a = 1/ x, this can be recast in the form 

· h(x, t) x'h(1, tjxz) 

x' f(tjxz). (2.26) 

In the limit t --* oo, h(x, t) - h(t) is expected to become stationary, or 

independent oft. With the initial condition h(x, 0) = 0, the growth of the system 
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should be unaffected by position at the early stages; thus h(x, t) - li(t) should be 

independent of x at small times. These two limiting behaviors can be summarized as 

conditions on the scaling function f(r) [37]: 

f ( r ---t oo) const 

f(r ---t 0) "' r(/z. 

(2.27) 

(2.28) 

For systems of finite size, x is replaced by the system size L [36]. Thus, w(L, t) 

exhibits dynamic scaling if it satisfies the form 

w(L, t) = L' j(tj Lz). (2.29) 

If w(L, t) obeys the above scaling law, plots of L -(w(L, t) vs. tj Lz should 

collapse onto the scaling function f ( r). Figure 2.12 shows scaled plots of dislocation 

width vs. time for four dislocation lengths, averaged over at least 200 trials to reduce 

the effect of statistical noise. (Unsealed data are shown in the inset.) By eye, best 

collapse of the data was achieved with the exponents ( = 0.53 and z = 1.55. 

It should be noted that this dynamical scaling of the dislocation width can 

only be observed in the limit in which the bowing of the dislocation predicted by 

Eq. 2.17 is much less than the width predicted by Eq. 2.23. The bowing predicted 

from Eq. 2.17 scales with a, and hence the ideal parameters for the study of this 

behavior are those along the contour aj f3 = 0 in Fig. 2.7. In practice, however, 

producing Fig. 2.7 for the full simulations (including all elastic interactions), and 

thus determining these parameters accurately, is difficult. However, the stress and 

temperature parameters (a = 300 MPa, T = 450 K) used for the simulation data 

in Figure 2.12 correspond to a low L* for the simple model, and the observation of 

scaling suggests that the values of L are well beyond the limit where the bowing is 

significant. 

The exponents ( and z can be determined exactly for certain continuum 

models of growth. One such model is the Kardar-Parisi-Zhang (KPZ) equation, which 

appears in one dimension as [35] 

&y &2y 18yl2 
&t =A &x2 +), &x + 7J(x, t) (2.30) 
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Figure 2.12: Dislocation width vs. time for four dislocation lengths, scaled according 

to Eq. 2.29 using exponents of ( = 0.53, z = 1.55 (unsealed data are shown in the 

inset). Data are for an applied stress of 300 MPa and temperature 450 K. 
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Figure 2.13: Perfectly ordered dislocation configuration. The slope of the dislocation 

is marked by a dotted line. 

Here his the displacement (in the slip plane) of the dislocation position x, A represents 

the strength of the line tension, and rJ(x, t) is a Gaussian white noise term. For A =/=- 0,. 

the values ( = 1/2 and z = 3/2 [35, 37] are obtained. For A = 0, the KPZ equation 

reduces to the Edwards-Wilkinson equation, for which ( = 1/2 and z = 2 [38]. 

2.3.2 Analysis of scaling results 

In Eq. 2.30, A =/=- 0 corresponds to a dependence of the dislocation velocity " 

on the local slope. The proximity of the observed scaling exponents ( = 0.53 and 

z = 1.55 to the KPZ exponents ( = 1/2 and z = 3/2 suggest that the dislocation 

velocity does have this slope dependence. In order to see whether this dependence 

can be observed, the expectation value of the dislocation velocity can be calculated 

for perfectly ordered configurations, i.e. configurations for which the slope is constant 

throughout the dislocation, within the limits imposed by the discrete lattice. (See 

Figure 2.13.) 

The expectation value for the dislocation velocity for a particular configu-

ration is 

(2.31) 
i=l 

'where N is the total number of possible events (kink pair nucleation, kink pair anni-
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hilation, lateral kink motion), Pi is the probability that event i will occur in the next 

kinetic Monte Carlo step, and vi is the dislocation velocity associated with event i. If 

(2.32) 

is the sum of the individual rates, then 

(2.33) 

and 

(2.34) 

where (.6.y)i is the change in the average position of the dislocation y if event i occurs. 

Thus, Eq. 2.31 becomes 
N 

(v) = L ~(.6.y)i. (2.35) 
i=l 

Using the above scheme, v is plotted as a function of the dislocation slope 

dyjdx in Figure 2.14. The slope dependence is apparent, and is consistent with the 

observation of KPZ scaling. With perfectly ordered configurations, this dependence 

of the velocity on the slope of the dislocation can easily be seen to arise from the 

difference between the rates of double-kink nucleation and lateral kink motion. For 

a perfectly flat dislocation, no kinks are present and the expectation value of the 

velocity thus depends only on the rate of kink pair formation. For a maximally sloped 

dislocation, there exist no sites for kink pair formation and the velocity depends only 

on the rate of lateral kink motion. A dislocation with an intermediate slope will have 

its velocity determined by both rates, weighted according to the number of sites for 

each type of event. Since rates for double-kink nucleation and lateral kink motion are 

expected to be different in general, one expects always to observe KPZ scaling of the 

dislocation width within this model, regardless of the choice of parameters. 

The sharp decrease in v for the outermost points (corresponding to the 

maximum value of !dyjdx!) is a consequence of the solid-on-solid condition imposed 

on the model when the maximum number of kinks is present (as illustrated in Figure 

2.13). Since kinks in the bulk cannot move under these conditions (for the model does 
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not allow same-signed kinks of length a to coalesce into a single kink of length 2a), the 

dislocation motion is restricted to the activity of single kinks at the surface, and only 

two events are possible. The solid-on-solid condition, which prevents the creation 

of these extended edge segments as well as "overhangs", is likely to be exerting a 

smoothing effect on the dislocation, thus restricting its width. If so, then the kinetic 

roughening observed here represents a lower bound on the effects of the nonlinearity; 

in any case, it is clear that these nonlinearities cannot be neglected in considering the 

dynamics of the dislocation. 

2.4 Conclusions 

This study of a single dislocation moving in a Peierls potential has E(nabled 

a closer look at .the parameters and processes most significant to the simulation of 

dislocation dynamics. It is found that free surfaces may either aid or hinder the 

motion of the dislocation, depending on the magnitude of the applied stress and 

sample temperature. The velocity of the dislocation is observed to decrease with 

length for low stresses and increase with length for high stresses. A continuum model 

for the velocity and shape of the dislocation is developed which takes into account 

the tendency for the free surfaces to act both as kink sources and as kink sinks. 

The dislocation velocity is also studied as a function of applied stress for dif­

ferent temperatures. At low stresses, thermal fluctuations enhance the mobility of the 

dislocation, and the velocity of the dislocation increases with increasing temperature. 

· At high stresses, the nucleation of double kinks is favored, and thermal fluctuations 

serve to decrease the double kink nucleation rate, hence slowing the dislocation. It 

is argued that the stress at which the velocity is temperature independent, for a 

dislocation of infinite length, corresponds to the zero-temperature yield stress. 

Through an analogy with models of thin film growth, the dislocation width 

is seen to exhibit dynamic scaling governed by exponents predicted by the Kardar­

Parisi-Zhang equation. This result corresponds to a dependence of the dislocation 

velocity on the local slope of the dislocation. This dependence can be explicitly 

observed, and arises from the difference in the rates of the two possible types of 
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Figure 2.14: Expectation value of the dislocation velocity for a perfectly ordered 

sloped dislocation as a function· of the slope, for L = 200Gb, O" = 300 MPa, and T = 

450 K. This dependence suggests that the .A of Eq. 2.30 is nonzero, consistent with 

the values observed for the scaling exponents ( and z. 
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events, kink-pair formation/annihilation and lateral motion of a single kink. Since 

these rates are expected to be different in general, the model suggests that KPZ 

scaling will be observed for dislocations under applied stresses and temperatures in 

which finite-size effects are insignificant. 

Although much qualitative information has been gleaned from this simple 

simulation, it remains clear that a good quantitative understanding of the dynam­

ics requires better values for the basic parameters entering the model, such as the 

Peierls stress and the core radius (which is related to the interaction cutoff param­

eter p). As these numbers are ultimately related to the atomic scale structure and 

response to stress of the dislocation core, it is valuable to study the dislocation core 

in greater detail, in hopes that one may extract parameters useful for these larger 

scale simulations. This is the motivation for the work described in Chapters 3 and 4. 
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The 90° partial dislocation 

diamondt 

47 

• core In 

Although elasticity theory suffices for many aspects of the study of disloca­

tions, in order to understand fully the properties of dislocations at small distances, 

one must consider the structure of the dislocation on an atomic scale. Currently, 

computational techniques have advanced to the point that it is possible to study the 

energetics of hundreds of atoms using very accurate electronic structure calculations. 

By performing these techniques on systems large enough that the dislocation core 

structure and dislocation interactions can be studied, it is hoped that one will be able 

to extract parameters for elasticity theory to increase the accuracy of larger-scale 

simulations. 

The work presented in this chapter focuses on the core structure and energy 

of the 90° partial dislocation in diamond, using a combination of ab initio calculations 

and isotropic elasticity theory. The method of periodic supercells is introduced and 

employed, and the relative energies of two possible core reconstructions are examined. 

By considering an infinite array of dislocation dipoles as a one-dimensional stack of 

tilt boundaries, values for the shear modulus p, and core radius r0 are extracted, and 

found to agree well with experimental values and theoretical estimates. 

tThe research presented in this chapter has been submitted for publication (Ref. [39]). 
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Figure 3.1: Dissociation of (a) a oo dislocation into two 30° partials and (b) a 60° 

dislocation into a 30° and a goo partial. Arrows and labels indicate the direction of 

the Burgers vector and the angle made with the line direction. 

3.1 Introduction to the 90° partial 

3.1.1 Slip system of diamond cubic crystals 

Since the diamond cubic lattice is based on the fcc lattice, dislocations lie 

in the close-packed {111} planes in the (110) directions with Burgers vectors of type 

!(110). By convention, dislocations in these crystals are identified by the angle made 

by the Burgers vector b and the line direction e. Thus, the predominant dislocations 

are the 0° and 60°. As discussed in Section 1.2. 7, it is energetically favorable for such 

dislocations to dissociate into partial dislocations separated by a ribbon of stacking 

fault. As Figure 3.1 shows, the oo dislocation splits into two 30° partials, whereas the 

60° splits into a 30° and a goo partial. 

3.1.2 Reconstructions of the 90° partial dislocation 

The unreconstructed core of the goo partial dislocation in a diamond cubic 

material contains a zigzag chain of three-fold coordinated atoms (Figure 3.2(a)). In 

1g7g, it was proposed by Hirsch [40] and Jones [41] that this core reconstructs by 

breaking the mirror symmetry along the dislocation line, restoring the fourfold co-
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ordination of ~he atoms in the core; in accordance with the literature, this will be 

referred to as the single-period, or SP, structure (Figure 3.2(b) ). Recently, however, 

Bennetto et al. [42] proposed a new structure (hereinafter referred to as the double­

period or DP structure) which also restores fourfold coordination to the core atoms, 

but doubles the periodicity along the dislocation line by creating alternating five­

and seven-membered rings (Figure 3.2(c)). Using periodic boundary conditions and a 

variety of energy calculation methods, the authors showed that the DP structure has 

a lower energy than the previously assumed SP structure. Although this structure 

was originally proposed for the 90° partial in silicon, it was later found by the authors 

[43], again within the periodic supercell framework, that the DP structure is more 

stable for diamond and germanium as well. 

3.2 Core energy calculations 

3.2.1 Boundary conditions 

The choice of boundary conditions can have a significant effect ori the ob­

served results, and controversy remains as to the best methods for studying dislocation 

core structures. Two common approaches for boundary conditions are the "cluster" 

method and the method of periodic supercells. In the cluster method, a typical prac­

tice is to generate initial positions of the atoms in a cylindrical cell surrounding the 

dislocation core within anisotropic elasticity theory, fix the positions of the atoms 

on the surface of the cylinder, and allow the remaining atoms to relax. While the 

cluster method is useful in that it allows the consideration of an isolated dislocation, 

it suffers from a sensitivity to the initial placement of the dislocation core (discussed 

more thoroughly in Chapter 4) and treatment of the atoms at the surface. 

Periodic boundary conditions eliminate the difficulty of treating the surface 

atoms present in the cluster method, but introduce an infinite number of interactions 

between dislocations. When the supercell is small and the dislocations are thus very 

close together, extreme stress states may result. Moreover, each supercell must have 

a net zero Burgers vector to avoid a divergence in the elastic strain energy. These 
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Figure 3.2: Atomic structure of the 90° partial dislocation viewed from above the 

(110) and (lil) planes: (a) unreconstructed, (b) single-period (SP) reconstructed, 

(c) double-period (DP) reconstructed. Shaded area indicates stacking fault. 
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difficulties notwithstanding, the periodic supercell method has been the more popular 

for studies of the core structure and energy of the goo partial in diamond cubic 

materials [42, 43, 44, 45, 46] and is the method of choice for the work described in 

this chapter. 

3.2.2 Definition of parameters 

The simplest possible cell is a dipolar cell, containing two dislocations with 

opposite Burgers vector. The dimensions of the cell are defined by the unit vectors in 

the (111) plane of the perfect 12~atom orthorhombic cell: a1 = ~[112], a 2 = ~[110], 
a3 = a[111], where a is the lattice constant for diamond, 3.57 A. (See Figure 3.3). The 

Burgers vector b is either ~[112] or ~[112], and both dislocations have line direction 

e = [110]. The cell has length Land height D, the distance between the dislocations 

is w, and the offset for adjoining cells is T. (See Figure 3.4). For simplicity, all 

parameters are expressed as integers, with L, w, and T understood to be in units of 

la1 1 and D in units of la3 1. 
Part of the controversy surrounding the discussion of periodic boundary 

conditions involves the choice of the parameters L, D, w, and T. As first noted 

by Bigger et al. [4 7], the value of the offset T requires some consideration in order 

to avoid a lattice mismatch at the cell boundaries. Previously, it was thought that 

this problem could be solved only by using a "quadrupolar" lattice, i.e. T = L /2, 

and several studies [42, 43, 46] have thus employed the quadrupolar lattice exclusively. 

However, Lehto and Oberg [45] pointed out that this restriction is unnecessary. When 

two oppositely signed dislocations are introduced into a perfect solid and separated 

by a distance w, the top and bottom surfaces of the solid are displaced relative to each 

other by b( w / L ), where Lis the width of the solid along the slip direction and b is the 

magnitude of the Burgers vector [9]. Provided that the offset T is'adjusted by this 

amount, there are no restrictions (other than those imposed by the lattice periodicity 

itself) on L, D, w, and T. Moreover, changing the values of these parameters affects 

the stresses and stress gradients experienced by a dislocation in the infinite lattice, 

and the energies observed are expected to depend on these stress states [45]. 
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b --..... 

(a) (b) 

Figure 3.3: Definitions of the unit vectors a 1 , a 2 , and a3 in (a) the (110) plane and 

(b) the (111) plane. 
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Figure 3.4: Representation of two unit cells in the (110) plane. L is the width of the 

unit cell, D is the height, and w is· the distance between dislocations in the cell. The 

offset Tis also shown. 
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For the SP reconstruction, there are two possibilities for the dipolar unit cell 

depending on whether the direction of mirror symmetry breaking is the same (Figure 

3.5(a)) or the opposite (Figure 3.5(b)) for the two dislocations. Previous workers 

[42, 43, 46] have quoted the average of the two distinctly different energies. However, 

the same sense reconstruction should always be higher in energy. In general, the 

two regions on either side of the stacking fault are shifted with respect to each other 

by an arbitrary distance (Figure 3.6(a)). This causes a problem of lattice mismatch 

at the boundaries which will lead to spurious strains in the system, increasing the 

energy. In order to avoid this problem, the bonds in the dislocation cores must be 

angled such that the two regions are shifted with respect to each other by an amount 

commensurable with the lattice spacing la21 in the dislocation line direction (Figure 

3.6(b)). However, this places an artificial constraint on the cell, again increasing the 

energy. Because the opposite-sense reconstruction does not cause a relative shift of 

the two regions (Figure 3.6( c)), it is concluded that the opposite sense reconstruction 

gives the better estimate of the SP core energy, and all calculations considered here 

are performed with this configuration. 

3.2.3 Stress state and energy of a periodic dislocation array 

In order to explore how the relative energies of the SP and DP reconstruc­

tions depend on stress, it is necessary to sum the stress fields from an infinite number 

of dislocations. Since the stress field of a dislocation is proportional to 1/r, where 

r is the distance from the dislocation, this sum is similar to a Madelung sum for 

an ionic crystal and must be handled carefully. The sum can be found to converge 

rapidly when the periodic arrangement of dislocations is viewed as a 1-D stack of tilt 

boundaries, or linear arrays of dislocations. (See Figure 3.7.) 

For a tilt boundary composed of edge dislocations in the coordinate system 

of Figure 3.8, the stress fields are found by using Eqs. 1.8 to be [6] 

O"xy O"o27rX(cosh27rX cos27rY -1) 

O"xx -ITo sin 27rY( cosh 21r X- cos 21rY + 27r X sinh 27r X) 

-0"0 sin 21r Y (cosh 21r X - cos 21r Y - 21r X sinh 21r X) (3.1) 
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(a) 

(b) 

Figure 3.5: Two possible cells for a dipolar, SP-reconstructed unit cell, viewed from 

above the (111) plane: (a) same-sense reconstruction and (b) opposite-sense recon­

struction. Shaded region indicates stacking fault. 
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Figure 3.6: Schematic representation of same-sense and opposite-sense reconstruc­

tions of the dipolar unit cell, in the (111) plane. Shaded region indicates stacking 

fault. (a) For the same-sense reconstruction with arbitrary bond angles, lattice mis­

match at the cell boundaries will occur. (b) This problem is avoided by constraining 

the bond angles in the dislocation core such that the regions on either side of the 

stacking fault are shifted by an integer multiple of I a 3 j. (c) The opposite-sense recon­

struction requires no constraints on the bond angles. 
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Figure 3.7: A periodic array of dislocations considered as a 1-D stack of tilt bound­

aries, viewed in the (110) plane. 

where 
f.-lb 

~o=~--------~----------
2d(1-v)(cosh27rX- cos21rY) 2 

(3.2) 

and X = xI d, Y = y I d, where d is the distance between dislocations. 

The self-energy of a tilt boundary is taken to be half the energy required to 

bring in the dislocation array from x = oo to x = r0 against the stress field of a tilt 

boundary (of like sign) placed as in Figure 3.8. WithY= 0 (the tilt boundaries have 

no vertical offset), the shear stress ~ xy is 

f.-lb 21rX(cosh21rX- 1) 
2d(1- v) (cosh27rX- 1)2 

f.-lb1r X 

2d2(1- v) sinh2 (1rxld) · 
(3.3) 

Since, in this coordinate system, b = (b 0 0) and e = (0 0 1), the force in the X 

direction due to the presence of the first tilt boundary is found by the Peach-Koehler 

formula (Eq. 1.12) to be Fx = b~xy· The self-energy per dislocation per unit length 

is then related to the work required to overcome this for~e [6) 
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where 'l]o = 1rro/ d. 
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j 

Figure 3.8: Coordinate system for Eqs. 3.1. 

Eself -- bO" dx 1lro 
2 co xy 

~tb2 
( ) ['lJo coth 1Jo -ln(2 sinh 7Jo)] 

47!" 1- v 
(3.4) 

The energy of a single dipolar unit cell is given by the self-energies of the two 

dislocations plus the interaction energy Eint between the two dislocations. However, 

since the dislocations are situated in an infinite array, Eint is actually the energy to 

assemble this array, per unit cell. The interaction energy (per dislocation per unit 

length) between two tilt boundaries separated by a distance x0 and offset vertically 

by Yo is, with (o = 27rxo/d, Yo= y0 /d, and a= cos27rY0 , 

E(xo, Yo) 
- ~tb2 7r rxo x(acosh27rx/d- 1) dx 

d2(1- v) loo (cosh21rxjd- a)2 
2" 

~tb [In 2( cosh (o - a) - (o sinh (o J 
47r(1- v) cosh(0 - a 

(3.5) 

for same-signed boundaries, and -E(x0 , y0 ) for opposite-signed boundaries. 
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Figure 3.9: Definitions of the offsets Xoo, Yoo, x011 and Y01, used in Eq. 3.7. 

A formula for Eint can be now be determined. Let E~t be the total elastic 

energy required to assemble n boundaries, given by 

(3.6) 

where Ei is the elastic energy required to add the ith boundary. Figure 3.9 shows 

the definitions for the tilt boundary offsets x00 and y00 for opposite-signed boundaries 

and x01 and Yo1 for same-signed boundaries,_ with ~x = Xo1- Xoo and ~y = Y01- Yoo· 

The offsets will depend on the cell parameters L, w, D, and T. (In practice, for the 

cells examined here, one will always find x00 = 0 and y00 = d/2.) 

It is in,structive to tabulate the first few E( 

1 0 
2 -E(xoo, Yoo) 
3 -E(~x, ~y) + E(xoi, Yod 
4 -E(Xoo, Yoo) + E(Xoi, YOI) - E(Xoi + Xoo, Yoi + Yoo) 
5 -E(~x, ~y) + E(Xoi, YOI)- E(xoi + ~x, Yoi + ~y) + E(2x01, 2Yoi) 
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The pattern can be easily discerned; it is 

{ 

Ei-2- E(i;
3xol + ~x, i;3y01 + ~y) + E(i;

1x01, i;1Yol) i odd 
E·= 

% (i-2 i-2 ) (i-2 i-2 ) 
Ei-2 + E 2x01, - 2-YOI - E 2xo1 + Xoo, - 2-Yol + Yoo z even 

(3.7) 

The density of the dislocations in a tilt boundary will depend on the cell 

parameters L, D, w, and T. Since E(x0, y0 ) is an energy per dislocation per unit length, 

the addition of two oppositely signed tilt boundaries corresponds to the addition of 

one unit cell only when the tilt boundary has maximum density, i.e. d = D. This is 

not the case in general, and it is never. the case if the cell offset T is properly adjusted 

to relieve the elastic strain introduced by the dislocations as described above. To 

determine the· elastic energy required to add a unit cell when d = N D, one must 

consider the energy required for the addition of 2N tilt boundaries, divided by N 

cells. Thus, 

E2mN _ E2(m-l)N 
Eint = lim tot tot 

m-+oo N (3.8) 

The value for N is determined by the cell offset T, which can be written 

as a reduced fraction M / N of L. For example, for a quadrupolar array of cells with 

parameters L = 6, D = 2, and w = 3, the offset Tis L/2 adjusted by b(w/L). Since 

b = JatJ/3, T = 6JatJ/2 + JatJ/6, or (~ + 3
1
6 )(6Jat!) = (19/36)£. The density of 

dislocations in a tilt boundary will thus be d = 36D. 

Once Eint has been determined, the energy to assemble the periodic array, 

per unit cell, is just 

(3.9) 

3.3 Analysis of ab initio calculations 

3.3.1 Stress dependence of the stable core structure 

The energy difference ~E = Evp- Esp for various choices of cell param­

eters has been calculated by X. Blase [39] and is tabulated in Table 3.1, along with 

the stress components determined from isotropic elasticity theory using Eqs. 3.1. The 
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Table 3.1: Difference of energy tlE = Evp- Esp (in meV I A) between the double 

period (DP) and single period (SP) structures as a function of cell size and geometry, 

calculated by X. Blase [39]. The stresses axy, axx' and ayy on a dislocation, in units 

of 10-3 J.L, are determined using isotropic elasticity theory. 

L D wiL axy axx ayy tlE 
TIL=O 

4 2 112 0 0 0 -121 
6 2 112 0 0 0 -128 
6 2 113 6.69 -0.63 1.88 -120 
6 2 114 16.2 -0.74 1.92 -69 -not 

' 
4 3 112 0 0 0 -141 

TIL= 112 
4 2 112 0 0 0 -169 
6 2 112 0 0 0 -198 
6 2 113 27.7 0.63 -1.88 -161 

/ tFor this set of parameters, two different unit cells for the DP structure are possible, 

depending on whether the 5-membered ring faces a 7-membered ring or another 5-

membered ring.) 

energies were computed using density functional theory [48, 49] within the local den­

sity approximation [50, 51] and a non-local pseudopotential for carbon [52, 53]. The 

energy cutoff for the plane-wave expansion of the wavefunctions was 36 Ry, and the 

Brillouin zone was sampled by 4 k-points along the dislocation line for the SP cells 

and the equivalent 2 k-points for the DP cells. 

( 
Examination of Table 3.1 shows clearly that the observed energy difference 

tlE depends on the choice of unit cell. The parameters L = 4, D = 2, w I L = 112, 

and TIL = 112 correspond to the cell used by Nunes et al. [43], and the result 

tlE = -169 meVIA agrees with their LDA calculation that the DP cell is more 

stable than the SP cell (specifically, the more stable of the two possible SP cells, 

assumed to be the opposite-sense construction) by about 172 meV I A. However, this 

number depends sensitively upon the choices of the cell parameters; for the same cell 
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in a dipolar configuration (TIL= 0), the energy difference decreases to 121 meV I A. 
Table 3.1 also demonstrates the sensitivity of the energy difference to the 

' 
choice of w I L. For L = 6 and D = 2, the absolute value of !:::..E decreases (i.e. the 

DP structure is stable by a smaller amount) as w is decreased. This trend is observed 

for both TIL= 0 and TIL= 112. The shear stresses on a dislocation in the periodic 

array, calculated within isotropic elasticity theory, are also observed to increase as 

w is decreased. These stresses can become quite large; for the case T = Ll2, r7xy 

is determined to be 0.028tt, or almost 15 GPa. The diagonal stresses, r7xx and r7yy, 

though smaller tha:n the shear stress by about an order of magnitude, are nonetheless 

significant and may also affect the stable core structure. Finally, the variation of 

results for all the w I L = 0 cases, in which all the stress components are zero (due 

to the inversion symmetry of the array), suggests that !:::..E depends not only on the 

stress, but also the stress gradients experienced by the dislocation. 

3.3.2 Extraction of shear modulus and core radius 

As shown in Section 3.2.3, the self-energy Eself depends on ttl(1 - v) and 

the core radius To, and the interaction energy Eint depends on ttl(1 - v). All other 

variables in the expression are determined by the cell parameters. Thus, it should be 

possible to use atomic scale energy calculations for various choices of unit cell to fit 

values for ttl(1- v) and T0 . 

Table 3.2, in the column labeled Eatom, shows some ab initio energies for 

the SP reconstruction calculated by X. Blase [39]. Energies are per unit length of 

the dislocation, corrected for the stacking fault energy (calculated to be 17 me VI A 2). 

The column labeled Efitted lists the results of fitting to the isotropic elasticity theory 

energy expressions derived in Section 3.2.3, using tt and To as fitting parameters. 

It is assumed that the core radius is independent of the stress experienced by the 

dislocation. For simplicity, the experimental value for v for diamond cubic carbon 

0.068 [6], is used; however, the results should be considered as fits to the prefactor 

ttl(1- v) and not tt alone. The shear modulus deduced from the fit is tt = 545 ± 20 

GPa, in good agreement with the experimental value of 536 GPa quoted in Hirth and 
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Table 3.2: Comparison of atomic scale results (calculated by X. Blase [39]) and 

isotropic elasticity theory analysis. Eatom is the ab initio energy per unit length 

of the dislocation, corrected for the stacking fault energy. Efitted is the same quantity 

calculated using elasticity theory and the fitted parameters. Energies are in eV /A. 

L D T/L Eatom Efitted 

w/L = 1/2 
4 2 -o 1.47 1.49 
4 2 1/2 1.68 1.68. 
6 2 0 1.54 1.56 
6 2 1/6 1.82 1.78 
6 2 1/2 2.01 2.05 
4 3 0 1.61 1.57 

w/L=1/3 
6 2 0 1.54 1.52 
6 2 1/2 1.92 1.90 

w/L = 1/4 
6 2 0 1.43 1.46 
6 2 1/6 1.59 1.59 
6 2 1/2 1.70 1.71 
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Lothe [6]. (Error bars are defined by the constant x2 boundary corresponding to a 

90% confidence level.) The core radius deduced from the fit is r0 = 0.41 ± 0.04 A, 
corresponding to a ~ 3.5, which is also consistent with general expectations for the 

magnitudes of core radii [6]. 

Despite the assumptions that r0 is independent of stress, and the inaccuracy 

of isotropic elasticity theory in certain applications, it is evident from the goodness 

of the fit that this simple combination of ab initio calculation and elasticity theory 
I 

performs remarkably well in describing the energetics of dislocations in these infinite 

periodic arrangements. The largest discrepancy between the fitted values and the 

ab initio calculations is about 0.04 e V /A, which translates into an uncertainty of 

only about 0.6 MPa in the stress required to bow a dislocation of length 1 J-Lm to its 

critical configuration. Thus, the parameters J-l and r 0 obtained are certainly adequate 

for inclusion into larger scale simulations. 

3.4 Conclusions 

The core structure and energy of the 90° partial dislocation in diamond 

has been studied using a combination of ab initio calculations and elasticity theory 

analysis. The relative energies of two possible reconstructions of the dislocation GOre 

are examined within a periodic supercell framework, and it is found that the double 

period reconstruction is more stable for a wide range of stress states. A method 

for calculating the energy per unit length of a dislocation in the periodic array is 

introduced and used to fit values for the shear modulus J-l of diamond and the core 

radius r 0 of the 90° partial. The results are found to agree well with experimental 

observations and theoretical estimates, thus suggesting that ab initio techniques may 

be used to provide accurate parameters for larger continuum theory simulations. 

The notion that the stable core structure of a dislocation depends on the 

environment in which it is located has already been introduced by Lehto and Oberg 

[45], but this combination of total energy calculation and elasticity theory analysis 

now provides a way of studying this dependence systematically. The trends observed 

in Table 3.1 suggest a detailed examination of the relative stability of the two possible 
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reconstructions, in which many different unit cells are used to place the dislocation 

under a wide range of stress states. This analysis, as well as a comparison with the 

method of cylindrical cluster boundary conditions, ,is presented for the 90° partial 

dislocation in silicon in the next chapter. 
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The analysis of the goo partial dislocation in diamond presented in the last 

chapter revealed that the double-period reconstruction of the dislocation core is more 

stable than the previously assumed single-period reconstruction, but by an amount 

that depends on the stress state of the dislocation. Since silicon has a crystal structure 

identical to that of diamond, it is expected that similar trends will be observed. In 

fact, the goo partial dislocation in siliconhas received comparatively more attention 

than that i_n diamond, perhaps due to the technological importance of silicon and the 

impact of defects on the electronic properties of silicon-based devices. 

As previously mentioned, the DP structure was originally proposed and 

found to be lower in energy than the SP structure in silicon by Bennetto et al. [42] 

in 1997, using the method of periodic supercells with L = 4, D = 3, wjL = 1/2, and 

T / L = 1/2 (see Section 3.2.2 for parameter definitions). However, it was pointed out 

by Lehto and Oberg [45] in 19gs that the two structures are very close in energy, and 

the results depend sensitively on the environment in which the dislocation is located. 

Valladares et al. [46] also noted that at temperatures where dislocations are mobile, 

the difference between free energies of the SP and DP cores is insignificant and both 

structures should be present. 

fMost of the research presented in this chapter has been submitted for publication (Ref. [54]). 
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The observations of these authors, as well as the work on diamond reported 

in the previous chapter, suggest that theoretical calculations of dislocation core ener­

gies must carefully take into account the effects of the chosen boundary conditions. 

The work presented in this chapter aims to perform such a study. Using a com­

bination of total energy calculations and elasticity theory analysis similar to that 

described in the last chapter, the relative stability of the SP and DP core structures 

of the 90° partial dislocation in silicon is examined. Both cylindrical cluster and 

periodic boundary conditions are employed and the results compared. It is argued 

that the relative stability of the two reconstructions depends on the stress state of the 

dislocation, and this dependence is studied systematically using periodic supercells. 

4.1 The Tersoff potential 

While ab initio calculations such as those employed in the pr~vious chapter 

provide the most accurate energies of atomic systems, the computational power and 

time required to perform such calculations make them unfeasible for studies of more 

than several hundred atoms at a time. Since the goal of the current work is to examine 

a large variety of boundary conditions in order to place the dislocation under a wide 

range of stress states, the accuracy of ab initio methods is traded for the simplicity 

and speed of empirical interatomic potentials, in which the energy is modeled as a 

sum of few-body interactions with parameters determined by best fit to experiment; 

perhaps the best known of these is the Lennard-Janes "6-12" potential. While one will 

ultimately desire to use the most accurate total energy techniques available, the use 

of empirical potentials provides a good compromise for a first look at the quantities 

of interest. 

The empirical potential chosen in this work is the Tersoff potential for cova­

lent systems [55], which has been optimized for silicon and gives a good description 

of its elastic properties [56, 57]. The Tersoff potential models the energy as a sum of 

pairlike interactions, but with a term that depends on bond angle, thus incorporating 

the effect of the local environment on the strength of a given bond. The form of the 

energy is 
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E 

V.· tJ (4.1) 

where i and j label atoms of the system and rii is the distance between atoms i and 

j, i.e. the length of the bond ij. The functions fR(r) and fA(r) are repulsive and 

attractive terms, respectively, and decrease exponentially with r. The coefficient of 

the attractive term, bij, depends on the angles between the bond ij and the other 

bonds ik, where k =I j labels the other neighbors of atom i. Finally, fc(r) is a cutoff 

function defined by 

l 
1 . 

fo(r) = ~-~sin [~(r- R)/D] 
r<R-D 

R-D<r<R+D 

r>R+D 

(4.2) 

where Rand D are empirical parameters, optimized for silicon to be R = 2.85 A and 

D = 0.15 A [56, 57]. The Tersoff potentials are implemented using a modified version 

of the Ames Lab Classical Molecular Dynamics (AL_CMD) code. 

4.2 Periodic boundary conditions 

4.2.1 ·Extraction of shear modulus and core radius 

The same combination of total energy calculations and isotropic elasticity 

theory performed for diamond in the last chapter (Section 3.3.2) is repeated here for 

silicon, but with the ab initio calculations replaced by Tersoff potential calculations. 

Three choices of unit cell in the SP reconstruction are employed: L = 12, D = 3; 

L = 6, D = 2; and L = 6, D = 8, in both the dipolar (TIL = 0) and quadrupolar 

(TIL = 112) arrangements, with w varied from 1 to L - 1. It is assumed again that 

the core radius r0 is independent of stress, and the experimental value for v for silicon 

is used, 0.218 [6]. The results of the fit are shown in Figure 4.1, with J.L = 55±13 GPa 
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and r0 = 0.67 ± 0.05 A. The value forti is in agreement with both the experimental 

value of 68.1 GPa [6] and the value predicted by the Tersoff potentials, 54.8 GPa 

[56]. The core radius r 0 corresponds to a ~ 3.3. This is not too far from the result 

a = 4.08 found by Trinczek and Teichler [58]; the discrepancy is likely due to their 

use of a different potential, an older bond charge model introduced by Weber [59]. 

4.2.2 Stress dependence of the stable core structure 

By employing Eqs. 3.1 along with Tersoff potential calculations of tlE = 

E(DP)- E(SP), the difference in core energies for the SP and DP reconstructions 

as a function of stress can now be studied systematically. Most previous attempts at 

i?entifying the stable core structure [42, 43, 46] were restricted to a quadrupolar cell. 

While the stress field on a dislocation in this arrangement is indeed zero, it will be 

shown that the relative stability of the two core structures depends not only on the 

stress but also the stress gradients. The present work uses several unit cells to place 

the dislocation under a variety of stress states which can be determined with isotropic 

elasticity theory analysis. In this manner, the dependence of the energy difference on 

the dislocation environment can be quantified. 

Figure 4.2 shows the predicted difference in core energies, E(DP)-E(SP), 

as a function of the shear stress O"xy· The shear stress is varied for a given cell by 

changing w, which can range from 1 to L -1. The stresses thus obtained, for the cells 

under consideration, can be as large as 0.07f.J,, or almost 4 GPa. It is clear from the 

plot that the energy difference depends sensitively and systematically on the stress 

field experienced by the dislocation. Although the DP core is more stable than the 

SP core for most stresses, in general the energy difference decreases with increasing 

(]" xy. 

The lack of coincidence of the curves suggests that the relative stability of the 

two reconstructions depends on more than the shear stress. For the cell L = 6, D = 2, 

the points corresponding to w I L = 112 are those for which O" xy = 0 (as is the case for 

all the cells), but as seen from Figure 4.2, tlE is nearly zero (suggesting that the DP 

and SP cores are equally stable) for T = 0 but is ~ -15 me VI A for T = L 12. The 
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core from Tersoff potentials, using periodic boundary conditions for three different 
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Figure 4.2: Energy difference E(DP)-E(SP) for silicon as a function of shear stress 

for various choices of unit cell. A negative number indicates that the DP structure is 

more stable. 



CHAPTER 4. THE 900 PARTIAL DISLOCATION CORE IN SILICON 72 

difference is due to the stress gradients, which are different for the two cases. 

The diagonal stress components axx and ayy and their gradients are also af­

fected by the periodic arrangement of the dislocations. The two most outlying curves, 

corresponding to the cell with dimensions L = 6, D = 2, have the largest diagonal 

stress components for w / L # 1/2 (up to half the magnitude of the shear stress), 

whereas the curves L = 6, D = 8 and L = 8, D = 12 place the dislocation under a 

stress state much closer to pure shear (axx and ayy are ~ 10-5axy). This suggests 

that the small cells used by previous workers [42, 46] to determine the relative sta­

bility of the SP and DP cores may subject the dislocations to stress field conditions 

that drastically affect the observed value of the energy difference E(DP)-E(SP). This 

dependence of !:l.E on the stresses and stress gradients experienced by the dislocation 

confirm and quantify the observation of Lehto and Oberg [45] that the relative stabil­

ity of the two cores is highly dependent on the environment in which the dislocation 

is located. 

4.3 Cylindrical boundary conditions 

Up to now, the stable core structure of the 90° partial dislocation has been 

examined in this work using only periodic boundary conditions. Another possibility 

found in the literature [45, 60] is to use cylindrical boundary conditions, which treat a 

single dislocation in the following manner. A cylindrical cluster of atoms around the 

dislocation line is generated, with initial positions determined by anisotropic elasticity 

theory. The. atoms on the surface of the cylinder are fixed, and the remaining atoms 

around the dislocation line are allowed to relax. Figure 4.3 illustrates a typical atomic 

configuration, viewed along the dislocation line. 

Unlike the case of periodic supercells, the initial placement of the dislocation 

is important because it determines for all time the positions of the outer atoms. 

However, the attempt to treat a discrete atomic lattice with continuum elasticity 

theory introduces an ambiguity; a dislocation's position can only be defined down to 

the interatomic spacing. While one approach is simply to place the dislocation on the 

center axis of the cylinder, the lack of perfect radial symmetry about this axis at the 
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[111] 

L [112] 

Figure 4.3: Illustration of a cylindrical cell, viewed from above the (110) plane. Sur­

face atoms, held fixed during relaxation, are shown darker. The dislocation position 

is optimized within a circle of radius b (shown) about the center of the cylinder. 
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atomic level suggests that the core energy of the relaxed configuration may be lower 

if the dislocation is displaced slightly from this axis. Further, there is no reason to 

assume that the optimal position for the dislocation is the same for the SP and DP 

structures. 

In order to explore these issues more carefully, the following procedure is 

performed. The trial cylinder is taken to have a radius of 20 A and is periodic along 

the dislocation line direction. Atoms within 5 A of the surface are held fixed. For 

each core reconstruction, the dislocation position is varied in increments of0.1 A along 

each direction within a circle of radius b, where b is the magnitude of the Burgers 

vector (about 2.2 A). The resulting configurations are relaxed using Tersoffpotentials 

and the energies recorded. For the SP core, the optimal placement of the dislocation 

is found to be x = -1.4, y = -0.5, where the x-axis is in the [112] direction and 

they-axis is in the [111] direction. For the DP core, the optimal position is x = 0.3, 

y = -0.7. The energy differences associated with the placement of the core can be 

significant, resulting in variations of !:lE = E(DP)- E(SP) of up to 5 meV I A. These 

variations are on the order of !:lE itself, calculated using the same Tersoff potential. 

As the radius of the cylinder is increased and surface effects become less sig­

nificant, !:lEis expected to approach a value close to what is expected for an isolated 

dislocation in a bulk material. Figure 4.4 plots !:lE as a function of cylinder radius, 

using the optimal positions for the SP and DP cores as determined above. The thick­

ness of the outer cylinder of fixed atoms is kept constant at 5 A; supplemental trials 

suggest that variations in this thickness are insignificant, especially as the cylinder 

radius is increased. 

As the radius of the cylinder increases, E(DP)- E(SP) approaches a value 

of approximately -6.8 me VI A. This result is to be compared to the zero shear stress, 

or w = Ll2, case in the periodic calculations shown in Figure 4.2. Although this 

number varies among the choices of unit cell, it is reasonable to choose the points 

corresponding to the largest cells, in which the dislocations are the most isolated 

(albeit with separations on the order of tens of angstroms). The cells L = 12, D = 8 

and L = 8, L = 12 show E(DP)- E(SP) from -6.5 to -8 meV I A. Thus, it can be 

concluded that the periodic supercell method gives results comparable to those from 
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Figure 4.4: Energy difference E(DP)-E(SP) for silicon, calculated using Tersoff po­

tentials and cylindrical boundary conditions, as a function of the cylinder radius. 
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cylindrical cluster calculations in the case of an isolated dislocation, provided that 

the periodic cell is chosen judiciously. 

4.4 Pressure calculations 

The effects of the diagonal stress components CTxx and CTyy on the relative 

stability of the SP and DP cores, as shown in Figure 4.2 and discussed in Section 4.2.2, 

suggest that one may be able to induce a transition where the SP core is more stable 

by applying a hydrostatic pressure to the periodic unit cells. This is accomplished in 

the following manner. A number of perfect diamond cubic cells are generated with 

lattice constants varying near the lattice constant a= 5.43 for Si. The energy of these 

unit cells, calculated using Tersoff potentials, is then tabulated and a cubic spline is 

fit to the E vs. V curve. Since P = -fJEifJV, it is then possible to extract the 

lattice constant corresponding to a particular pressure. This lattice constant is then 

used to generate the dipolar, two-dislocation unit cells. As a check on how well the 

Tersoff potentials perform· in this context, the bulk modulus B = V(fJ2EifJV2
) for 

silicon is calculated and found to be 107.2 GPa, in reasonable agreement with the 

experimental value of 98.8 GPa [26]. 

Since 
1 

P = -3(CTxx + Cfyy + CTzz), (4.3) 

the diagonal stress components are simply 

Cfxx = Cfyy = Cfzz = -P (4.4) 

for hydrostatic pressure. Figure 4.5 shows the results of applying pressure to the 

L = 6, D = 8 cell, for which the diagonal stress components are normally very small. 

(The difference between the TIL= 0 and TIL= 112 curves is negligible on the scale 

of the plot.) As the diagonal stress components are increased, the curve moves up 

on the plot, indicating that the DP core is becoming less stable with respect to the 

SP core. For P = 3 G Pa, the SP core appears to be more stable for all but the most 

extreme shear stresses. 
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Figure 4.5: Plots of 6-E = E(DP) - E(SP) for the L = 6, D = 8 cell, with a 

hydrostatic pressure imposed. As the pressure is increased, the DP core becomes less 

stable with respect to the SP core. 
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(110) plane (111) plane 

Figure 4.6: Symmetric, quasi-fivefold coordinated reconstruction of the 90° partial 

dislocation viewed from above the (110) and (111) planes. Shaded area indicates 

stacking fault. 

For values of P of 5 GPa and above, the curves begin to take on a different 

shape. Examination of the relaxed core structures reveals that this is due to yet 

another transition; the SP core has transformed into a symmetric reconstruction, in 

which each atom along the core has three first neighbors and two further neighbors 

at a distance 17% greater than the equilibrium bond length (See Figure 4.6). In this 

structure, found by Duesbery et al. [61], the atoms are said to have "quasi-fivefold" 

coordination. The bonds across the dislocation core are longer in the quasi-fivefold 

coordinated symmetric core than in the four-fold coordinated asymmetric core. For 

the cells under zero or low pressure, the symmetric reconstruction is metastable and 

transforms spontaneously to the unreconstructed core (Figure 3.2(a)) which is signif­

icantly higher in energy than both the DP core and the asymmetric SP core. 

Although Duesbery et al. found the symmetric reconstruction to be more 

stable using certain empirical potentials [62, 63], it was later determined by Bigger et 

al. [47] using more accurate ab initio techniques that the asymmetric reconstruction 

(Figure 3.2(b)) is in fact more stable, and it is thus this reconstruction for the SP 
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core that has been considered in the most recent literature. However, the inability 

of other empirical potentials to predict the correct SP reconstruction suggests that 

the transition seen here is similarly an artifact of the Tersoff potential and its limited 

range. As the pressure is increased, the lattice constant and hence the average bond 

length decreases. When the lattice constant becomes small enough, more atoms may 

fall within the R + D = 3 A cutoff defined by the Tersoff parameters for silicon for the 

function fc(r) in the pair interaction of Eq. 4.1, making the symmetric reconstruction 

(with five neighbors rather than four) more energetically favorable. 

Since the Tersoff potentials are likely to be inadequate for resolving energy 

differences at this small of a scale anyway, the calculations should be repeated using 

more accurate methods. Nonetheless, if the trend observed in Figure 4.5 is correct, 

this suggests that the stable core structure may change from DP to SP upon appli­

cation of an external pressure. If electronic states of the two cores can be identified 

so as to allow one to distinguish them experimentally, it may be possible to observe 

this transition directly. 

4.5 Conclusions and future work 

A study of the core structure of the 90° partial dislocation in silicon has 

been performed using periodic supercells and cylindrical cluster boundary conditions. 

The two types of boundary conditions are compared and found to agree well in the 

case of an isolated dislocation. The relative stability of the single-period and double­

period constructions of the core is found to depend systematically on the stress state 

experienced by the dislocation, and this dependence is quantified using a combination 

of empirical total energy calculations and isotropic elasticity theory. The DP core 

reconstruction is found to be more stable for most choices of unit cell, but a transition 

to the SP core may be observed under the application of a hydrostatic pressure. 

Several obvious directions exist for expansion on the work presented in this 

and the previous chapter. First, the calculations performed on silicon should be 

repeated with better techniques, since empirical potentials are unlikely to be accurate 

enough to resolve differences on the scale required for this type of analysis. Second, 



CHAPTER 4. THE 9ff PARTIAL DISLOCATION CORE IN SILICON 80 

while isotropic elaSticity theory has performed admirably in extracting values for the 

shear modulus and core radius, the data fits as well as the stress calculations could 

be improved by using anisotropic elasticity theory. Finally, it is expected that the 

techniques developed here can be applied equally well to other types of dislocations, 

such as the 30° partial and the undissociated screw dislocation. 



Appendix A 

Solution of the free surface 

equation 

-
This appendix gives the detailed solution of Eq. 2.16: 

ay a2y 00 

at = D 8x2 + a L 8 (X - nL) + /3. ( 
n=-oo 

Begin by switching to dimensionless units: 

y yjL 

X x/L 

D' - D/a 

r at/ L 2 

Substituting into Eq. A.1 yields 

aY , B2Y oo f3L 
-a =Dax2+ L 8(X-n)+-. 

T n=-oo a 

81 

(A.1) 

(A.2) 

(A.3) 

(A.4) 

(A.5) 

(A.6) 

The last term can be ignored for now, since it will just provide a contribution linear 

in T. The periodicity imposed by the delta function summation suggests a solution 

of the form 
00 

Y(X, r) = L amei(21rmX) fm(r) (A.7) 
m=-oo 
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which upon substitution into Eq. A.6 becomes 

The expression in brackets must be identically zero, leading to a solution of fm(r) of 

the form 

(A.9) 

Using Eq. A.8 and the initial condition y(x, 0) = 0 => fm(O) = 0, the constants Am 

and Em are found to be 

1 

Finally, substitution of Eq. A.9 back into Eq. A.7 yields 

Y(X,r) = 

~cos27rmX(l _47r2m2D'T) f3L 
- T + L.....J 2 2 2D' - e + -T 

m=l 7f m a 

(A.lO) 

(A.ll) 

(A.l2) 

where the contribution from the last term in Eq. A.6 is now included. Upon trans­

forming back into the original units, 

(A.13) 
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