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ABSTRACT 
 Reactive spreading, in which a chemically active element is added to promote 
wetting of noble metals on nonmetallic materials, is evaluated mechanistically.  Theories 
for the energetics and kinetics of the steps involved in spreading are outlined to permit  
comparison to the steps in the compound formation that typically accompanies reactive 
wetting.  These include: fluid flow, active metal adsorption, including nonequilibrium 
effects, and triple line ridging.  They can all be faster than compound nucleation under 
certain conditions.  This analysis plus assessment of recently reported experiments on 
metal/ceramic systems lead to a focus on those conditions under which spreading 
proceeds ahead of the actual formation of a new phase at the interface.  This scenario 
may be more typical than commonly believed, and perhaps is the most effective situation 
leading to enhanced spreading.  A rationale for the slow spreading rates plus the 
pervasive variability and hysteresis observed during high temperature wetting also 
emerges. 
1. INTRODUCTION 
 Most pure, noble metals (e.g., Pt, Au, Ag, Cu, Ni) exhibit obtuse contact angles on 
higher melting point ceramics (such as SiC, Si3N4 or Al2O3) or graphite [1-6], and this 
hampers their use in applications like brazing, bonding, liquid-phase sintering, or 
infiltration.  This problem can be alleviated by alloying a small amount of a reactive 
metal (such as Ti, V, Cr, Zr, Nb, Hf, or even Al) into the liquid.  These additions can 
enhance wetting angles [2-4, 7-13], often strongly (Fig. 1).  However, there is a great 
variability on the range of contact angles and spreading velocities measured even in 
similar systems [2, 10, 11, 14-16].  Whereas most of the proposed theories focused in the 
role of the reaction products such as nitrides, silicides that have frequently been found at 
or near the interface after solidification most of them lack predictive power and a 
controversy still remains about the mechanisms that control reactive spreading.  
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Figure 1.  Effects of Ti additions 
on wetting angles on Al2O3 for 
several metallic alloys.  Data for 
Cu-Ti are from Refs. [7, 17-21]; 
for eutectic Ag-Cu from [11]; 
and for Sn, from [19] 
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2. THEORETICAL CONCEPTS 
 The present work divides reactive spreading it into a series of stages, depending on 
the spreading time or velocity.  These stages include fluid flow, adsorption of active 
element at any of the several interfaces, triple point ridging, and finally, formation of a 
new compound at the solid-liquid interface (Fig. 2).  During wetting, a system will pass 
successively through the various stages, but depending upon its properties, the time scale 
in which any observation is actually accomplished may correspond to only one of them.  
The idea is to determine which step controls spreading kinetics and what causes the 
decrease of contact angle. Thus, pertinent stages are briefly considered in terms of the 
triple-junction structure and chemistry, the relevant surface energies that drive wetting, 
and the mechanisms that control rates. 

Spread, adsorb & form ridge Nucleate reaction product

Grow reaction product Droplet front detaches 

(a) (b)

(c) (d)

 
 

 Figure 2.  Reactive wetting requires several steps from fluid flow, adsorption and triple line 
ridging, to formation of a phase that may finally cover the solid-liquid interface.  With a large 
nucleation barrier, a time regime exists in which reaction lags the front; contact angles are then 
dictated by adsorption at the metastable interfaces, and spreading rates can be limited by ridge 
drag.  Occasionally, the front can be dislodged from the reaction product and the sequence 
repeats. 
2.1.  Fluid flow 
 Numerous theories have analyzed spreading in terms of one fluid displacing another 
over a rigid and insoluble solid surface.  We denote this situation as regime I, with 
successive spreading regimes corresponding to increasing degrees of concurrent substrate 
deformation and focus on a liquid/gas combination.  The capillary forces drive a 
homogeneous liquid towards a shape of constant curvature and the contact angle towards 
the θ1D value given by the Young-Dupré equation [22]: 

  γlv cosθ1D = γsv – γsl        (1) 
where γlv and γsv, are the liquid and solid surface energies, and γsl is the solid/liquid 
interfacial energy.  Other driving forces from hydrostatic pressure gradients will be 
ignored here.  Wetting hysteresis for advancing and receding fronts is usually attributed 
to morphological or chemical inhomogeneities in the substrate, or to the fact that for 
contact angles close to equilibrium, spreading occurs too slowly to be accurately recorded 
in practical experiments [23-26]. 
 Dynamic wetting has been analyzed both from the perspectives of continuum 
mechanics (hydrodynamics) [24-26] and microscopic or molecular mechanisms [23, 27, 
28].  Hydrodynamical analyses presume that the main force retarding spreading is the 
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viscous impedance, although uncertainty persists regarding the proper flow conditions 
near the junction [24-26].  Microscopic analyses attribute the mechanisms controlling 
spreading to atomic dynamics at the triple line.  Several have been proposed, including: 
adsorption-desorption, surface diffusion, evaporation-condensation, molecular 
reorientation and viscoelastic deformation [23].   
 Because liquid metals typically have surface energies one to two orders of magnitude 
above those of organic liquids with similar viscosity, the hydrodynamic analysis predicts 
that for a similar driving force, metals should spread faster.  However, the few dynamic 
data for high temperature materials do not corroborate this, although the highest reported 
velocities are similar [15, 16].  The fact that most of the recorded spreading velocities for 
high temperature systems are slower than expected from the hydrodynamical analysis 
suggests that microscopic mechanisms may be limiting over a wider range of angles than 
for simple low-temperature liquids. 
 2.2. Adsorption Control 
 Equilibrium in multicomponent systems requires that interfaces develop an 
equilibrium level of adsorption by diffusion among all the phases. The effects of 
adsorption on equilibrium interfacial energies can be described by the Gibbs absorption 
isotherm.[29]  The equilibrium adsorption levels are dictated by the activities, ai, of the 
components in the environment and appear or disappear reversibly with creation or loss 
of interfacial area.  The active metals commonly added to improve wetting on refractory 
ceramics usually have high surface energies and it is hard to see how an alloy containing 
a low fraction of such an element could bring θ  far below 90° without strong adsorption 
at the metal-oxide interface.  Adsorption may also occur at the other interfaces and is 
relevant both for unreacted interfaces and those with reaction phases. 
 In a model proposed by the authors, the adsorption reactions are treated as energetic 
precursors of bulk reactions [18].  Elements that strongly enhance wetting in metal-oxide 
systems typically can react with several types of compounds (e.g., metallic and ionic) and 
are often multivalent.  Thus, they seem likely to adsorb at interfaces, being 
simultaneously bonded to two differing condensed phases.  In addition, metal-oxygen 
complexes could favorably adsorb on either the oxide surface or liquid. 
 The effect of small additions of reactive element on the liquid  viscosity should be 
limited.  So the simplest hydrodynamic theory does not predict a strong variation of 
spreading velocities for a given (θ − θ1D ) from adding reactive elements that adsorb.  In 
the microscopic analysis, the reactive element-substrate interaction contains the important 
parameters.  If adsorbing the reactive element is the kinetically limiting step and its 
interaction with the substrate is stronger than that of the solvent a decrease the dewetting 
velocity of receding fronts can be expected.  Whereas, a relatively smaller effect is 
anticipated for advancing.  More complex situations can exist – for example, when 
adsorbing a multicomponent complex involves cooperative motion or steric constraints or 
when attachment is limited by ledge motion (e.g., to expedite reconstruction).  For rapid 
spreading or for very dilute solutions transport of the adsorbate from the bulk liquid to 
the interfaces could be an issue. 
 During rapid spreading several non-equilibrium situations can exist [2, 24, 30, 31].  
For example, when the primary source of adsorbate for the solid surface is the liquid 
itself (solvent or solute), but spreading is too rapid for equilibrium levels to actually 
develop on the surface ahead of the liquid [24, 31].  A extreme situation is when the 
surface directly ahead is clean, termed dry spreading [24].  Substituting the energy for a 
pure surface, o

svγ  ( o
svγ  ≥ γsv), into equation (1), in conjunction with equilibrium interface 
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and liquid energies, would often imply low values of the angle, 1
dry
Dθ .  In contrast, a 

receding drop would tend to leave the adsorbate already established under the liquid.  
Leaving too much adsorbate would effectively increase the solid surface energy, 
inhibiting retraction 
 The critical spreading velocity above which adsorption at the triple line could not 
accompany spreading and influence the driving force via reduced γsl can be estimated as: 

    * 6 R liq
ca ca

X D
v v

a
α

≤ =         (2) 

where Dliq is the diffusivity in the liquid, a the atom spacing for the solid, XR the 
adsorbate fraction in the liquid, and α (<1) a sticking coefficient that describes the chance 
that an atom jumping from the liquid would attach to the surface at the triple tine.  Much 
lower velocities would be needed to permit spreading of adsorbate onto the surface ahead 
or for a receding liquid to remove adsorbate. 
 Adsorption is believed to be responsible for the large reductions of contact angle 
achieved in several metal/ceramic systems by adding small quantities of a reactive 
element to the liquid without forming a reaction product at the interface.  It has been 
demonstrated that adsorption reactions involving O promote lower contact angles for Ni 
or Cu on Al2O3 [18, 32] and Refs. therein and recent work indicates that even lower 
contact angles can result from adsorption for Sn-Ti and Cu-Nb alloys on Al2O3 [19].  Non 
equilibrium adsorption could  be the cause for the low angles achieved when a liquid 
metal is introduced onto a solid of another pure metal (rather than using a pre-
equilibrated solid).  In this case extensive spreading toward θ  values well below 
equilibrium [33] has been observed. 
2.3. Ridge Formation 
 In many low-temperature systems (e.g., organic liquids on most ceramics or metals) 
the vertical component of the surface tension induced force at the triple junction is 
resisted by elastic distortions of the solid.  It is then accurate to describe the substrate as 
ideally rigid and insoluble.  However, for molten metals or oxides exposure temperatures 
are typically ≥ (0.2-0.5)Tm

s (Tm
s being the substrate melting point), which will allow some 

local diffusion or solution/precipitation of the solid atoms.  Then, attaining equilibrium at 
the junction requires motion of the triple line both horizontally and vertically [34-36] 
(two-dimensional, 2-D case) which leads to two independent relations: 

  sin sin sins l v

lv sv sl

φ φ φ
γ γ γ

= =        (3) 

where φs, φl and φv are the equilibrium dihedral angles in the solid, liquid and vapor 
phases, respectively.  Under such conditions, at a certain point a small ridge will develop 
at the triple junction as a result of atomic migration near the contact line to satisfy 
equation (3) locally.  The triple junction will remain attached to the ridge unless a sudden 
perturbation drives the macroscopic contact angle outside a stability range that depends 
on the ridge orientation, causing the wetting front to break away [35, 37].  The ridge will 
evolve and propagate until complete equilibrium is attained.  Equilibrium involves 
constant chemical potential shapes (i.e., constant curvature for isotropic systems) [29].  
Although attaining full equilibrium may take an impossibly long time, the small ridge can 
be highly influential. 
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 Recently, it has been recognized that small triple line ridges can control spreading 
rates and hysteresis for high-temperature systems [35].  A parallel between triple line 
ridging and the Mullins theory for grain boundary grooving [38, 39] has been established.  
Essential aspects of small-ridge behavior have been determined for situations wherein 
interfacial diffusion is rate controlling [35].  A time scale exists in which a ridge is very 
small compared with the radius of curvature for the liquid, h/R << 0.1 and can be carried 
by a moving front.  In this situation, denoted regime II spreading, the capillary forces 
drive the macroscopic θ toward a value very near that satisfying Young’s equation, with a 
driving force approximated by that for regime I (γlv(cosθ1D - cosθ)) but with spreading 
kinetics dictated by the rate at which the attached ridge moves [35]. 
 When the ridge movement is controlled by interfacial diffusion, two steady-state 
conditions (corresponding to advancing and receding fronts) exist in which a liquid front 
can move with constant velocity attached to a ridge of constant height [35, 39].  For 
macroscopic contact angles within the range delimited by the associated angles θss

rec and 
θss

adv, the liquid front will remain attached to a ridge and decelerate, while the ridge 
grows faster as the angle sweeps toward θ1D.  A junction moving on a smooth surface 
should form a ridge spontaneously by diffusion once θ is within the range delimited by 
the steady-state solutions, and sharp perturbations (such as scratches) may act as incipient 
ridges.  When θ  is outside the growth range, any ridge attached to a junction would 
shrink during spreading; such a liquid spreading on a smooth surface would have no 
tendency to form a ridge and would resist being pinned upon passing a ridge-like 
asperity.  As |θ – θ1D| diminishes, the front should be increasingly resistant to break away 
from a ridge triggered by a disturbance or change in liquid volume [35, 37].  
 For a drop spreading stably in regime II, the extent of ridge growth should depend on 
the drop size and change in angle and it is independent of temperature.  The velocities 
scale with the controlling diffusivity, leading to faster spreading and ridge growth at 
higher temperature [35].  However, a condition exists wherein a liquid can spread on a 
flat surface quickly enough to suppress initiation of ridge growth even if θss

rec < θ < 
θss

adv.  Diffusional fluxes are limited by the actual atomic jump frequency rather than 
being virtually infinite as h → 0.  The critical spreading velocity (vcr,) beyond which 
ridge formation is impossible, because the jump frequency becomes too slow compared 
to the spreading velocity and the first atomic sized ridge cannot form at the triple junction 
can be estimated as: 

  6 sl
cr

Dv
a

=          (4) 

where a is a jump distance and Dsl the diffusion coefficient at the solid/liquid interface.  
In the transitional temperature regime, a fast moving front (in regime I) could sweep into 
the ridge-growth range until the driving force (θ – θ1D) is diminished enough that the 
slow spreading allows ridge formation.  The requisite distance traveled before ridge 
initiation would shrink, and so the extent of ridge growth while approaching θ1D would 
increase with rising temperature. 
 Ridges have been found in several systems.  The heights span from 10 nm for Cu on 
Al2O3 (Fig. 3), to 0.2 µm for Ni on Al2O3, to 70 µm for silicate liquids on Co at 99% of 
Tm for the Co [35].  The shapes of ridges with sizes up to ~1 µm indicate that the kinetics 
are dictated by diffusion at the interface or within the liquid [35].  For liquid Cu drops on 
sapphire, advancing and receding fronts approach a common angle after many minutes 
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(involving v ~ 10-7− 10-6 m/s), which indicates that the ridges are small and that spreading 
occurs under regime II conditions.  Thus, the final angle is held to satisfy equation (1).   
 Within the angle interval for ridge-controlled spreading, there is no unique wetting 
velocity for each dynamic contact angle, but rather a broad range of velocities that 
depend inversely on the ridge height.  That height, depends on the size of the perturbation 
that originated it and the contact angle at which it actually initiated.  This could be one 
source of the wide variability in spreading velocities recorded in high-temperature 
systems for similar liquids.  The spreading in regime I can be far faster than in regime II.  
For an advancing front *

cav /vcr = αXRDliq/Dsl from equations (2) and (4).  For the range of 
ωDsl quoted just above, and taking ω = 1nm and Dliq = 10-9 m2/s, Dliq/Dsl ~ 106-1, with 
increasing temperature.  Hence, rapid regime I type spreading with adsorption at the 
interface being created would be likely at more moderate substrate temperatures, even for 
dilute adsorbates, unless α is small.  At higher temperature, once vca/vcr <1, ridging will 
readily initiate at θ→ θss and rapidly impede spreading. 
 Figure 3.  AFM image of ridge that 
developed at the triple junction of a 
receding Cu drop on sapphire after 150 
min at 1150°C in gettered Ar. 
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2.4. Reaction Phase Formation  
 Frequently, a supersaturated species from a liquid can react with a solid to form a 
new phase more or less continuously along the original solid/liquid interface.  Although 
the presence of a reaction product would undoubtedly affect the spreading rates and 
ultimate contact angle, such phases are typically seen postmortem, without knowing 
when they formed with respect to spreading.  Several distinct situations may exist (Figs. 2 
and 4), depending upon the rates of nucleation and continued reaction. 
 With slow nucleation a supersaturated fluid can spread leaving behind a metastable 
interface with well-defined properties, which may include low γsl owing to adsorption of 
reactant (Fig. 2a).  The rapid fluid flow must accommodate adsorption to actually reduce 
γsl just behind the triple junction.  This could yield a transient situation (with potential for 
later liquid retraction), wherein a very low γsl develops and is followed by an increase of 
γsl as growth of the reaction phase at places along the interface diminishes the 
supersaturation of a chemically active species, R. 
 If a new compound can nucleate sufficiently rapidly, several other configurations 
might be possible (Fig. 4).  In one, the liquid wets to the edge of the reaction layer but not 
onto the solid ahead (Figs. 2c and 4).  The reaction layer and liquid could then extend 
together, as limited by reaction kinetics, and the apparent contact angle of the drop would 
decrease.  Limited by counter-diffusion of reactants across the tip of the reaction layer, 
spreading would then be comparatively slow for more than nanometer-thick layers.  
Alternatively, the compound may extend beyond the liquid front (Fig. 4).  The drop 
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would then seek a shape dictated by surface and interfacial γ's for the reaction product. In 
a frequently observed variant the reaction product is porous and contains an 
interconnected liquid, through which the reactant can move [11, 31, 40]. 

θ → θ1D (metastable?)

v → fluid flow & adsorption
       or ridging

θ → ?

v → reaction product
       growth (D/h)

θ → ?

v → ?

θ → θ1D (on reaction 
        product)

v → ridging & roughness  

Figure 4.  Possible triple line 
configurations, with their corresponding 
wetting driving forces and spreading 
kinetics. 
 

 

 A major issue is, therefore, whether the new phase can form at the triple junction at 
the same time that the liquid front spreads.  A limiting situation is attained if the liquid 
spreads so quickly that not enough time exists to nucleate the reaction product at the 
substrate near the spreading front. The critical velocity can be roughly estimated as a3Is,; 
where Is, is the steady-state frequency for nucleating a new phase, β, from the liquid at 
the substrate-liquid interface [41, 42].  This velocity is: 

  
3

12

16*6 exp ( )
3( )

l
cn

v

Dv f
a G kT

βπγ
θ

  = −   ∆   
     (5) 

  
2

1 1
1

(2 cos )(1 cos )( )
4

f θ θθ + −=       (6) 

where γβl is the interfacial energy between β (the reaction product) and the liquid, ∆Gv the 
free energy change driving reaction, D* the local diffusivity controlling attachment to an 
embryo, and Ns the areal site density for nuclei in the system.  The factor f(θ1) 
approximates the reduction in nucleus energy if the new phase partially wets the 
interface, where the wetting angle of the new β phase on the interface, θ1, (Fig. 5) is a 
key determinant.  If θ1 → 0, the barrier to nucleation vanishes.  This underestimates vcn 
by a factor < A/a2, A being the area of interface over which spreading occurs.  However, 
for rapid spreading, a further adjustment for the transient nucleation rates being slower 
than for equation (5) would be partially compensating.  
 In cases of interest, adsorption at the original interface would lower γsl and promote 
wetting of the liquid onto the substrate.  The extent of further adsorption as the activity of 
the reactive element R (aR) increases to and beyond the equilibrium level to form a new 
phase (Fig. 5) is germane.  When θ1 → 0, upon approaching the solubility limit, a smooth 
transition occurs, energetically, from monolayer adsorption through some layers of 
multilayer adsorption to a reaction product that fully wets the original interface (c).  In 
contrast, where only monolayer adsorption is favorable (a), the new phase does not fully 
wet the interface and so some supersaturation of R can occur without nucleation.  In 
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addition, a lower sticking probability applies for reactive element attachment to form the 
nucleus than to form the adsorbate (vcn <<< vca).  In this instance, the metastable 
interfacial energy can decrease to very low levels (Fig. 5), giving much lower wetting 
angles, θ, for the liquid on the substrate than would apply after depletion of R back to the 
solubility limit.  Note that the partial wetting condition, θ1 > 0, alludes to isolated 
particles of reaction product, not to the polycrystalline layer that can eventually cover the 
interface (metastably) during extensive reaction.  
 Figure 5.  Sketch 
showing how the interfacial 
energy varies for three 
different forms of interfacial 
adsorption.  The three 
situations will exhibit 
markedly different barriers for 
heterogeneous nucleation of a 
new phase at the interface.  
 

θ1= 0

mono

multi

θ1
θ

γsl

aR*  
 Comparing equations (4) and (5) shows that the highest velocity that would allow 
nucleation at the spreading front is reduced from the critical adsorption velocity, *

cav , 
primarily by the factor, exp{ −[16π γβl

3/3(∆Gv)2kT]f(θ1)}.  For supersaturations below the 
critical level to bring θ1 = 0, this can be many orders of magnitude less than unity.  Then 
(vca >>> vcn), a liquid in regime I could spread toward a low metastable contact angle, 
θ1D, because it leaves directly behind a metastable interface with low solid/liquid 
interfacial energy.  However, for a liquid front spreading at a lower velocity limited by 
ridge drag (regime II), as the velocity drops with larger ridge heights, there would 
increasingly be time to also permit adsorption on the surface ahead of the triple line and 
nucleation at the interface.  
 Additions of Ti to Cu and Cu-Ag eutectic liquids enhance wetting on oxides.  In 
many cases, reaction products form extensively near the interface; the details depend 
upon the Ti level [10].  The contact angles vary notably, even for similar samples; with 2 
at% Ti, angles on various samples of sapphire and commercial Al2O3 (99.8 and 96%) 
spanned θ ~ 20−40°.. After two hours, the 2% samples exhibit a layer of TiO that is thick 
enough to account for most of the Ti (Fig. 6).  Typically, a uniform layer extends to the 
edge of the contact (Fig. 6), a geometry seemingly attributable to the reaction and liquid 
spreading together.  However, if that were the case, the spreading rates that correspond 
to the concurrent growth rate of the reaction product would be far slower than observed.  
In contrast, in the sample in which the front had arrested at a higher angle (Fig. 6), the 
reaction product is much thinner near the triple line and the sequence seems in agreement 
with the mechanism depicted in Fig. 2.  The liquid spreads ahead of the reaction front, 
with θ1D dictated by the metastable γsl, until a triple line ridge becomes big enough to 
essentially arrest spreading at θ > θ1D.  Subsequently, reaction product will form rather 
uniformly under the drop.  If the front is dislodged from this position, some driving force 
for further advance still remains despite the depletion of reactive element.  Hence, the 
front will move ahead until it is virtually re-arrested by a growing ridge.  
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6 µm
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18 µm
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 Figure 6.  SEM images of cross sections of two wetting specimens of eutectic Ag-Cu+1.9% 
Ti/Al2O3 after annealing at 1000°C for 1 hour in Ar.  In (a), the drop on sapphire spread to θ 
~20°, and a uniform layer of TiO-rich reaction product formed at the interface.  The other sample 
(b), made with 96% Al2O3, is revealing; for this, the liquid was arrested at a higher angle.  A 
uniform layer of TiO formed, but then the front dislodged and advanced further, and again 
subsequently formed thin layers of reaction product at the interface. 

3 CONCLUDING REMARKS 
 Reactive spreading involves several, sometimes competitive, processes, with 
differences among them dictating evolution along different paths.  We divide the process 
into a series of stages: liquid flow, adsorption of reactive element, ridging, nucleation and 
growth of the reaction phase (Fig. 2).  The objective is to determine the structure and 
composition of the triple junction (Fig. 4) for each stage in order to identify what drives 
the decrease of contact angle, as well as which process controls the spreading kinetics. 
 The primary question for a given system is whether adsorption drives spreading prior 
to forming a new phase or whether the phase forms first and spreads with, or even ahead 
of, the front.  A second concern is what controls rates and arrests spreading.  . 
 Several observations suggest indicate that in many reactive cases, a finite nucleation 
barrier to forming the reaction product does exist. This implies that spreading to low 
contact angles can be driven by adsorption at the interface either without, or prior to, 
forming a reaction phase whereas the observed slow or erratic spreading rates are dictated 
by migration or pinning of a triple point ridge. 
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