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Chapter 1

Motiviation

1.1 Introduction

1.1.1 QCD

According to the Standard Model strong interactions ! are described by
Quantum Chromodynamics (QCD), a non-Abelian SU(3) gauge theory based on
fermionic quarks mediated by the exchange of massless bosonic gluons [76,93]. In
analogy to QED’s electric charge, quarks and gluons (collectively called partons)
carry one of three color charges. However unlike QED, where photons do not self
couple, the color charged gluons directly interact with one another resulting in two

novel features.

@ (b) (©

Figure 1.1: Elementary QCD vertices.

First, although QCD describes strong interactions, at large momentum trans-
fer (short distance or short time) quarks are weakly interacting (asymptotic freedom)
[16]. The coupling strength, g, decreases logrithmically as a function of Q? (Fig-

ure 1.2). For example, to first order in perturbative expansion, where Aqcp is a

le.g. the binding force between nucleons in a nucleus
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O‘S(QQ) =

Asymptotic freedom implies that for interactions at sufficiently high Q2 (hard pro-
cesses), the coupling strength is weak enough for perturbative QCD (pQCD) to be
computationally valid. Typically, the lower limit of momentum transfer amenable
to pQCD is Q% =~ 2(GeV/c)?, which corresponds to o, ~ 0.3; although this value is
debatable.

Second, quarks and gluons are believed to be confined in color singlet states,
called hadrons 2. Hadrons may consist of three bound valence quarks (baryons) or
an antiquark-quark pair (mesons). Thus far, no free quarks have been observed.
Although a full understanding of confinement currently does not exist, it is believed
to be driven by strongly coupled, small momentum transfer interactions in the QCD

vacuum (“sea quarks and gluons”) and thus outside the purview of pQCD. To study

2 . ol
Under ’ordinary’ conditions or a vacuum. See below.



Figure 1.3: Lattice calcula-
tion of a static potential for
qg — q. The fit function is
V =aR—¢/R+ f/R% (Fig-
ure taken from [51])
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the nonperturbative region, QCD has been formulated on a discrete space-time
lattice and analyzed numerically [62,63,65]. For example, lattice computations
indicate that at zero temperature the potential between a ’heavy’ quark(q) and

anti-quark(g) grows linearly with distance,r, for ’large’ r (Figure 1.3):

V(r)~ar, r~1fm (1.2)

where a ~ 425 MeV is the string tension. For a simple intuitive picture of confine-
ment, a quark and anti-quark can be viewed as being connected by a ’string’ whose
potential increases linearly as they are pulled apart. At some point, the string
breaks’ but instead of isolating the quark and anti-quark, there are now two strings
(mesons) each with a ¢-¢ pair; confinement persists. This analogy illustrates the
idea that at some point during the ¢-g separation, it becomes energetically favor-
able to spontaneously produce a ¢-¢ pair out of the vacuum, forming hadrons with

the original quarks.



1.1.2 Deconfinement

Under extreme temperature, 7', and/or baryon density 2, up, partonic in-
teractions may become weak and short ranged, resulting in a phase transition from
confined hadrons to a QCD plasma of deconfined quarks and gluons [13,61,94] 4.
For instance, the early universe may have been a QCD plasma at high temperature
and low baryon density until ~ 10us after the Big Bang [7]. Presently, the core of a
neutron star may be a color superconducting QCD plasma at high baryon density

and low temperature [49, 74].

The basic physical reasons for a deconfined color-charged QCD plasma are
twofold [52]. First, the QCD coupling strength becomes weak at high temperature

and/or baryon density; i.e. a temperature dependent asymptotic freedom [17]:

1

s InTorupg

— 0. (1.3)

For T > 300 MeV, the coupling “constant” may be as; < 0.3 [60]. Second, the
Coloumb potential as seen by a test quark is screened by interactions of the sur-

rounding partons (i.e. color screened Yukawa potential).

92 exp MO

V(r) ~ (1.4)

A7 r ’

where pp is the Debye mass. This phenomenon is called Debye screening, in analogy
to dielectric screening in a QED plasma. Short of extreme temperatures on the order
of T~ 10 GeV, non perturbative Debye screening, over asymptotic freedom, may

be the dominant process for deconfinement [62].

Thermodynamic properties of QCD plasma have been studied using the
lattice formulation [62]. Figure 1.4 shows a lattice calculation of the energy density,

e, divided by T* as a function of temperature at up = 0. The abrupt jump in energy

3Note that low baryon density implies low baryon chemical potential.
“Current jargon is the Quark Gluon Plasma (QGP).
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Figure 1.4: Lattice calculation of energy density as a function of temperature for 2
light, 2+1 (2 light and 1 heavy), and 3 light dynamic quarks. The critical temper-
atures (T,.) are 171 £4, 173 £ 8, and 154 + 8 MeV, respectively. The corresponding
critical energy density is €. ~ (6 & 2)T* [62].

density (Ae/T# ~ 8) at the critical temperature, T, reflects the liberation of many
degrees of freedom in the transition from hadronic matter to the deconfined phase.
As the temperature approaches infinity, the QCD matter behaves as a free partonic
gas and the energy density should approach the Stefan-Boltzmann ideal gas limit of
€ 7 72

KSB:ﬁw(23x80+gx23x2q+qx(Nf:2))%w12 (1.5)
which takes into account spin, color, anti-quark, and 2 flavor degrees of freedom.
However, even at T = 47T, the energy density falls short of the ideal gas limit by
~ 20%, indicating that non-perturbative effects persist at this temperature. The
phase transition may be second order for two flavors and first order for three flavors
but further study is needed as the order is sensitive to the quark mass; in fact

the transition may be a rapid crossover for a realistic quark mass spectrum. The

critical temperature is T, ~ 170 MeV, corresponding to a critical energy density of

O
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HB

€. ~ 1GeV/fm®. For comparison, the energy density for cold’ nuclear matter is

€~ 0.16 GeV /fm3.

1.2 Relativistic Heavy Ion Collisions

The extreme conditions necessary for a QCD plasma phase may be achieved
in the laboratory through the collision of heavy ions (A ~ 200) at high center of
mass energy. The possible formation and properties of a QCD plasma has been
been and will be explored with several relativistic heavy ion accelerators (Figure
1.5). For example, the fixed target experiments at the AGS at BNL and at the SPS
at CERN have begun the search at ,/s;y=5 GeV and /5, =17 GeV, respectively.
They have yielded intriguing results, though arguably not conclusive of a plasma
phase. In the year 2000, experiments at the Relativistic Heavy Ion Collider (RHIC)
have begun to investigate the region closer to the theoretically best understood limit
of up/T — 0, by colliding Au ions (A = 197) at a center of mass energy per nucleon
pair (,/5yy) of 130 GeV. With /s an order of magnitude greater than at the SPS,

new physics channels are accessible to experimental analysis at RHIC, in particular
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Figure 1.6: Possible spacetime
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hard processes and jets.

Ideally, the produced strongly interacting system would have a volume as
large and a lifetime long enough that thermodynamic principles can be applied
when interpretating the data. This implies the goal of generating as many final
state particles as possible. Thus while conventional high energy particle physics,
colliding elementary (et + e™) or simple composite particles (p+p), generate tens
of pBrticles, high energy heavy ions collisions produce a complex environment of
hundreds (SPS) or thousands (RHIC) of sefgndary particles [21]. However, due
to the highly dynamic nature of the system produced in heavy ion collisions, it
is debatable whether an ’ideal’ QCD plasma in global or local (thermal/chemical)
equilibrium is formed. Ratheﬁ it may be more sensible to consider the formation of

a ’general’ dense QCD matter in an extended volume (>> 1 fm) with a long lifetime
(> 1 fm/c). 000
Figure 1.6 shows a standard spacetime evolution diagrzﬂn of an A+A colli-

sion. The two nuclei, Lorentz contracted as thin disks and surrounded by a dense

virtual cloud of partons, collide and generate a hot, dense matter which immedi-



Specfators

Participants

Spectafors

Figure 1.7: Two nuclei collide at impact parameter, b. Non interacting nucleons are
spectators, while interacting nucleons are participants.

ately cools while expanding near the speed of light. If the system is sufficiently dense
in energy, the QCD plasma may form during some time 79 ~ 0.2 — 1fm/c, there-
upon evolving hydrodynamically. As the temperature drops, the partonic matter
hadronizes into a hot gas. After further cooling and expansion of the hadron gas,
inelastic interactions become infrequent which fixes the final species distribution
(chemical freezeout), followed by the virtual cessation of elastic interactions which

fixes the final momentum distribution (kinetic freezeout).

1.2.1 Geometry of Nuclear Collisions

For a systematic survey of initial conditions in A+A collisions, the control-
lable experimental parameters are the ion mass/size, energy, and the nuclear collision
geometry. Theoretically, the geometry of a nuclear collision is characterized by the
impact parameter, b (Figure 1.7). Collisions at smaller b produce a greater number
of final state particles, and are expected to correspond to a greater initial energy
density. However, the impact parameter is not directly accessible experimentally.
Instead the collision geometry may be characterized by dividing the total inelastic
cross section into centrality classes, based on observables such as hadron multiplic-
ity, transverse energy, or forward neutrons. The fractions of cross sections may then

be mapped into impact parameter space using the standard description of nuclear
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o - for Au+Au collisions at
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collision geometry, the Glauber formalism [66, 92, 103]. Measurements as a function

of centrality class may shed light on the onset of new physics.

Two additional concepts correlated with the impact parameter, based on
the composite nature of a nucleus, are the mean number of participants, (Npart) ,
and the mean number of binary collisions, (Nyy,). A participant® is a nucleon
that interacts inelastically. A binary collision simply refers to an inelastic collision
between two nucleons. For example, a p+p collision involves two participants and
a binary collision. An A+A collision is limited to (Npa) < 24. For a /5,(=130
GeV Au+Au collision at b =0, it is expected that (Np;,) ~ 1200 (Figure 1.8).

According to the two component model [104], the rate of 'hard’ and ’soft’

processes® is expected to scale with (Np;,) and (Npart) , respectively as

dNag(b) dNgott (b) 1 donara(b)
P22 —2 2+ (Npin (b —— 1.6
Fp M) Gy e, -t MmO TGy g o

Observables deviating from the expected scaling may indicate physical processes

unique to relativistic heavy ion collisions and a QCD plasma phase.

5Also known as a wounded nucleon.
5°Soft’ processes are those not calculable by pQCD; i.e. p; ~< 2 GeV/c.



1.3 Jet Quenching

The QCD plasma cannot be studied directly; rather, it’s formation and
properties must be inferred from observables based on final state particles. Sev-
eral QCD plasma signatures have been proposed, including J/¥ suppression and
strangeness enhancement [77]. Of particular interest are signatures from hard probes,
i.e. interactions with a large momentum transfer that generate high p | particles 7.
Since the time scale of a hard process is smaller than the plasma’s formation time
At ~ 1/mp < 19 ~ 0.5fm/c, high p particles probe the QCD plasma in its earliest

and hottest stage 8.

Theoretical studies have indicated that partons propagating through hot,
dense matter lose energy (AFE), primarily by radiating gluons from multiple inelastic
scatterings [79,81,90] ?. This is the non-Abelian QCD analogue of the familiar
(photon) brehmstrallung in QED. For a thin, static medium of average thickness L,
the radiative parton energy loss per length can be written as [105]

dErad QSM% L 2F
~ —In{—— 1.
dx Cr 4 N " upL )’ (17)

where Cp is the Casimir of the traversing parton (4/3 for quarks, 9/4 for gluons),
Ag the gluon mean free path, and up the Debye screening mass. The L dependence
arises from destructive interference effects from gluon rescattering ([90]). For an
expanding medium, the total energy loss may be reduced by a factor 274/L, where
7o is the formation time of the medium. Since the above expression is proportional to
L/\g (opacity), measurement of the energy loss may provide insight on the plasma’s

initial gluon density. Although energy loss does not directly indicate deconfinement,

"What is ’high’ p, ? For the remainder of the thesis, high p, will be understood to be > 2
GeV/c, roughly corresponding to the lower limit of pQCD’s applicablity. However, sometimes the
term ’intermediate high’ p; will be used for the region 2 < p; < 6 GeV/c.

8Perhaps ironically high p. particles are pQCD probes of a strictly non pQCD medium.

9 Elastic scatterings also contribute to the energy loss, but it is expected to be relatively small
[5].

10



=
o
I

ALEPH

(UN)dN/dX
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« Gluons mentation functions, at the same jet
energy, 24 GeV, measured by the
ALEPH Collaboration. Note that
the gluon fragmentation is softer; i.e.
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at the same total jet energy. Gluons
jets also contain more particles than
quark jets [35]. The abscissa is xp =
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lines are two model predictions. The
median value of zg is ~ 0.3. (Figure
taken from [36])
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an initial gluon density significantly larger than that of ordinary hadronic mattter

may indirectly signal a deconfined QCD state.

Upon leaving the medium a parton hadronizes (fragments) into jets, clusters
of hadrons in phase space. Experimentally, the definition of a jet is not unambiguous.
For example, a quark jet make contain fragments from a soft radiated gluon. Several
jet algorithms exist on the market, which may be grouped into two categories: (a)
the JADE k7 ’clustering’ algorithm and its variants, better at discriminating soft
gluon jets, [37,86]; and (b) the traditional ’cone’ algorithm. In terms of the cone
algorithm, a hadron with azimuthal angle ¢; and pseudorapidity 7; lies in a jet cone
if

(ni = no)? + (¢ — ¢0)* < R (1.8)
where (nc, ¢c) describes the cone axis. The standard cone radius is R = 0.7 or
1. The momentum (energy) distribution of the particles in a jet is described by

the fragmentation function, Dy, /.(zc, @Q?). Formally, it is defined as the probability

11



density for parton c¢ to fragment into hadron h with momentum fraction z. = pr,/pjet
at scale Q2, where pr, and Pjet are the hadron and total jet momentum along the
jet axis, respectively 0. Jet fragmentation involves soft, long distance physics and
is theoretically not well understood. Figure 1.9 shows fragmentation functions for
gluon and quark jets for unidentified charged particles measured in an et + e~
experiment. Fragmentation functions for pions and kaons have been parametrized

as a function Q2 for quark flavored (udsb) and gluon jets [58].

In concept, a parton’s energy loss is measured via the jet’s energy loss (jet
quenching). In practice, its measurement is not so straightforward. Along with the
propagating parton, the radiated gluons also hadronize into jets. Two scenerios are
possible: (1) The hadrons due to the radiated gluons and the propagating parton
may fall with the same reconstructed jet cone. Then the relevant observable is not
the total jet energy, which remains unchanged, but rather the fragmentation func-
tion; energy loss will decrease the probability of finding higher momentum hadrons
within a jet. (2) The majority of the radiated gluons fall outside the propagating

partons’s jet cone [90].

In either case, jet reconstruction with energy resolution significantly smaller
than the expected energy loss is necessary (AFE = 10,GeV for a 40 GeV jet) [105].
Due to the large background of low p | particles in Au+Au collisions !, jet recon-
struction with sufficent energy resolution on an event by event basis may not be
possible. Therefore, it has been proposed that since jet energy loss implies a de-
crease of high p, hadrons (hadron suppression), non-Abelian partonic energy loss
may be inferred from measurements of inclusive hadron high p; distributions (spec-

tra). The lowest order factorized pQCD invariant yield in nuclear A+B collisions at

0The fragmentation function may also be written in terms of the fractional energy, i.e. z. =
Ep/Ejet)
A signicant number of low p, particle may be from low energy mini jets.
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impact parameter, b, may be written as (ignoring nuclear medium effects):

h
Eh%(b) = TAB(b) Z/dmadxb fa/A($a,Q2)fb/B($b,Q2)

abed

dgab—ed Dy je(2e; Q%)
dt TZe

(1.9)
where Tap =(Npin) /onn is the nuclear overlap function [19,87] and f,4(x, Q%)
is the parton distribution function (PDF); formally, f,, 4(z,Q?) is defined as the
probability density for parton a inside nucleus A to carry a fraction z of the nu-
clei’s longitudinal momentum at scale Q2. Parton distribution functions have been
parametrized using data from deeply inelastic scattering (DIS) experiments with the
aid of model assumptions; e.g. EKR-EKS [67] and HKM [96]. However, little data
exist for Q% > 1(GeV/c)? at small x and the various PDFs disagree in the regions
not constrained by measurements. Energy loss is typically taken into account via a

modification of the fragmentation function.

Hadron suppression can be quantified by the nuclear modification factor:

dNaa/dydp,
({Nbin) /03§ doy/dydp

Absent nuclear medium effects, Raa tends to unity at high p, ; i.e. the hard cross

Raa(pL) = (1.10)

section for A4+A collisions is equal to the superposition of independent (incoherent)
binary p+p collisions. Final state jet quenching would bring R s below unity at high

p1 . Two initial state!? nuclear medium effects are Cronin and nuclear shadowing.

The Cronin effect [14] refers to hadron production enhancement at high
p. for nuclear targets compared to the binary-scaled p+p yield, first observed in
p+A collisions; i.e. Raa above unity. (Left panel of Figure 1.10). Cronin is believed
to be due to initial state parton multiple scattering within the colliding nuclei,
prior to hard scattering. This necessarily enhances the scattered partons’ p | , thus

increasing the yield at high p . Cronin is usually cited as the cause for the observed

2Prior to hard scattering.
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Figure 1.10: Left: In p4+A collisions, the ratio of charged pion yield for tungsten
over beryllium targefsjgq a fubhction of P, scaled by the atomic number. Curves are
theoretical calculations [8]. Data are from [25,34]. (Figure taken from [8]). Right:
R A measured at the SPS for Pb+Pb collisions at V=17 GeV. @igure taken
from [52]). Cronin is cited as the reason why the above ratios are not unity.

R above unity at the SPS (Right panel Figure 1.10) 3. Since CrotH\ shifts Raa in
the opposite direction as jet quenching, there would be no ambiguity between the
two nuclear effects in a qualititative interpretation of the data. The Cronin effect
at RHIC (/5y=130 GeV) is expected to be significantly smaller than at the SPS
(/Sun=17 GeV), due to the greater cross section at high p .

N

Nuclear shadowing refers to the depletion of low & < 0.1 partons within a
nucleus compared to a free nucleon; i.e. fq/4(7, Q?) < fam(z, Q?) at small x (Figure
1.11). Consequentally, shadowing leads to a reduction in the high p hadron yield .
Anti-shadowing (0.1 < = < 0.3) conversely may increase the high p yield. Although
(extreme) shadowing may potentially mimic the jet quenchin@ignal, models predict

that at RHIC energy shadowing’s effect on high p, yield is marginal. The Right

13 According to some models, energy loss is allowed at the SPS but any signal is obscured by
Cronin.
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Figure 1.11: Left: Ratio of Fi!(z,Q?) = > €a(fqra(z, Q)+ f7/4(x, Q%)) for copper
over deuteron (sum over quarks, ¢, only). The depletion in the region = < 0.1 is
referred as shadowing. (Figure taken from [53]). Right: Predicted Raain d4+Au
and Au+Au collisions at /5, =200 GeV /c with Cronin and nuclear shadowing, but
no energy loss. (Figure taken from [101])

panel of Figure 1.11 shows a prediction of Raa for Au+Au collisions at /s, =130
GeV when shadowing and Cronin are included (without energy loss). For2 < p; <8
GeV/c, Cronin dominates over shadowing (for the = > 0.01 range accessible at

RHIC) and Raa remains slightly above unity 4.

Medium induced energy loss is not unique to hot matter. A quark propa-
gating through a cold nucleus in a deep inelastic scattering experiment may scatter
off nucleons and radiate away gluons. Typically, the effect of energy loss on the
p. distribution is modeled via a modification of the (vacuum) fragmentation func-
tion [106]. Therefore, one can compare the fragmentation functions of various target
sizes in DIS experiements to assess potential energy loss in cold matter. For example
HERMES has measured the ratio of the fragmentation functions for nuclear targets
(N, Kr™) and a deuteron target [102]; model calculations are in relatively good
agreement (Figure 1.12). Applying the modified fragmentation function to a cold
Au target yields dE/dx ~ 0.5 GeV/fm [105].

' Gluons dominate over quarks for < 0.1. The extent of gluon shadowing is unknown.
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Figure 1.12: In a DIS experiment, the number of charged hadrons per event for a

14 84 . . .
nuclear target (N, Kr ) over a a deuterium target as a function of fraction of
the virtual photon energy (v) transferred to the hadron (for v > 7 GeV/c). With a
few assumptions, this is equivalent to thelzatio of the fragmentation functions. Th
solid lines are model calculations based on a modified fragmentation function in a
(cold) nucleus. (Figure taken from [105])

1.4 Purpose

This thesis reports the measurement of the inclusive charged particle (h+ +
h™) py spectra for 1.7 < p; < 6 GeV/c and |n| < 0.5 as a function of various
centrality classes in Au+Au collisions at /5, =130 GeV. Hadron suppression is as-
sessed by comparing the measured yields with both nucleon+nucleon and peripheral

Au+Au collisions.
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Chapter 2

Experiment

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Labo-
ratory is an accelerator complex primarily designed for research in relativistic heavy
ion collisions !, capable of reaching a top beam energy of V3= 200 GeV for Au
ions [88],[98]. The flexibility of its design allows a variety of ion species and a wide
range of beam energies (low as ,/s;= 20 GeV for Au ions), affording a system-
atic survey of initial conditions. In addition, the accelerator complex can generate
unpolarized p+p collisons up to /s = 450 GeV to serve as a baseline for heavy
ion physics, deutoron+A collisions to shed light on nuclear shadowing and Cronin,
and polarized p+p collisions to study the contribution of quarks and gluons to the

proton spin.

Figure 2.1 shows a schematic of the accelerator facility. After passing through
the preliminary stages of acceleration, the ions are injected into two concentric rings
of circumference 3.8 km, where the final beam energy is reached. Each ring contains
~60 bunches?, and each bunch contains ~ 10? ions for Au. The design store time is
approximately 10 hours 2 and the design luminosity is L ~ 2 x 10%%cm~2s~!. The
beams cross at 6 interaction points around the ring, at which 4 are occupied by ex-
perimental groups: BRAHMS, PHOBOS, PHENIX, and STAR (Solenoidal Tracker
at RHIC) [97].

'Hence the name RHIC
257 bunches during year 2000 run
Stypically ~ 5 hours for year 2000 run
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Figure 2.1: The Relativistic Heavy Ion Collider (RHIC) accelerator facility at
Brookhaven National Laboratory (BNL). One of a pair of Tandem Van de Graaff
Tandem accelators begins the initial boost of Au ions to ~ 1 MeV/nucleon. Af-
ter passing through a 700 m Heavy Ion Transfer Line (HITL), the ions are further
accelerated to 100 MeV /nucleon in the Booster, stripped to Au""" and sent to the
Alternating Gradient Synchotron (AGS). The AGS merges bunches from the Booster
to achieve the intensity of ~ 1 x 109 Au ions per bunch. Upon exiting the AGS, the
ions undergo the final stripping to Au"" and are injected into the RHIC collider at
a kinetic energy of 8.6 GeV /nucleon. (Figure taken from [98])
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Figure 2.2: STAR Detector System. For the year 2000 data run, the TPC, magnet,
RICH, ZDCs, and CTB were operational.

RHIC’s first year of operation occurred in year 2000 with the collisions of
Au ions at \/syn = 130 GeV at 10% of the design luminosity; this thesis analyzes

the data from this run.

2.2 STAR Detector System

The STAR detector system was designed to survey a broad range of physics
observables in the complex environment of thousands of particles produced at RHIC
(Figure 2.2) [12]. The workhorse is the large acceptance (near full 27 azimuthal
converage) Time Projection Chamber (TPC), which tracks charged particles in a
uniform magnetic field and identifies particles with momentum ~< 1 GeV/c by sam-
pling ionization energy loss (dE/dx). Particle identification is extended to higher
momentum by a Ring Imaging CHerenkov detector (RICH) placed at midrapidity,

and in the future by a Time-of-Flight Detector. Decay topologies and secondary
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Figure 2.3: STAR Time Projection Chamber

vertices in the TPC are used to identify short lived strange hadrons, abetted in
year 2001 by a Silicon Vertex Tracker (SVT) around the interaction point. Also
operational in year 2001 was an electromagnetic calorimeter (EMC) measuring 7°,
electrons, and photons, along with a Foward Time Projection Chamber (FTPC)
tracking charged particles within 2.5 < |n| < 4. Gross event characterizations
for triggering was provided in 2000 by a pair of Zero Degree Calorimeters (ZDCs)
detecting spectator neutrons and a Central Trigger Barrel (CTB) measuring scin-
tillation photons. In 2001 two Beam-Beam Counters enabled triggering on event

vertex position and in defining centrality classes.

For the year 2000 data run, the TPC, magnet, RICH, ZDCs and CTB were

installed and operating.
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2.2.1 Time Projection Chamber

The main tracking device in the STAR detector system is the Time Pro-
jection Chamber (TPC), a cylindrical gas filled drift chamber, 4.2 m long with an
inner and outer radius of 0.5 m and 2 m, respectively (Figure 2.3) [6,11, 12, 32].
The TPC maps the trajectory of a charged particle by recording the 3 dimensional
positions of ionized electrons along the particle’s path. The electron clouds drift to
the readout system at the two ends of the TPC under a uniform electric field of
~ 145 V /em, whereupon the electrons are multiplied around anode wires and their
charge induced on small cathode pads. Pad signals are used to locate the spatial
position of the ionized electrons in the plane transverse to the electric field (zy),
while the time difference between the collision and the charge collection (combined
with the drift velocity) determines the position along the field (z). The momentum
of the particle in the plane transverse to the beam line (p, ) is calculated from the
bending radius in a uniform 0.25 T magnetic field, parallel to the electric field*. As
the TPC has 136608 pads and as the signal is digitized into a maximum of 512 time
bins (buckets) °, the TPC is segmented into as many as 69,943,300 pivels.

The TPC is separated into two symmetric drift regions by a thin cathode
Central Membrane (CM) held at -28 kV. In the STAR global coordinate system,
the CM is located z = 0 cm, and the East and West TPC correspond to the z < 0
and z > 0 regions, respectively. Along with the CM, the electric field is defined
by two end caps at ground® and two concentric cylinders, the Inner (radius 50 cm)
and Outer (radius 200 cm) Field Cages, which help maintain a uniform electric
field with a series of 182 equipotential rings. In addition the IFC, OFC, and the

end caps determine the gas volume. The material and construction design were

*Design strength is 0.5 T
5380 time buckets filled in 2000 run
5Note that the drift field points in the opposite direction for each TPC half.
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Figure 2.4: Left: P10 transverse diffusion as a function of electric field at TPC
working conditions for B = 0,2,3,5 kG. Right: P10 drift velocity as a function of
electric field. (Figure from [11])

chosen, apart from cost effectiveness, to minimize multiple Coulomb scattering,
photon conversions, and hadronic secondary particle production. For example, the
Inner Field Cage has a radiation length of 0.5%, while the Outer Field cage has
a radiation length of 1.3%; thicker material was used in its construction to supply

structural support for the TPC and the Central Trigger Barrel.

Filling the TPC chamber is P10 gas (10% methane, 90% argon). The criteria
for the choice of gas (primarily the organic contribution), included minimization
of diffusion and multiple scattering, and operation near atmospheric pressure 7.
For example, low diffusion during drift is desired as the size of the electron cloud
is roughly proportional to the position resolution. For 0.5 T magnetic field the
transverse and longitudinal diffusion coefficients are 230 ym/+/cm and 320 pum/\/cm,
respectively (Left panel of Figure 2.4). However, the principal reason for the choice of

P10 was the high drift velocity at low electric field. A high drift velocity is preferred

since it reduces the buildup of positive ion space charge from distorting the electron

72 mbar above atmosperic pressure
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Figure 2.5: Multi-Proportional Wire Chamber for the outer sector.

drift, especially during high luminosity operation; and a low electric field eases the
field cage design. The Right panel of Figure 2.4 shows a plot of drift velocity as a
function of electric field strength. to lessen variations due to changes in pressure and
temperature, the electric field strength was chosen so that drift velocity was slightly
below the peak of the function (saturation region). The working drift velocity was

~ 5.44 cm/pus 8, periodically calibrated during data taking to a precision of 0.001
cm/ us.

The (signal) readout planes at the two end caps are based on Multi Wire
Proportional Chambers (MWPC), which consist of a plane of segmented cathode
pads lying behind 3 wire planes: the outer gating grid, the middle shield grid, and

the inner anode wire plane (Figure 2.5). As an electron cluster approaches the

SMaximum drift time of ~ 36 cm/ps.
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readout plane, electric fields around 20 g m diameter anode wires in the MWPC
begin an avalanche process where the energized electrons ionize the gas thereby
releasing more electrons in a feedback loop. The multiplicative factor in the increase
of electrons (gas gain) is controlled by the anode wire voltage ?. The chosen voltage
results in a 20:1 signal to electronic noise ratio for minimum ionizing particles (e.g.
high p, hadrons). The ratio is high enough to achieve sufficient position resolution,
while the corresponding gas gain of ~ 10 is low enough not to degrade the dE/dx
resolution '°. The motion of the positive ions left by the avalanche induce a mirror

charge on the pads which is then processed by the electronics system.

The outer gating grid controls the entry and exit of electrons and ions in
the MWPC. When an event is ’triggered’ for data taking, the gating grid is 'open’
(wires held at the same potential) to allow the entry of the drift electrons. Otherwise,
the gating grid is ’closed’ (wires alternate potential) which both captures positive
ions in the MWPC, preventing the distortion of the drift field, and stops ionization
amplification when data is not being recorded to reduce the aging of the MPWC.
Lastly, the shield grid primarily serves to end the electric field and capture ions in

the MPWC. Its secondary role is to shield the pads from em interference.

Each end cap is divided into 12 readout plane modules, or sectors, with a
3mm spacing between sectors (Figure 2.7). A sector is divided into an inner subsec-
tor and outer subsector, with the padplanes are arranged in rows across a subsector.
The inner subsector consists of 13 pad[plane|rows, while the outer subsector has

32 padrows, for a total of 45 possible measured spatial points on a track (Figure

%i.e., within a voltage range, the net increase of electrons is proportional to the initial number

of electrons. Hence the name MWPC.
0Gas gains are ~ 3770 for the inner subsectors and ~ 1230 for the outer subsectors. See below
for sector definition.
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2.6). The outer subsector has negligible spacing between padrows to improve dE/dx
resolution via a greater number of ionization samplings. Both the distance between
the anode wires and the pad plane, and the width of a pad along the wire direction
were chosen so that the majority of the charge is induced on 3 pads in order to opti-
mize the determination of the hit position in the reconstruction phase, primarily for
nearly straight (i.e. high p; ) hadrons. The pad geometry for the outer subsector
is 6.20 mm along the anode wire x 19.5 mm perpendicular to the wire. To improve
two-track resolution the inner subsector, where track density is greater, consists of

smaller pads (2.85 mm x 11.5 mm).

2.3 Electronics

Pad signals are amplified, shaped, sampled in time, and digitized by Front
End Electronics (FEE) cards plugged into the padplane, each processing signals
from ~ 5 pads [31]. The FEE cards are based on two custom chips, the SAS (STAR
preAmplifier/Shaper) and the SCA/ADC (Switched Capacitor Array/ADC). The
total electronic noise is limited to ~ 1000 electrons to maintain a 20:1 signal to
noise ratio with a reasonable gas gain (see above). The step functions generated by
the preamplifier are shaped to a near gaussian within a ~ 230 ns FWHM window
to match a 2m drift signal width, where the chosen shaping time helps smooth
fluctuations in the cluster position measurements. In addition, the shaper removes
the signal’s long tail (~ 60us) resulting from the slow dispersal of the positive ions
in the MWPC. The 512 capacitor array samples and stores the signal in time. The
sampling frequency is chosen so that the bulk of a long drift signal is spread across

3 time buckets to optimize hit resolution!.

After the signals for each pad-time
bucket (pizel) are digitized into 10 bit words (ADC counts), the data are relayed

to the readout board, which provides trigger and control monitoring, and then

"Each time bucket is ~ 70 ns.
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subsequently sent over a 1.2 Gbit/s fiber optic link to the data acquisition system
(DAQ).

2.4 Trigger

The trigger system has the task of selecting events of interest among the
possibly thousands (Au+4Au) or hundreds of thousands (p+p) of interactions per
second. First, a trigger system is necessary due to finite bandwidth of data transfer
to storage. For example the interaction rate for Au+Au collisions at design lumi-
nosity is ~ 1 kHz '2, while DAQ transfers data to storage at ~ 50 Hz (transfer rate
of ~ 50 MB/s translated for a high multiplicity Au+Au event data). Second, a
trigger system is desirable in order to select events or processes with a small cross

section, such as high p jets or collisions at small impact parameter.

The STAR trigger system is based on 4 possible sequential decision making
levels [27]. The Level 0, 1, and 2 triggers processes information from ’fast’ detectors
(e.g. ZDC, EMC) and the Level 3 (L3) trigger analyzes data from ’slow’ detectors
(e.g. TPC). Each level can accept or veto an event, where the decision time limit
is based on the characteristic time of a process along the chain from interaction to
TPC signal digitization. For example, the Level 0 trigger accepts/vetos an event
within each bunch crossing (~ 107 ns), Level 1 within the TPC maximum drift time
(~ 36us), and Level 2 within the TPC signal digitization time (~ 8ms). Along with
longer decision times, each succeding level bases the selection decision on more finely
grained information, culminating in the Level 3 trigger which reconstructs events in

real time (within ~ 10ms).

For year 2000, the two principal fast trigger detectors were a pair of Zero

Degree Calorimeters (ZDC East/West) and a Central Trigger Barrel (CTB); they

27 = LoAut+au Wwhere L = 0.2mb~'s™! and a hadronic cross section of o = 7200mb was assumed
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Figure 2.8: ZDC sum vs CTB sum for minimum bias triggered events. Lower ZDC
sum /higher CTB sum correlates with smaller impact parameter. (Figure taken from

[27])

provided information for the LO trigger '3. The hadronic ZDCs are symmetrically
situated along the beam line ~ 18 m from the TPC midpoint, where the accelerator
dipole magnets bend charged fragments away from the ZDC’s angular acceptance
of ~ 2 mrad. Hence the ZDCs measure spectator neutrons '* which were found
to be correlated with the event geometry for impact parameters less than ~ 6
fm. Surrounding the TPC is the CTB which detects charged particles within an
acceptance of —1 < 1 < 1 and 27 in azimuth. Figure 2.8 shows a plot of ZDC
sum vs CTB sum. For higher multiplicity events (higher CTB sum/smaller impact
parameter), ZDC and CTB sums are anticorrelated. For low multiplicity events
(CTB sum < 1500), the relationship becomes ambiguous as nucleons break up into

multiple complex fragments resulting in large fluctuations in the number of unbound

3In addition, the TPC’s Mult-Wire Proportional Chambers aided in triggering by measuring
charged multiplicity for particles passing through the chambers (1 < |n| < 2)
Mpeutrons not ’participating’ in the collision
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neutrons.

Two main triggers were used for the analysis.

e minimum bias (minbias)

The trigger selected any event with a hadronic interaction (with minimum
bias). It required an arrival time coincidence of ZDC East and West signals
above a threshold, generally 40% of a single neutron peak. Coincidence was
demanded to limit Coloumb dissociated and beam+-gas events. The trigger

was about 94 + 2% efficient (see Analysis chapter).

e central

The trigger logic required ZDC coincidence and CTB ADC sum > 15000.
The CTB inequality corresponded to the top ~ 15% of the dNeyent/dCTB

distribution.
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Chapter 3

Reconstruction

The reconstruction software transforms raw data into meaningful physics
observables, such as charged particle trajectories (tracks) and the spatial position
of the interaction point. For the TPC, tracks are reconstructed via hits. A hit
is the 3 dimensional position where a charged particle nominally crosses a padrow
plane. Since the TPC has 45 padrow planes per sector, a track may be composed
of a maximum of 45 hits !. Lower momentum particles are identified through their
ionization energy loss per length (dE/dx) and short lived hadrons (A ,KY etc)
through their decay topologies. The final event reconstruction integrates data from
each detector (e.g. SVT, TPC, FTPC), but only TPC specific information will be
discussed below since it was the sole operational tracking detector in 2000. Figure

2.3 shows the STAR global coordinate system 2.

3.1 Hits

The induced charge signals from the ionized electrons along a particle’s path
are digitized in pad-time bucket space, each unit referred as a pizel [70]. Calculating
hit positions begins with finding clusters, regions of contiguous pixels above an ADC
threshold (Figure 3.1) on a padrow. Then the pixel corresponding to a local ADC

maximum (peak) within each cluster is identified. Clusters containing more than

"However the majority of tracks has less than the 45 hits due to, among other reasons, finite
track curvature and reconstruction inefficiency. In addition, padrow 13 was removed in the track
fitting stage. See the Corrections section.

2Look closely at the left endcap.
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Figure 3.1: Clusters in pad-time bucket-ADC space. Larger 'boxes’ in the figure
correspond to pixels with higher ADC values. Clusters with multiple peaks have
been deconvoluted. (Figure taken from [70])

one peak, which may occur when two or more tracks are spatially close and their
ionization deposits overlap, are separated (deconvoluted) into multiple hit positions.
A helpful analogy is that the pad-time-ADC space is like a mountainous terrain,
with the ADC counts representing the altitude. The hit position then corresponds

to a local mountain peak position.

Given a cluster and a peak, the hit position is first calculated in local pad
coordinates. The position along the padrow is determined by a three point Gaussian
parametrization:

, (3.1)

where w is the pad width, hpe.x is the ADC sum in time for the pad containing
the peak, x( is the position of that pad, and hg, hy are the ADC sums of the two
adjacent pads. In the direction perpendicular to the padrow, the hit position is

simply the midpoint of the pad. The position in the drift direction is calculated by
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Figure 3.2: Left: Hit finding efficiency per padrow. Right: # Deconvoluted hits/#
Reconstructed hits per padrow. Both figures are for central (b < 3 fm) HIJING
events. Only hits on p > 100 MeV /c tracks were considered.

an ADC weighted mean:
o Zz tipi ¢ T
- ZZ P@ offset

where P; is the ADC sum in time bucket ¢ and ¢,gset is the time delay of the first time

t (3.2)

bucket relative to the event trigger 3. The hits’ local coordinates are transformed
into global coordinates according to the TPC geometry and detector calibration
information (e.g. drift velocity and time offset to convert time buckets to global
z). Position errors were assigned to hits based on a parametrized function of the
measured hit residual distributions (the distance between a hit position and the

track model. See below).

To assess the performance of the hit finding software, HIJING Monte Carlo
generated events were passed through a TPC response simulator®. The Left panel
of Figure 3.2 shows the hit finding efficiency per padrow for central (b < 3 fm)

events. Due to higher track density closer to the interaction point, the fraction of

3The time offset includes the trigger delay, time for the electron to drift from the gating grid,
and the signal shaping by the front end electronics [32].
1See Appendix B for a brief description of the simulation chain.
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Figure 3.3: Left: Hit position resolution (dz) in the padrow direction. Right: Sigma
of a gaussian fit to dz as a function of global |z|. Only tracks with |n| < 0.3 were
included.

deconvoluted hits is greater for the inner padrows as illustrated in the Right panel of
Figure 3.2. The Left and Right panels of Figure 3.3 show the hit position resolution
in the padrow direction (dz) and the sigma of gaussian fit of dz as a function of |z,
respectively. Integrated over drift distance, the RMS of dx and éz are ~ 120 pm
and ~ 160 um, respectively.

3.2 Tracks
3.2.1 Track Finding

Since ~ 10 hits are found in central collisions, identifying particular charged
particle trajectories amid the slew of hits is a nontrivial task. The basis of the
STAR algorithm to recognize track patterns was developed by the ALEPH TPC,

its approach being to find and reconstruct a track in piecemeal fashion.

Track finding begins in the outermost padrow where track density is lowest
and proceeds inwards [83]. The initial step is the formation of simple three-hit
links, called roots (Left panel Figure 3.4). A hit in the outermost padrow and is

successively linked with hits in the next two inner padrows (allowing for possible
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Figure 3.4: Left: Root (triangle markers) for a p; =1 GeV/c track. Right: Three
track segments for a p; =100 MeV /c track.

padrow gaps), by applying spatial cuts in the zy (bend) plane and in z.

Each root is then linearly extended into a track segment by calculating the
root’s straight line intercept with the next inner padrow, once again taking into
account padrow and sector gaps. If a hit is found within a specified distance from
the intercept position, it is added to the segment and removed from the available
hit pool. The linear extrapolation continues to the next inner padrow until the
procedure fails or the innermost padrow is reached . Once the track segment is
formed, the hits are fit with a helical track model (see below). For each track
segment originating from a common outer root hit, the best candidate is stored and
its points removed from the hit pool. The algorithm is repeated by searching for
the next root row by row. After all track segments are identified, segments may be
extended radially inwards and/or outwards. In addition shorter track segments may
be merged into one helix (Right panel Figure 3.4). This occurs primarily for low
p. tracks with small radii of curvature; virtually all high p | tracks are composed of

one segment.
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Figure 3.5: Left: Circle fit in the zy plane. Right: Line fit in sz plane, where s is a
track’s path length.

3.2.2 Track Fitting

To first order in a homogeneous magnetic field, the trajectory of a charged
particle is well described by a simple helix. As an initial step, the helix is fit in two
components. The component in the xy plane, transverse to the magnetic field, is fit
with a circle, while the component in the sz plane, where s is the track length, is
fit with a straight line (Figure 3.5). Only tracks with at least 5 points are accepted

to ensure that the 5 helix parameters are uniquely defined.

In the xy plane, a circle may be fit by the Least Squared Method with the

functional

2
L(a,b,R) :ZP?ZZ <\/(xi—a)2\—;£i_b)2_R> (3'3)

where a,b are coordinates of the circle center, R the circle radius, x;,y; the hit

i

coordinates, and w; the weights associated with each hit. However, the non-linearity

of p; leads to unwieldy CPU times. To increase speed while maintaining reasonable
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accuracy and stability, the functional minimized is [10]

1 (2?2 +y? — 2ax; — 2by; + a® 4+ b* — R?
K(a,b,R) = — [ = L 3.4
@b’ =3 o ( . ) e

i

The initial helix parameters are then passed through a Kalman Filter [45, 69],
which modifies the helix in two stages. The first filter stage incorporates second
order deviations to the helix model due to multiple Coloumb scattering and energy
loss through detector material. For high p tracks, multiple scattering’s effect on the
track model, and consequently the momentum resolution, is marginal (see below).
The second smoothing stage removes outliers and refits the track, the criteria for
hit removal based on the x? of the fit using the full 5 parameter error matrix. After
two iterations, with the second applying stricter outlier cuts, the best estimate of

the helix parameters at the first measured point is recorded.

Figure 3.6 shows padrow hit residuals as a function of crossing angle ® for
p1 > 1.5 GeV/c tracks. Hits on the inner and outer subsectors for short (|zgyigt| < 50

cm) and long (150 < |zgrige| < 200 cm) drift are plotted separately.

For tracks nominally originating from the interaction point (primary tracks),
two classes of fits are applied. The first, global fit, merely uses the TPC measured
points associated with padrow crossings. The second, primary fit, uses the TPC
hits and in addition constrains the track origin at the interaction point. This leads

to an improvement in the momentum resolution by a factor ~ 2 (see below).

3.2.3 Momentum Resolution

For a particle with electric charge ¢ = ze, the momentum in the bend plane

(equivalent to p, in the STAR geometry) in a uniform magnetic field strength B

5The crossing angle is defined as the angle between the track and the plane perpendicular to a
padrow.
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Figure 3.6: Padrow hit residuals as a function of crossing angle for p; > 1.5 GeV/c
tracks.

(T), is related to the radius, R (m), of the track circle by [50]
p1L = |zBk|R (GeV/c), (3.5)

where k 2~ 0.2998 m~!T~1(GeV/c).

The distribution ’(true p; — reconstructed p)/truep,’ is not gaussian but
is rather skewed towards higher p | , with the asymmetry more pronounced for dis-
tributions with larger RMS. On the other hand, the corresponding distribution in
curvature, k = £ o i is a near gaussian (Figure 3.7). For a track with many (> 10)
uniformly spaced measured points, the fractional curvature reso