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1 Introduction

In previous articles [?, ?] the effective supergravity theory obtained in the presence of an

anomalous U(1), which for the remainder of this article we will denote U(1)X , was studied.

In the cases investigated, scalar fields charged under U(1)X as well as other U(1)’s, acquired

nonvanishing vacuum expectation values (vev’s). Associated chiral multiplets were “eaten”

by the U(1) vector multiplets, including the U(1)X multiplet, to form massive vector multi-

plets. Tree-level exchange of these massive vector multiplets were eliminated by redefinitions

that removed linear couplings between the heavy and light fields. It was demonstrated that

these redefinitions can be made at the superfield level, while maintaining manifest modular

invariance1, local supersymmetry and the (modified) linearity conditions,

(D̄2 − 8R)L = −
∑
a

(WW)a, (D2 − 8R̄)L = −
∑
a

(WW)a, (1.1)

for the linear superfield L, whose lowest component is the real scalar associated with the

dilaton. A comparison with redefinitions at the component field level provided assurances

that the superfield approach was reliable [?].

Our motivation for studying these theories stems from the prevalence of a U(1)X factor in

the string scale gauge group of semi-realistic string compactifications; for example, in a recent

study [?] of a certain class of standard-like heterotic Z3 orbifold models, it was found that

168 of the 175 models in the class had an anomalous U(1)X . Thus the additional ingredient

of a U(1)X factor is an important modification of the string-inspired effective supergravity

worked out by Binétruy, Gaillard and Wu (BGW) [?, ?]. Indeed, we expect low energy

phenomenological aspects of these models—general features of the superpartner spectrum

[?]–[?], cosmology of the models [?, ?], implications for accelerator searches [?]—to be mod-

ified by the presence of a U(1)X at the high scale. In [?] complications were addressed that

arise in the semi-realistic models that we seek to understand, since the scalars that get vev’s

due to the U(1)X are typically charged under several U(1) factors and multiple scalars must

generally get vev’s in order for the D-terms of the several U(1)’s to (approximately) vanish.

However in that article only the supersymmetric phase was examined; the nonperturbative

dynamics in a hidden sector—which ultimately leads to supersymmetry breaking by gaugino

condensation—was not addressed. The purpose of this paper is to examine the effective

supergravity theory when these important effects are accounted for; i.e., we intend to study

the effective theory below the scale of gaugino condensation. As has been noted previously,

the supersymmetric vacuum is approximately the stable vacuum in the case where dynam-

1The modular transformations on the fields of the effective theory are defined in (??) below.
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ical supersymmetry breaking via gaugino condensation occurs in an effective supergravity

context [?]. Thus the tools developed already in [?, ?] will prove useful here.

In Section 2 we review those aspects of References [?] and [?] that are needed for the

present discussion. The string scale theory is first defined; it is the same as in the BGW

models [?, ?] except that now a U(1)X is present. As a consequence large vev’s are induced

and some fields get masses of order 10−1 to 10−2 mP , where mP = 1/
√

8πG ≈ 2.44 × 1018

GeV is the reduced Planck mass. (In the remainder of this article we work in units where

mP = 1.) These large fields are integrated out from the one-loop effective action by a

sequence of field redefinitions that are chosen so as to obtain an effective theory below the

U(1)a-breaking scale that is manifestly modular invariant and locally supersymmetric and

preserves the modified linearity condition for the linear multiplet L. We conclude Section 2

by summarizing these redefinitions which were worked out in Refs. [?, ?].

In Section 3 we add effective terms to the Lagrangian that describe the leading contribu-

tions from gaugino condensation in a hidden sector. Here again the description is basically

that of the BGW models, except that we must be careful about the U(1)X when anomaly

matching is considered. This leads to important and interesting constraints. We construct

the effective bosonic Lagrangian and conclude Section 3 with discussions of the potentials

for the T-moduli and the dilaton and the masses of their superpartners.

In Section 4 we discuss scalar masses in the observable sector under different assumptions

for the Kähler potential for matter. Our results confirm those of earlier analyses [?]–[?], that

did not specify the mechanism for supersymmetry breaking, in that the D-term contribution

to these masses is generically dominant, resulting in an unacceptably large scalar/gaugino

mass hierarchy as well as the possibility of large charge and color breaking vev’s. In Sec-

tion 5 we discuss parameterizations of string nonperturbative effects and their influence

on the scales of coupling constant unification and condensation and on the gravitino and

scalar masses. D-moduli masses are addressed in Section 6, and in Section 7 we summarize

our results and discuss future lines of investigation. Detailed calculations are relegated to

appendices.

Throughout this article we use the linear multiplet formulation [?, ?] for the dilaton and

the U(1)K superspace formalism [?, ?, ?] of supergravity, except that, for reasons explained

in [?], we do not use U(1)K superspace for the Abelian gauge groups that are broken at the

string scale by the anomalous U(1)X . (For a review of the U(1)K superspace formalism see

[?]; for a review of the linear multiplet formulation see [?].)
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2 Review

In this section we review elements of Refs. [?] and [?]. We unify our notation and

present enough details to render the present article reasonably self-contained.

2.1 String scale effective theory

We start with the effective theory at the string scale defined as in [?]:

L =
∫

d4θ L̃+ LQ + Lth, (2.1)

where L̃ is the real superfield functional

L̃ = E [−3 + 2Ls(L) + L (bG− δXVX)] = E [−3 + 2LS] , (2.2)

and the Kähler potential is given by

K = k(L) +G+
∑
A

K(A), K(A) = eGA+2
∑

a
qa
AV a|ΦA|2,

G =
∑
I

gI , GA =
∑
I

qA
I g

I ,

gI = − ln(T I + T̄ I), k(L) = lnL+ g(L). (2.3)

In the dual chiral formulation s(L) → Re(s); the vev 〈s(L)〉 = g−2
s determines the coupling

at the string scale. Canonical normalization of the Einstein term requires:

k′(L) = −2Ls′(L). (2.4)

Since the underlying theory is anomaly free, it is known that the apparent anomalies

are canceled by a four-dimensional version [?, ?] of the Green-Schwarz (GS) mechanism [?].

This leads to a Fayet-Illiopoulos (FI) term in the effective supergravity Lagrangian. Ignoring

nonperturbative corrections2 to the dilaton Kähler potential, the D-component of the U(1)X

vector supermultiplet is given by

DX =
∑
A

∂K

∂φA
qX
A φ

A + ξ, ξ =
g2

s Tr TX

192π2
, (2.5)

where K is the Kähler potential, qX
A is the U(1)X charge of the scalar matter field φA, ξ

is the FI term, TX is the charge generator of U(1)X , gs is the unified (string scale) gauge

coupling.

2The modification in the presence of nonperturbative corrections will be noted below.
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Up to perturbative loop effects, the chiral dilaton formulation has g2
s = 1/Re〈s〉, where

s = S| is the lowest component of the chiral dilaton superfield S. However, once higher

order and nonperturbative corrections are taken into account the chiral dilaton formulation

becomes inconvenient. The dual linear multiplet formulation—which relates a (modified)

linear superfield L to {S, S̄} through a duality transformation—provides a more convenient

arrangement of superfield degrees of freedom due to the neutrality of L with respect to

target-space duality transformations (hereafter called modular transformations):

T I → aIT I − ibI

icIT I + dI
,

ΦA → e−
∑

I
qA
I FI

ΦA,

aIdI − bIcI = 1, aI , bI , cI , dI ∈ Z ∀ I = 1, 2, 3,

F I = ln
(
icIT I + dI

)
. (2.6)

The parameters aI , etc., may be taken as independent, or subject to additional constraints,

depending on the details of the string construction. In the limit of vanishing nonperturbative

corrections to the dilaton Kähler potential, g2
s = 2〈`〉, where ` = L|.

In the linear multiplet formulation, including nonperturbative corrections to the dilaton

Kähler potential, the FI term becomes

ξ(`) =
2`Tr TX

192π2
. (2.7)

Consequently, the background dependence of the FI term in (??) arises from 〈`〉 = 〈L|〉.
The FI term induces nonvanishing vev’s for some scalars φA as the scalar potential drives

〈DX〉 → 0, if supersymmetry is unbroken. In general a total number m of U(1)a’s are

broken at the same time. The nonvanishing vev’s in the supersymmetric vacuum phase can

be related to the FI term. Then 〈L|〉 serves as an order parameter for the vacuum and all

nontrivial vev’s can be written as some function of 〈L|〉. However the vacuum value 〈L|〉 is

not determined at the U(1)a-breaking scale. The conditions

〈Da〉 = 0 (2.8)

require only that m− 1 linear combinations of the modular invariant functions 〈KA|〉 vanish

and that one linear combination is equal to (2.7), that is, proportional to `, which, like the

T-moduli, remains a dynamical field of the effective supergravity theory below the U(1)a-

breaking scale. To account for this fact, following [?, ?] we promote (??) to a superfield

relation. Thus we impose the superfield identity(
∂K

∂Va

+ 2L
∂S

∂Va

)
∆A=0

=

(
∂K

∂Va

)
∆A=0

− LδXδXa = 0, (2.9)
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where ∆A are superfields, to be defined below, that vanish in the supersymmetric vacuum.

This assures vanishing of the D-terms at the U(1)a symmetry breaking scale while main-

taining manifest local supersymmetry below that scale. The latter point was demonstrated

in detail, at both the superfield and the component field levels, for the toy model studied

in [?].

LQ is the quantum correction [?, ?, ?] that contains the field theory anomalies canceled

by the GS terms:

LQ = −
∫
d4θ

E

8R

∑
a

Wα
a PχBaWa

α + h.c., (2.10)

Ba(L, VX , g
I) =

∑
I

(b− bIa)g
I − δXVX + fa(L), (2.11)

where Pχ is the chiral projection operator [?]: PχWα = Wα, that reduces in the flat space

limit to (162)−1D̄2D2, and the L-dependent piece fa(L) is the “2-loop” contribution [?].

The string-loop contribution is [?]

Lth = −
∫

d4θ
E

8R

∑
a,I

bIa(WW)a ln η2(T I) + h.c. (2.12)

For each ΦA, the U(1)X charge is denoted qX
A while qA

I are the modular weights. The

conventions chosen here imply U(1)X gauge invariance under the transformation

VX → V ′
X = VX +

1

2

(
Θ + Θ̄

)
, ΦA → Φ′A = e−qX

A ΘΦA. (2.13)

The GS coefficients b and δX must be chosen to cancel the quantum field anomalies un-

der modular and U(1)X transformations that would be present in the absence of the GS

counterterms [?, ?]. It is not hard to check that the correct choices are given by:

δX = − 1

2π2

∑
A

CA
a 6=Xq

X
A = − 1

48π2
Tr TX , (2.14)

8π2b = 8π2bIa + Ca −
∑
A

(1− 2qA
I )CA

a ∀ I = 1, 2, 3 and ∀ a. (2.15)

2.2 Field redefinitions

In this section we review the field redefinitions of [?, ?], phrased in the notation used in the

present article. We state here the general case, which was treated in Section 3.2 of [?].

We introduce a vector superfield Va (a = 1, . . . ,m) for each of the U(1)a gauge groups

that are broken by the presence of the FI term −δXLVX in (??). One of these is assumed

to be anomalous; we denote it by U(1)X and the corresponding vector superfield by VX . In
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addition, there are a number of chiral superfields ΦA that carry nontrivial charge under the

U(1)’s. Define the modular invariant vev’s3

〈eGA|ΦA|2〉 = |CA|2, (2.16)

where CA is a complex constant. For CA 6= 0 (A = 1, . . . , n) we may define chiral superfields

ΘA through the identification

ΦA = CAe
ΘA

. (2.17)

Then the (composite) superfield whose vev appears in (??) can be written

|ΦA|2eGA

= |CA|2 exp
(
GA + ΘA + Θ̄A

)
. (2.18)

This motivates the definition of the modular invariant real superfield

ΣA = ΘA + Θ̄A +GA, (2.19)

that satisfies 〈ΣA〉 = 0. By contrast, we generically have 〈GA〉 6= 0 and 〈ΘA〉 6= 0. The basis

(gI , V a,ΣA) is equivalent to the basis (gI , V a, |ΦA|), but the fields ΣA that have replaced

|ΦA| are modular invariant superfields with vanishing vev’s; the usefulness of this feature is

apparent when we expand about a given vacuum.

The corresponding contribution to the Kähler potential (??) now takes the form

K(A) = |CA|2 exp

(
ΣA + 2

∑
a

qa
AV

a

)
. (2.20)

Note that 〈K(A)〉 = |CA|2 if we take V a in Wess-Zumino gauge. However for the condition

(??) to hold in the effective theory that is operative between the U(1)a-breaking scale and

the condensation scale where the vev of the dilaton ` is determined, (??) is not fixed at a

constant value but rather as a functional of L. This is most easily achieved by absorbing a

dependence on L in the vector fields Va, as will be done below.

From (??) it is evident that each V a will generically “eat” some combination of the ΣA

when we go to unitary gauge, since linear couplings between V a and ΣA are implied. It is

possible to identify a set of vector superfields that do not couple linearly to the massless

matter superfields. To this end we make the following field redefinitions:

Va = U ′
a − Σa, Σa =

∑
A

TaAΣA, Σ′A = ΣA − 2
∑
a

qa
AΣa, (2.21)

3By the vev of a superfield we mean that the component fields in the expansion should be evaluated at
their vev’s.
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where TaA is a projection from the n-dimensional space of chiral superfields with nonvan-

ishing vev’s onto the m-dimensional U(1)m space of linearly independent generators of the

spontaneously broken U(1)a’s. It is defined by:

TaA =
1

2
BA

∑
b

M−1
ab q

b
A, Mab =

∑
A

qa
Aq

b
ABA. (2.22)

Eq. (??) then becomes:

K(A) = |CA|2 exp

[
2
∑
a

qa
A(U ′

a − Σa) + ΣA

]
= |CA|2 exp

[
2
∑
a

qa
AU

′
a + Σ′A

]
. (2.23)

The linear dependence of m of the uneaten matter fields is apparent in the Σ′A basis, for it

is easy to check that ∑
A

qa
ABAΣ′A = 0 ∀ a. (2.24)

Thus, only n−m of the Σ′A are linearly independent.4

While (??) is not a gauge transformation, it can be related to one. To arrive at this

result, for the fields Σ′A that appear in (??) we make the identification

Σ′A ≡ G′A + Θ′A + Θ̄′A, (2.25)

where Θ′A is a chiral superfield and G′A is a function of the gI . From the transformation

(??) we read off:

Θ′A = ΘA − 2
∑
a

qa
AΘa, G′A = GA − 2

∑
a

qa
AGa. (2.26)

Θa =
∑
A

TaAΘA, Ga =
∑
A

TaAG
A. (2.27)

This leads us to rewrite the vector superfield shift that appears in (??) in the following way:

Va = (U ′
a −Ga)− (Θa + Θ̄a) ≡ V ′

a − (Θa + Θ̄a). (2.28)

The shift Va → V ′
a is a gauge transformation, provided we simultaneously shift all the gauge-

charged fields correspondingly:

Φ′A = ΦA exp

(
−2

∑
a

qa
AΘa

)
∀ A. (2.29)

4For this reason the V ′,Σ′ basis was referred to as “quasi-unitary” gauge in [?]; the conventional unitary
gauge will be recovered below when certain conditions are imposed on the constant, real parameters BA.
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Indeed with the identification

Φ′A = CAe
Θ′A

, A = 1, . . . , n, (2.30)

the shift in (??) is precisely the change of variables (??), for the fields that get vev’s.

From (??) we have U ′
a = V ′

a +Ga. Thus U ′
a “eats” the combination of Kähler moduli Ga;

it is this shift V ′
a → U ′

a that is not a gauge transformation. With this redefinition we obtain

corrections to the effective action that do not cancel between the GS term and the one-loop

quantum correction; we include these explicitly in our total effective Lagrangian. (As noted

in [?]), once the nonperturbative dynamics of the hidden sector stabilizes the T I , modular

invariance is broken and we are free to instead take U ′
a = V ′

a + 〈Ga〉, which is just a gauge

transformation if 〈Ga〉 is a homogeneous background field.)

To account for the required L-dependence of K(A), we shift to a new (unprimed) vector

superfield basis

U ′
a = Ua + ha(L) +

∑
B

baB(L)Σ′B, (2.31)

where 〈Ua〉 = 0 by definition. We determine the functions ha(L) from the requirement that

the D-term vev’s vanish:

∑
A

〈
qb
Ae

G′A|Φ′A|2 exp

(∑
a

2qa
A

[
Ua + ha(L) +

∑
B

baBΣ′B
])〉

(L,T )

=
δX
2
LδbX , (2.32)

where the subscript (L, T ) indicates that the dilaton and moduli superfields L, T I are left as

quantum variables; that is, the superfield “vev’s” 〈|ΦA|2〉(L,T ) = |CA|2e−GA
and 〈Va〉(L,T ) =

ha(L) are defined as functionals of the superfields (L, T ). Since by assumption 〈Ua〉(L,T ) =

〈Σ′A〉(L,T ) = 0, (??) gives a set of equations for the functionals ha:

∑
A

qb
A|CA|2 exp

(
2
∑
a

qa
Aha(L)

)
≡
∑
A

qb
Ax

A =
δX
2
LδbX . (2.33)

Evaluated at the vacuum values U = Σ = 0, the shifts (??) in the U ′
a modify the functions

that appear in (??) and (??):

k(L) → k̃(L) = k(L) + δk(L),

2Ls(L) → 2Ls̃(L) = 2Ls(L) + 2Lδs(L), (2.34)

with [?], using (??),

δk(L) =
∑
A

xA,
∂

∂L
δk(L) = 2

∑
A,b

qb
Ah

′
bx

A = h′XδXL, (2.35)
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and5

2Lδs = −δXLhX , 2L
∂

∂L
δs = −δXLh′X = − ∂

∂L
δk, (2.36)

so the Einstein condition (??) is satisfied for U = Σ = 0. The Kähler potential for matter is

K(Φ) =
∑
A

eG′A+2
∑

a
qa
A[Ua+h(L)a+

∑
B

baBΣ′B]|Φ′A|2

= δk(L) + LδXUX +
∑
A

Σ′A
(
xA + bXAδXL

)

+2
∑
A,a

Σ′AUa

qa
Ax

A + 2
∑
B,b

bbAx
Bqb

Bq
a
B

+O(U2,Σ′2, |Φ′A>n|2). (2.37)

The linear coupling of Σ′A to the vector multiplets Ua is given by:

K 3 2
∑
a

Ua

∑
A

Σ′A

qa
Ax

A + 2
∑
B,b

bbAx
Bqb

Bq
a
B

 . (2.38)

We can exploit (??) to eliminate U,Σ′ mixing. We choose the constants baA in (??) such

that6

fa(L)qa
ABA = qa

Ax
A + 2

∑
B,b

bbAx
Bqb

Bq
a
B. (2.39)

Then the term in brackets in (??) vanishes identically for each a = 1, . . . ,m. Since the U(1)a

are assumed to be broken, the vectors qa = (qa
1 , · · · , qa

n) are linearly independent, and the

matrix

Nab =
∑
B

xBqa
Bq

b
B (2.40)

has an inverse. This allows us to uniquely determine the required constraints:

baA(L) =
1

2

∑
b

qb
AN

−1
ab

[
fb(L)BA − xA(L)

]
. (2.41)

From (??) we have the sum rule

∑
A

baAΣ′A = −1

2

∑
b,A

N−1
ab x

Aqb
AΣ′A. (2.42)

It is convenient to identify the part of baA that actually contributes to the right-hand side of

(??):

b̂aA = −1

2

∑
b

N−1
ab x

Aqb
A,

∑
A

qc
Ab̂aA = −1

2
δc
a. (2.43)

5A factor δX/2 is missing from the right hand side of both equations in (3.9) of [?].
6The functional fa(L) introduced here is not to be confused with the one in (??).
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Then the kinetic terms (??) can finally be written as

K(A) = |CA|2 exp

(
Σ′A +

∑
a

2qa
A

[
Ua + ha(L) +

∑
B

b̂aB(L)Σ′B
])

. (2.44)

The set of gauge transformations and field redefinitions leading to (??) defines a gauge that

is closely related to the “true” unitary gauge, as can be seen [?] by writing (??) in the form

K(A) = xA(L) exp

(
Σ̂A +

∑
a

2qa
AUa

)
,

Σ̂A = Σ′A + 2
∑
aB

qa
Ab̂aBΣ′B = ΣA −

∑
abB

qa
Ax

Bqb
BN

−1
ab ΣB, (2.45)

0 =
∑
A

qa
Ax

A(L)Σ̂A(L). (2.46)

Here the m massive vectors Ua and the n−m linearly independent uneaten supermultiplets

Σ̂A appear as the physical states. This reduces to the conventional unitary gauge when L is

replaced by the vev `0 of the dilaton ` = L|, which is determined only at the condensation

scale.

However, there are two simple examples where the constraint (??) leads directly to “true”

unitary gauge. First suppose that

qa
A = qa

A0
, ∀ A = 1, . . . , n; (2.47)

that is, all fields acquiring vev’s have the same charges. Then the condition (??) reads

qa 6=X
A0

= 0,
∑
A

|CA|2 =
δX

2qX
A0

L exp
(
−2qX

A0
hX(L)

)
= C, xA = L|CA|2

δX
2qX

A0
C
, (2.48)

where C is a constant, so that Σ̂ is independent of L: Σ̂(L) = Σ̂(`0).

Next suppose that m = n; i.e., the number of fields acquiring vev’s corresponds to the

number of spontaneously broken U(1) generators. Then there are no uneaten fields among

the ΣA. The charge matrix qa
A is invertible, and we can uniquely define solutions to the

equations ∑
a

qa
AQ

B
a = (qQ)B

A = δB
A ,

∑
A

qa
AQ

A
b = (Qq)a

b = δa
b . (2.49)

In this case we can invert (??) to obtain

xA(L) =
1

2
δXLQ

A
X , b̂aA = −1

2
QA

a , Σ̂A = 0. (2.50)

In general m ≤ n; if m < n it is not possible to invert the conditions (??), and b̂aA depends

on L if the U(1)a charges are not degenerate.
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Note that the constant parameters BA do not appear in (??). As noted in [?], these pa-

rameters are unphysical and must simply be chosen such that the constraint (??) is satisfied.

The constants CA are also not physical since they can be shifted by gauge transformations

with constant parameters [?] that leave the physically relevant variables xA unchanged; in

particular one could choose BA = |CA|2. On the other hand, with the choice7 [?]

baA(`0) = 0, fa(`0) = f, BA = xA(`0)/f, (2.51)

the gauge defined by (??) with L → `0 is the same as the one defined by (??) up to the

shift h(`0) = U ′ − U(`0). For the special case of degenerate U(1)a charges, this is satisfied

by BA = |CA|2, fa(L) = LδX/2aA0C, while for the case of minimal vev’s this requires

BA = cQA
X , fa(L) = LδX/2c, c = constant, suggesting |CA|2 = cQA

X as a convenient choice.

The above field redefinitions also modify the kinetic terms for all U(1)a-charged chiral

fields ΦB. We have

Va = Ua + ha(L) + Σ̂a, Σ̂a =
∑
A

b̂aAΣA = Θ̂a + ̂̄Θa + Ĝa,

Θ̂a =
∑
A

b̂aAΘA, Ĝa =
∑
A

b̂aAG
A. (2.52)

The kinetic term for ΦB takes the form8

K(B) = eGB+2
∑

a
qa
B(ha(L)+Σ̂a)|ΦB|2 +O(Ua). (2.53)

First consider the case where b̂aA is independent of L. Then the term proportional to Θ̂a+ ̂̄Θa

in the shift (??) in the vector field is just a gauge transformation and the corresponding term

in the exponent in (??) is absorbed in the redefinition of ΦB under the gauge transformation:

Φ′B = ΦB exp

(
2
∑
a

qa
BΘ̂a

)
. (2.54)

Since the exponent in (??) is not modular invariant, the modular weights of Φ′ are modified

with respect to those of Φ, as reflected by the T -dependence of the exponent in (??):

K(B) = eG′B+2
∑

a
qa
Bha(L)|Φ′B|2 +O(Ua), G′B =

∑
I

q′BI g
I ,

q′BI = qB
I + 2

∑
aA

qa
B b̂aAq

A
I = qB

I + δqB
I . (2.55)

7The first equality in (3.32) of [?] should read 〈baA〉 = 0.
8The presence of terms linear in Ua in the exponent in (??) induces terms of O(|ΦBΦC |2) in the effective

low energy Kähler potential defined by integrating out the massive vector fields.

11



In the more general case where b̂aA depends on L and unitary gauge is defined a postiori

after the vev 〈L|〉 = `0 is fixed we have

b̂aA(L) = b̂aA(`0) +O(∆L), ∆L = L− `0. (2.56)

Then the gauge transformation (??) and the redefinition (??) of modular weights are de-

fined by the replacement b̂aA → b̂aA(`0). The additional terms of order ∆L generate higher

dimension couplings of the Φ′B to the dilaton and to the eaten superfields Σ̂a, whose com-

ponents in unitary gauge are identified with the longitudinally polarized components of the

massive vector supermultiplet Ua. When the Ua are integrated out they generate operators

of dimension eight (e.g., |Φ|6 ˆ̀2) and higher in the low energy theory, and we may neglect

them. As noted above, the m “Goldstone modes” Σ̂a disappear from the Lagrangian due to

overall gauge invariance. The n−m uneaten physical states9 Σ̂A ;< Σ̂ >= 0, introduced in

(??) may be expressed [?] in terms of chiral and anti-chiral fields DA, D̄Ā:

Σ̂A = Θ̂A + ̂̄ΘA
+ ĜA = DA + D̄Ā +O

([
T̂ I + ˆ̄T

I
]2
/〈tI + t̄I〉2

)
,

DA = Θ̂A +
〈
ĜA

〉
+

〈
∂ĜA

∂tI

〉
T̂ I ,

〈
DA

〉
= 0,

0 =
∑
A

qa
Ax

A(`0)Σ̂
A =

∑
A

qa
Ax

A(`0)Θ̂
A =

∑
A

qa
Ax

A(`0)Ĝ
A. (2.57)

where T I = 〈tI〉+ T̂ I .

2.3 Weyl transformation

Of chief concern in [?, ?] was the maintenance of the canonical normalization for the Einstein

term—concurrent to field redefinitions. Here we recall the general prescription given in those

papers for determining the necessary Einstein condition from L rewritten in a new field basis.

The relevant part of the Lagrangian is (??). We define M to stand collectively for the fields

that are to be regarded as independent of L in a given basis. We then define the functional

S by the identification

L̃ ≡ E[−3 + 2LS(L,M)]. (2.58)

9There is a term in K that is linear in Σ̂ whose only effect is to slightly modify the Kähler metric for
the T -moduli: see (2.44)-(2.47) and (3.33) of [?]. DA is a singlet of the surviving gauge group, and terms in
the Kähler potential that are linear in an uncharged chiral superfield do not contribute to the Lagrangian.
Shifting this term from K to S via the Weyl transformation has no effect because linear terms in the effective
Kähler potential K − 2LS are Weyl invariant.
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The Einstein condition holds provided(
∂K

∂L

)
M

+ 2L

(
∂S

∂L

)
M

= 0. (2.59)

Here the subscripts on parentheses instruct us to hold constant under differentiation the

fields denoted collectively by M .

As explained in [?], since the redefinition (??) involves L, some care is required if we are

to retain a canonical Einstein term. In (??) we saw that the condition (??) is automatically

satisfied to zeroth order in the fields ∆ = U,Σ with vanishing vev’s after the field redefinitions

of the previous subsection, provided (??) is satisfied. To ensure (??) holds at nontrivial orders

in ∆ requires a Weyl transformation that redefines the linear multiplet L → L̂(L,∆) such

that the linearity condition (??) holds for L̂ in the new Weyl basis; this transformation

eliminates the lowest dimension terms linear in ∆, so that tree exchange of these fields

may be neglected when they are integrated out. These results apply to the supersymmetric

phase. When we introduce supersymmetry breaking through gaugino condensation, we do

not expect (??) to remain strictly true. The required Weyl transformation to assure (??) in

the case of small nonvanishing D-terms is worked out in Appendix ??.

3 Gaugino condensation

After we make the gauge transformations and field redefinitions of the previous section,

as summarized in (??), as well as the requisite Weyl transformation, the density L̃, Eq. (??),

is modified to read10

L̃ = E
[
−3 + 2Ls̃(L) + L

(
bG− δXĜX − δXUX

)]
= Ê

[
−3 + 2L̂s̃(L̂) + L̃GS

]
+O(U2),

L̃GS = L̂
(
bG− δXĜX

)
, s̃(L) = s(L)− δX

2
hX(L), (3.1)

where here U refers collectively to all the heavy modes with vanishing vev’s that we have

integrated out, and ĜX is defined in (??). The quantum Lagrangian (??) is also modified.

For the term quadratic in the field strength of the unbroken gauge group factor Gu, it is of

10In this section we study the vacuum in the parameter space of the dilaton, T -moduli and static con-
densates, and set to zero all fields with vanishing vev’s. Therefore the term linear in Σ̂A noted in the
previous footnote is irrelevant here. However when we shift the vev’s 〈ΦA〉 by small amounts ∆A to allow
Da ∼ |u|2 6= 0, there are terms linear in ∆A; these are treated exactly in Section ?? and Appendix ??.
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the form (??) with

Bu =
∑
I

(b− bIu)g
I − δXĜX − δXhX(L̂) + fu(L̂) +O(U). (3.2)

The shift hX(L) restores the gauge field kinetic energy term to its original form; i.e. just

multiplied by the original function s(L). The anomalous modular transformation of the

δXĜX term in Bu is canceled by the corresponding shift in L̃GS:

bG− δXĜX =
∑
I

gI (b+ δbI) ≡
∑
I

gIbI . (3.3)

The shift in the moduli dependence of Bu corresponds to the shifted modular weights given

in (??) of the U(1)a-charged fields in the loops that contribute to the β-function for Gu.

That is, referring to (??) and (??), the shift in Bu is given by

4π2δBu =
∑
B

CB
u

∑
I

δqI
Bg

I = 2
∑
B,a

CB
u q

a
B

∑
A,I

b̂aAq
A
I g

I = 2
∑

B,a,A

CB
u q

a
B b̂aAG

A

= 2
∑
B,a

CB
u q

a
BĜa = −4π2δXĜX = 4π2

∑
I

δbIg
I , (3.4)

where CB
u is the quadratic Casimir for the representation B of Gu, and we used the fact that

∑
B

CB
u q

a 6=X
B = 0, (3.5)

since by assumption only U(1)X is anomalous. The terms in (??) that are quadratic in the

field strengths of the broken U(1)a’s generate terms in the low energy theory that are of

very high dimension in derivative of fields and in auxiliary fields, as discussed in [?], and we

neglect them. We next construct the effective Lagrangian for condensation at the scale where

one gauge group Gc becomes strongly coupled, extending the approach of [?]. A number of

new features arise, which we describe below.

3.1 Construction of the effective theory at the condensation scale

Here we follow the construction of [?]. As shown there the physics of condensation is domi-

nated by the group Gc with the largest β-function coefficient bc unless there are two groups

with nearly equal β-functions. Therefore, for simplicity, we consider here the case with just

one condensing simple group Gc in the hidden sector. Here we set to zero fields with vanish-

ing vev’s, in which case the new Weyl basis discussed in the previous section is equivalent

to the original one. The term in (??) that is quadratic in the strongly coupled gauge field
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strength Wα
c is replaced by an effective VYT [?] action, generalized [?, ?] to the case of

local supersymmetry, that is manifestly invariant under the nonanomalous symmetries of

the underlying quantum field theory:

LV Y T =
1

8

∫
d4θ

E

R
Uc

[
b′c ln(e−K/2Uc) +

∑
α

bαc ln Πα

]
+ h.c., (3.6)

where Uc and Πα are nonpropagating11 gauge and matter condensate chiral superfields, with

Kähler chiral weights 2 and 0, respectively:

Uc ' Wα
c Wc

α, Πα '
∏
B

(
ΦB

c

)nB
α
. (3.7)

The chiral superfields ΦB
c that condense are charged under the strongly coupled gauge group

Gc. The effective theory is modular invariant; the modular anomaly matching condition

between the effective Lagrangian (??) and the underlying quantum Lagrangian (??) reads [?]

b′c +
∑
α,B

bαc n
B
α q

B
I =

1

8π2

[
Cc −

∑
B

CB
c

(
1− 2qB

I

)]
∀ I. (3.8)

The strongly coupled Yang-Mills sector also possesses a residual global U(1)a invariance

that is broken only by superpotential couplings, such as (??) below, that involve those chiral

superfields that get vev’s at the U(1)a-breaking scale. They enter the Gc gauge coupling RGE

only through chiral field wave function renormalization, which is a two-loop effect that is

encoded in the expression (??) for the gaugino condensate through the appearance12 of the

superpotential coefficients Wα. We therefore impose the U(1)a anomaly matching conditions

∑
α,B

bαc n
B
α q

a
B = δaX

∑
B

CB
c

4π2
qX
B , (3.9)

where again the sum over B includes only the chiral superfields ΦB
c that are charged under

Gc. Finally, assigning canonical dimensions (3
2
, 1) to Wα

c ,Φ
B
c , the standard trace anomaly

requires [?]

3b′c +
∑
α,B

bαc n
B
α = 3b′c +

∑
α

bαc dα =
1

8π2

(
3Cc −

∑
B

CB
c

)
+O(Λc/mP ), (3.10)

11The dynamical condensate case was studied in ref. [?] with just an E8 gauge condensate. After correctly
integrating out the heavy bound state degrees of freedom, that have masses larger than the condensation
scale Λc, one recovers the theory with a static E8 condensate [?]. We expect this result to be generic [?].

12See (2.29)–(2.33) of [?] and (14)–(16) of [?] and the related discussions.
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where dα is the dimension of Πα, and Λc is the condensation scale. The matter condensates

are invariant under all the unbroken, nonanomalous symmetries, and therefore the same

monomials can appear in the superpotential13

W (Π) =
∑
α

WαΠα, (3.11)

where Wα is a function of the Gc-neutral unconfined chiral multiplets. Solving for the con-

densates gives [?]

|u|2 = ŪcUc

∣∣∣ = e−2b′
c/bceKe−2s(`)/bc−b

∑
I

gI/bc
∏
I

|η(tI)|4(b−bc)/bc
∏
α

|bαc /4Wα|−2bα
c /bc ,

πα = Πα| = −e
−K/2bαc
4Wα

u, bc ≡ b′c +
∑
α

bαc . (3.12)

The expression for |u|2 ' Λ6
c is consistent [?, ?] with instanton calculations in supersymmetric

Yang-Mills theories provided bc is the coefficient of the β-function:

bc = − 2

3g3
c (µ)

µ
∂gc(µ)

∂µ
=

1

8π2

(
Cc −

1

3

∑
B

CB
c

)

= b′c +
∑
α

bαc =
1

8π2

(
Cc −

1

3

∑
B

CB
c

)
+
∑
α

bαc

(
1− dα

3

)
+O(µ/mP ), (3.13)

which is satisfied if only matter condensates of dimension three have bαc 6= 0. This is consistent

with the fact that operators of dimension 3+δα are suppressed in the superpotential (??) by

a factor14 Wα ∼ m−δα
P : the second equation in (??) shows that condensation can occur only

if bαc → 0 when Wα → 0. Operators Πα
2 of dimension two may be generated by the vev’s of

fields ΦA that break the U(1)a’s through superpotential couplings of the form

WM = cR(T I)

〈∏
A

ΦA

〉
ΦR

c ΦR̄
c = MRΦR

c ΦR̄
c 'MRΠR

2 . (3.14)

where R, R̄ denote a representation of Gc and its conjugate. In this case, for finite bRc , u, (??)

requires

πR
2 = −e−K/2bRc u/MR → 0, MR � Λc = |uū|

1
6 , (3.15)

13The anomaly matching conditions are satisfied if one generalizes the Πα in (??) to a linear combination
of monomials: Πα =

∑
i ci

αΠα
i with the same dimension, U(1)X charge and modular weights, for fixed α,

and superpotential W (Π) =
∑

α,i W i
αΠα

i . The only change is that the second equation in (??) is replaced
by πα = −bα

c ci
α/4W i

αu, ∀ α, i, requiring ci
α/W i

α independent of i for fixed α if condensation is to occur.
14If U(1)a-breaking generates masses M such that Λ2

c � M2 < m2
P the lowest of these would be expected

to replace mP everywhere.

16



in conformity with conventional wisdom.

The most straightforward solution to (??) is15

b′c =
1

8π2

(
Cc −

∑
B

CB
c

)
,

∑
α∈Πd

bαc =
∑

B∈Πd

CB
c

4dπ2
. (3.16)

It is interesting to note that in this case, if bRc 6= 0, the contribution of ΦR,R̄ to b′c exactly

cancels the contribution of bRc in the expression (??) for bc, in conformity with the decoupling

theorem: heavy states withMR > Λc do not contribute to the running of the gauge couplings.

However they also do not contribute to the anomaly coefficients (??), (??) and (??) in the

effective theory below Λc. Therefore we should set bRc = 0. The contribution of ΦR
c ,Φ

R̄
c to

the anomaly at the string scale is still present in the form of a field-dependent ultra-violet

cut-off [?] MsR in the standard loop integral, but the infra-red cut-off should be the mass

MR, giving a net contribution to the effective action

LR = − CR
c

16π2

∫
d4θ

E

R
Uc ln(MsR/MR) + h.c.,

MR = MsRWRR̄ = cR(T )
∏
A

CAe
Θ̂AMsR, (3.17)

where MR is modular covariant (but not in general U(1)a covariant when CA is held fixed)

and MsR contains the contribution to the anomalies; up to a constant factor of order one in

Planck units

M2
sR = eK−GR−GR̄−2

∑
a
(qa

R+qa
R̄

)Va → eK̂−ĜR−ĜR̄−2
∑

a
(qa

R+qa
R̄

)ha(L), (3.18)

where the second expression is obtained after integrating out the massive vectors with the

field redefinitions of Section ??. The Θ̂A are the “D-moduli” that remain massless at the

string scale in the case when there are more scalar vev’s than broken U(1)a’s.

In the next section we construct the effective potential under the assumption that there

are no mass terms of the form (??) in the strongly coupled sector and take bα 6= 0 only if dα =

3. Note that the exponents nB
α need not be integers, because the effective superpotential (??)

contains terms that, like the superpotential (??) for Uc, are generated by nonperturbative

effects. For example we will sometimes use as a concrete example a model with a strongly

15This expression for b′c also produces the correct anomaly under the phase transformation θ → eiαθ on
the fermionic superspace coordinates. Simultaneous solutions to (??) and (??) may require constraints on
the Gc-charged matter; they are trivially solved if each Πα is composed of ΦB ’s with the same Casimir CB .
This is the case for d = 2 and also for the d = 3 condensates in the FIQS SO(10) model considered below,
as well as the toy E6 and SU(3) models considered in [?].
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coupled SO(10) and matter in three fundamental spinorial representations ξB; the lowest

dimension SO(10)-invariant matter-composite operators Oα have four factors of ξB. No

masses are generated for these fields by U(1)a-breaking, and we require Πα ∼ O
3
4
α .

In Appendix ?? we give the corrections to this construction when terms like (??) are

present. The sum rules (??) and (??) given below are modified by the removal of the

ΦR
c ,Φ

R̄
c contributions. This is compensated for by new contributions from (??) in such a

way that, aside from the usual renormalization group factor Λ2
c ∼ e−2/3bcg2

s that depends

on the β-function factor for the massless spectrum of the strongly coupled sector below the

U(1)a-breaking scale, the effective potential is determined by parameters defined in terms

of the modular weights and gauge charges of the full spectrum of the effective theory at the

string scale.

The superpotential (??) is made modular invariant by incorporating an appropriate T I

dependence in Wα as in [?]. It is not U(1)a invariant; we follow the standard approach for an

effective theory with a broken symmetry: since the symmetry breaking arises only from vev’s

of Gc singlets, we first construct a U(1)a-invariant superpotential by including appropriate

powers of these fields, and then replace them by their (T-moduli and dilaton dependent)

vev’s. Then when we solve for the condensate vev’s to get (??), the effects of U(1)a-breaking

appear in |u|2 at two-loop level through the superpotential couplings, as they should. The

vev’s
〈
ΦA
〉

= V A
0 (L, T I) obtained in Section ?? assured vanishing D-terms at the U(1)a-

breaking scale. Once supersymmetry is broken at the condensation scale, one also expects

D-terms to be generated. Therefore we replace those vev’s by V A = V A
0 (L, T I) + δV A, with

δV A, like Uc,Π
α taken to be nonpropagating superfields to be determined by solving the

overall equations of motion.

3.2 Solving for the vacuum at the supersymmetry-breaking scale

Once supersymmetry is broken we cannot demand a priori that 〈Da〉 = 0. We may also

generate F-terms associated with the U(1)a-charged chiral fields that get vev’s. To include

these, we slightly modify the field redefinitions (??) and (??) as follows:

Φ′A = CAe
Θ′A+∆A

, U ′
a = Ua + ha(L) +

∑
B

baBΣ′B + ∆a, (3.19)

where ∆a and ∆A are vector and chiral superfields, respectively with only constant scalar

components:

δa = ∆a| , Fa = −1

4
D2∆a

∣∣∣ , Da =
1

8
Dα

(
D̄2 − 8R

)
Dα∆a

∣∣∣ ,
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δA = ∆A
∣∣∣ , FA = −1

4
D2∆A

∣∣∣ , (3.20)

and we take

〈Ua〉 =
〈
Σ′A

〉
= 0 (3.21)

as before. It is clear that we can make U(1)a gauge transformations with constant chiral

superfields Λa to eliminate the scalar and F components from ∆a:

δa = Fa = 0, (3.22)

which just redefines δA, FA. The field redefinitions in Section ?? were chosen to eliminate

terms linear in the heavy modes U , neglecting terms in LQ that are proportional to the

squared YM field strengths. When Gc-charged fields condense, the term quadratic in Wα
c

becomes a contribution to the potential proportional to |u|2 with couplings to the U ’s,

including, in particular, a coupling linear in the U(1)X gauge potential UX . Thus if S0(Ũ),

with Ũ = U + ∆, represents the effective action at the U(1)a-breaking scale, we require

δS0/δU |U=∆=0 = 0. At the condensate scale the effective action becomes Sc(Ũ) = S0(Ũ) +

∆S(Ũ), where ∆S is the condensate contribution. The condition that there be no terms

linear in the heavy fields U now reads δSc/δU |U=0,Ũ=∆ = 0; it is automatically satisfied if we

minimize the effective theory with respect to ∆ keeping U = 0. However the shifts needed

to go to unitary gauge are slightly modified. While we impose the constraints (??) on the

zeroth order vacuum values, here denoted by kA:

kA = |CA|2e2
∑

a
qa
Aha ,

∑
A

qa
Ak

A =
δaXδX

2
L, (3.23)

we use the true vacuum values xA:

xA = kAe∆
A+∆̄A+2

∑
a

qa
A∆a = kA [1 +O(∆)] , (3.24)

in the conditions (??) for going to unitary gauge. We have

∑
A

qa
Ax

A =
δaXδXL

2
+
∑
A

qa
Ak

A
(
∆A + ∆̄A

)
+ 2

∑
b

Nab∆b +O(∆2), (3.25)

using the notation introduced in (??). Now we have a theory defined by

K = k +
∑
A

xA +G,

L̃ = Ê
[
2Ls− δXL

(
ĜX + hX + ∆X

)
+ bLG− 3

]
≡ E

[
2LS(L,∆) + L

∑
I

bIg
I − 3

]
,

K ′ = k′ + 2
∑
A,a

h′aq
a
Ax

A = −2LS ′ + δX∆X/2 + 2
∑
a,A

qa
Ah

′
ak

A
(
∆A + ∆̄A

)
+O(∆2), (3.26)
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where we used [?] the relations,16 with Nab defined in (??),

2
∑
a

h′aNab = δbX
δX
2
, 2h′a = N−1

aX

δX
2
,

δX
2

∑
a

N−1
aXx

Aqa
A = 2xA

∑
a

qa
Ah

′
a, (3.27)

that follow from the L-derivative of (??), and prime denotes differentiation with respect to L.

Thus we have to perform a further Weyl transformation to eliminate noncanonical Einstein

terms of order ∆. When we eliminate the auxiliary fields in the standard way we will obtain

expressions for Da(ˆ̀, x
A) ∼ ∆, and the full scalar potential found below takes the form

V =
s

2

∑
a

D2
a(

ˆ̀, xA) +
|u(ˆ̀, tI , xA)|2

16

[
w(xA) + v(ˆ̀) +O(δ)

]
. (3.28)

Since, as we shall see below, ∂u/∂δA ∼ u, ∂Da/∂δ
A, ∂w/∂δA ∼ 1, the minimization equations

for δA imply Da ∼ ∆ ∼ |u|2 � 1 in reduced Planck mass units, and we need only keep terms

up to order ∆2 in the Weyl transformation. The details of this transformation are given in

Appendix ??, following the procedure described in Appendix B of [?]. Working in the new

Weyl basis, we obtain for the nonderivative part of the bosonic Lagrangian

e−1LB =
∑
I

1 + bI ˆ̀

(tI + t̄I)2
F̄ IF I − 1

16ˆ̀

[
∂ˆ̀K̂ūu− 4eK̂/2∂ˆ̀K̂ ˆ̀

(
Wū+ uW̄

)]
+
∑
AB

K̃AB̄F̄
B̄FA

+
1

9

(
ˆ̀∂ˆ̀K̂ − 3

) [
M̄M − 3

4

{
M̄
(
b′cu− 4WeK̂/2

)
+ h.c.

}]
− b′c

8
∂ˆ̀K̂ūu

+

{
u

4

[∑
α

bαc
Fα

πα
+
∑
I

[
b′c − bI
2RetI

− 2bIcζ(t
I)

]
F I − b′c

∑
A

K̂AF
A

]
+ h.c.

}

+
1

8
Lc

(
Fc − uM̄ + h.c.

)
+

1

2
ŜA

(
ūF̄ Ā + uFA

)
+
∑
a

(
s

2
D2

a + K̃aD
a
)

+eK̂/2

[∑
I

F I
(
WI + K̂IW

)
+
∑
α

FαWα +
∑
A

FA
(
WA + K̂AW

)
+ h.c.

]
,

Lc = 2Ŝ + b′c ln(e2−K̂ ūu) +
∑
α

bαc ln(παπ̄α) +
∑
I

[
bIg

I − 2bIc ln |η(tI)|2
]
, (3.29)

where hatted variables refer to the new Weyl basis in which the Einstein term is canonically

normalized, ζ(t) = ∂ ln η(t)/∂t and

K̂(ˆ̀, t, δA) = K̂|, Ŝ(ˆ̀, δA) = Ŝ|, ∂ˆ̀K̂ = ∂K̂/∂ ˆ̀, ŜA = ∂Ŝ/∂δA, K̃ = K̂ + 2LŜ,

K̃a =
1

2

∂K̃

∂∆a

∣∣∣∣∣ , K̃A =
∂K̃

∂δA
, K̃AB̄ =

∂K̃

∂δAδ̄B̄
, WA =

∂W

∂δA
, etc. (3.30)

16A factor xAqb
A is missing from the next to last expression in Eq.(3.29) of [?].
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The equations of motion for the auxiliary fields give

Fα : παeK̂/2Wα +
u

4
bαc = 0 = eK̂/2W +

u

4
(bc − b′c),

F c : ūu = e−2b′
c/bceK̂−2Ŝ/bc

∏
α

|bαc /4Wα|−2bα
c /bc

∏
I

(2RetI)bI/bc [|η(tI)|4]bI
c/bc ,

M : M =
3

4
ubc = 3mG̃,

F I : F I = − 2RetI

1 + bI ˆ̀
ū

4

[
bc − bI + 2RetI

(∑
α

bαc
∂

∂t̄I
ln W̄α − 2ζ̄(t̄I)bIc

)]
,

FA : FA = − ū
4

∑
B

K̃AB̄

[
2ŜB̄ −

∑
α

bαc
∂

∂δ̄B̄
ln W̄α − K̂B̄bc

]
,

Da : Da = −1

s
K̃a, (3.31)

where mG̃ is the gravitino mass. Invariance under modular and U(1)a transformations

requires that the part of Wα that is nonvanishing in the vacuum takes the form17

Wα = cα
∏
I

[η(tI)]2(qα
I +pα

I −1)
∏
A

(φA)qA
α ,

∑
A

qa
Aq

A
α = −qa

α, pα
I =

∑
A

qA
I q

A
α . (3.32)

Note that once the U(1)’s are broken, the Lagrangian is still gauge invariant (before one

picks a gauge), but the symmetry is nonlinearly realized. In unitary-gauge the anomaly

matching conditions read:

∑
α

bαc q
α
I =

∑
B

bαc n
B
α q

B
I =

∑
B

CB
c

4π2
qB
I = bI − b′c − bIc ,

∑
α

bαc = bc − b′c,

∑
α

bαc q
a
α =

∑
B

bαc n
B
α q

a
B =

∑
B

CB
c

4π2
qa
B = −1

2
δXδaX , bI = b+ δbI . (3.33)

Writing

|φA| =
√
xAe−GA/2−

∑
a

qa
Aha , (3.34)

we have ∏
A

|φA|−2
∑

α
bα
c qA

α = exp

(
−
∑
A

pA lnxA +
∑
I

pIg
I − δXhX

)
, (3.35)

where we define

pI =
∑
α

bαc p
α
I , pA =

∑
α

bαc q
A
α , (3.36)

17There may be additional factors of modular invariant holomorphic functions f(T I) that we are ignoring
here.
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and we used the second anomaly matching condition in (??) which implies

2
∑
A

qa
ApA = 2

∑
α,A

bαc q
A
α q

a
A = −2

∑
α

bαc q
a
α = δXδaX . (3.37)

Then we obtain

ūu = e−2b′
c/bceκ−2(Ŝ−δs)/bc

∏
α

|bα/4cα|−2bα/bc
∏
I

[
2RetI |η(tI)|4

](bI−bc+pI)/bc

e−
∑

A
pA ln xA/bc ,

F I = − 2RetI

1 + bI ˆ̀
ū

4
(bc − bI − pI)

[
1 + 4RetI ¯ζ(tI)

]
,

FA = − ū
4

∑
B

K̃AB̄
[
2ŜB̄ − pB − K̂B̄bc

]
, κ = K̂ −G. (3.38)

Note that the factor 〈e−2(Ŝ−δs)/bc〉 = 〈e−2s(ˆ̀)/bc〉 + O(δ) = e−2/g2
sbc + O(δ) has the standard

dependence on the β-function at the condensate scale Λ6
c = 〈uū〉. The auxiliary fields FA

are evaluated in Appendix ??; the full potential takes the form

V =
1

2s

∑
a

K̃2
a +

|u|2

16
v(ˆ̀, δ) +

∑
I

1 + bI ˆ̀

(tI + t̄I)2
F̄ IF I ,

v(ˆ̀, δ) =
∂ˆ̀K̂

16ˆ̀
(1 + bc ˆ̀)

2 − 3b2c . (3.39)

In the remainder of this section we consider aspects of this potential as well as the modular

fermion masses.

3.3 The moduli potential

The potential is modular invariant, with a similar t-dependence as in [?], so the moduli are

still stabilized at self-dual points t1 = 1, t2 = eiπ/6, with
〈
F I
〉

= 0. The T-moduli masses

are determined by the coefficients of F I in (??). Setting18

tI =
1√
2

(
τ I + iaI

)
, (3.40)

we obtain

mI
τ,a =

|(bI + pI − bc)u|µI
τ,a(t

I)|
4(1 + bI`)

=
|(bI + pI − bc)|µI

τ,a(t
I)|

bc(1 + bI`)
mG̃,

µI
τ (t

I) = −8RetI
[
ζ(tI) + RetIζ ′(tI)

]
, µI

a(t
I) = −8

(
RetI

)2
ζ ′(tI),

µI
τ (t1) ≈ 2.56, µI

a(t1) ≈ .56, µI
τ (t2) ≈ 3.02, µI

a(t2) ≈ 1.02. (3.41)

18The value of mt quoted in [?] is the average mass for t = 1 in the approximation η(1) ≈ e−π/12.
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where G̃ is the gravitino, and here we neglect O(δ) corrections. In the absence of an anoma-

lous U(1), pI = 0, bI = b. This was the case studied in [?] using b = bE8 ≈ 10bc, yielding

a welcome mass hierarchy, mτ/mG̃ ≈ 30, ma/mG̃ ≈ 6–10, thereby evading cosmological

difficulties that arise if there are many moduli degenerate with the gravitino. However a

large ratio b/bc is not generic to models with gauge symmetry breaking by Wilson lines.

For example in the FIQS model, [?] considered below, b = bc, which would give massless

T-moduli without the additional contributions in (??). Using (??), the contribution,

δbI = −δXĜX = −δX
∑
A

b̂XAq
A
I =

δX
2

∑
A,a

N−1
aXq

a
Ax

AqA
I , (3.42)

reflects the shifts (??) in the modular weights, as in (??). We also have, using (??)

pI =
∑
α,A

bαc q
A
I q

α
A =

∑
A

qA
I p

A =
δX
2

∑
A

qA
I p

A/
∑
B

qB
Xp

B, (3.43)

From the definition (??), one generally expects bI/pI > 0, and we can get a hierarchy between

the moduli masses and the gravitino mass without requiring b � bc if pI ∼ bI � bc. For

example, in minimal models with n = m discussed at the end of Section ??

δbI = pI , bI + pI = b+ δXq
X
I + pI = b+ 2pI . (3.44)

Specifically in the FIQS model introduced in the next subsection, with b = bc, pI ≈ 2b, the

T-moduli masses (??) are given by

mI
τ

mG̃

≈
{

10

12
,

mI
a

mG̃

≈
{

2

4
, for 〈tI〉 =

{ t1
t2
, (3.45)

if bI`� 1.

3.4 The dilaton potential

From the results of Appendix ??, the potential for ` at the condensation scale is, evaluated

at the moduli self-dual points,

V =
1

2s

∑
a

K̃2
a +

|u|2

16
v(`) +O(δ|u|2) v(`) = w +

k′

`
(1 + bc`)

2 − 3b2c , δ ∼ |u|2,

w =
∑
A

w(kA), w(kA) = b2ck
A + 2pAbc +

p2
A

kA
=

(pA + bck
A)2

kA
. (3.46)

For this potential the positivity condition on v found in [?] is sufficient, but not necessary,

since the other terms in V are positive-semi-definite. In fact we have to let v go negative to
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cancel the cosmological constant if F,D 6= 0. Since D � F , we require w + v ≈ 0. Since

w(kA) is minimized at kA = pA/bc,

w ≥ 4bcp, p =
∑
A

pA =
∑
A,α

bαc q
A
α =

1

12π2

∑
A,α

CA
c q

A
α , (3.47)

for the solution (??) of the anomaly constraints, giving the constraint

k′(1 + bc`) ≤ `(3b2c − 4bcp), (3.48)

at the vacuum. The right hand side of (??) need not be positive. A negative vacuum value

for k′ would be unviable if k were actually the dilaton Kähler potential, because the dilaton

metric would be proportional to k′, requiring 〈k′〉 > 0. However since the actual Kähler

potential is k̃, we have the weaker condition

k̃′ > 0, k′ > −δk′ = −
∑
A

k′A = −δX`h′X . (3.49)

Together (??) and (??) require

δX`h
′
X +

(
3b2c − 4bcp

)
/ (1 + bc`) > 0. (3.50)

If we neglect nonperturbative contributions, k′ = `−1, and (??) requires `bc > 1, which

is strong coupling since ` = g2
s/2 in this case, so we still need to include nonperturbative

effects if we wish to stabilize the dilaton at weak coupling. However, unlike the models

studied in [?, ?, ?], these contributions are not needed to stabilize the potential at very

large `, because the D-term grows with ` unless some kA ∼ ` also get large; but in this

case some F -terms become large, so V ∼ ` in the large coupling limit. This allows more

freedom in the parameterization of the nonperturbative effects. The vacuum value
〈
k̃′
〉

is an important parameter for phenomenology. A small value increases the ratio m`/mG̃,

where m` is the universal dilaton mass, and suppresses the universal axion coupling; both

are welcome features for a viable modular cosmology. However small
〈
k̃′
〉

also suppresses

gaugino masses, which at tree level are the same as those found in [?] with the substitution

k′ → k̃′: mg̃/mG̃ ∝
〈
k̃′
〉
. This can become problematic since the squark and slepton masses

are generally of order mG̃ or larger.

If the only flat direction at the string scale corresponds to a minimal set n = m of n chiral

multiplet vev’s that break m U(1)a’s, the conditions (??) and (??) have a unique solution:

kA = `pA =
`δX
2
QA

X , δk′ = p =
∑
A

pA,

w = `−1p(1 + bc`)
2 = `−1δk′(1 + bc`)

2. (3.51)
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Then the vacuum condition (??) determines the vacuum value of the dilaton metric as

`−1k̃′ =
3b2c

(1 + bc`)2
, (3.52)

which is precisely the value found in [?], resulting in suppressed gaugino masses and axion

coupling, and an enhanced dilaton mass. The latter two features are welcome, but there

would be more phenomenologically viable parameter space available if the gauginos masses

were, say, just a factor two larger. (Increasing the vev of k̃′/` affects the dilaton and axion

parameters only in proportion to its square root). However this would require adding a neg-

ative contribution to the potential. It is much easier to find additional positive contributions.

This is simply a consequence of the positivity of the vacuum energy in global supersymme-

try: negative contributions are necessarily connected to higher dimension operators of local

supersymmetry. For example an extra superpotential W φ = f(T )
∏

A ΦA gives a negative

contribution: V 3 −3eK |W φ|2, but since we need
〈
W φ

〉
≤ 10−15, at least one Φ must have

a very small vev, so there will be at least one larger F-term: V 3 FAFA � eK |W φ|2. As we

note in the concluding section, loop corrections from nonrenormalizable couplings with large

coefficients are not expected to significantly change this analysis.

If the vacuum is degenerate at the string scale (n > m), we may write

kA = `pA + yA,
∑
A

qa
Ay

A = 0, (3.53)

where the last equality assures that if (??) is satisfied, so is (??). Then at the condensation

scale, the (approximate) vacuum values will be those that minimize w(kA) with respect to

the yA subject to the condition in (??). If yA = 0 ∀ A, the dilaton potential is identical to

the minimal case, (??).

The conditions (??) are most easily implemented by separating out a minimal subset of

the ΦA with nonvanishing pA:

kA, A = 1, . . . n, → (kA, kM), A = 1, . . . ,m, M = 1, . . . , n−m. (3.54)

Then defining QA
a as in (??), the constraint in (??) reads

yA = −
∑
M

ζA
My

M , ζA
M =

∑
a

QA
a q

M
a , (3.55)

and we may take the yM as independent variables. We have (neglecting order δ terms)

∂V

∂yM
=

∂w

∂kM
−
∑
A

ζA
M

∂w

∂kA
= −(pM/k

M)2 + b2c +
∑
A

ζA
M

[
(pA/k

A)2 − b2c
]
. (3.56)
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If pM = 0, we require kM = ym ≥ 0, and

∂V

∂yM

∣∣∣∣∣
y=0

= b2c +
∑
A

ζA
M

(
`−2 − b2c

)
. (3.57)

If `b2c < 1 and
∑

A ζ
A
M ≥ 0, the minimum indeed corresponds to y = 0. However if

∑
A ζ

A
M < 0,

the minimum corresponds to a smaller w with y 6= 0. For example if yM = y′A, q′A = −qA,

ζA
M = −δA

M , the minimum occurs for y′A = yA = pA

(
`+ 1/

√
2bc
)
. The matrix Nab is

scaled by a factor (kA + yA)/2`pA = 3 +
√

2/(bc`) with respect to the minimal case. In the

approximation bc`� 1, this gives

w ≈
√

2bcp(2 +
√

2), δk′ = δX`h
′
X =

1

4
δ2
XN

−1
XX ≈ bcp/

√
2,

k̃′ ≈ δk − `w < 0. (3.58)

If pM 6= 0 we have instead of (??)

∂V

∂yM

∣∣∣∣∣
y=0

=

(∑
A

ζA
M − 1

)(
`−2 − b2c

)
. (3.59)

In this case y = 0 is the minimum if and only if
∑

A ζ
A
M = 1, for example yM = yA

i ,

i = 2, . . . , N , n = Nm, with ~qA
i = ~qA, ζA

M = δA
M . If

∑
A ζ

A
M > 0, the minimum will in general

shift slightly from y = 0. For example with a single U(1)X and two chiral superfields with

p1 = p2, The minimum occurs for y2 = −q1y1/q2 = q1/q2− 1. The dilaton potential for these

cases is not substantially different from the minimal case. On the other hand if
∑

A ζ
A
M > 0,

the situation is similar to the case with pM = 0: the minimum occurs for larger kA, with

lower values for both the potential w and δk′ such that it becomes difficult to maintain

k̃′ > 0, i.e., positivity of the dilaton metric.

To get an idea what values the various parameters might take, consider the FIQS model

described in section 4.2 of [?], with the pA along the (S1, S2, S3, S6, S8, Y1) sector. In this

sector QF
3 = 0, 6Y = 1

3
QF

1 − 1
2
QF

2 +QF
4 = 0, where, with the U(1)a-charge sign conventions

used here, the properly normalized charges are

q′a = − 1

12
√

3
QF

a ×


√

2 for a = 1, X√
3 for a = 2, 6, 7√
6 for a = 3, 4, 5

. (3.60)

Then

−Y =

√
2

3
q′1 − q′2 +

√
2q′4. (3.61)
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We define the independent ~q’s that are nonzero in this sector and orthogonal to ~Y as

(~q1, ~q2, ~q5, ~q6, ~q7, ~qX), with

q1 =
1

2
√

11

(√
3q′1 + 4

√
2q′2 + 3q′4

)
= − 1

12
√

22

(
QF

1 + 4QF
2 + 3QF

4

)
,

q2 =
1

2

(√
3q′1 − q′4

)
= − 1

12
√

2

(
QF

1 −QF
4

)
,

qa = q′a, a = 5, 6, 7, X. (3.62)

Then the matrices defined in (??) are

qT =
1

18
√

2



0 3
√

11 3
√

11 −3
√

11 −3
√

11 0

12 −3 −3 −9 −9 12

0 6 −6 6 −6 0

−6
√

2 0 6
√

2 0 −3
√

2 3
√

2

0 −6
√

2 6
√

2 3
√

2 −3
√

2 0

8
√

3 8
√

3 8
√

3 8
√

3 8
√

3 −4
√

3


,

QT =

√
2

6



3/
√

11 3 0 −4
√

2 2
√

2
√

3

6/
√

11 0 3 2
√

2 −4
√

2
√

3

6/
√

11 0 −3 2
√

2 2
√

2
√

3

−12/
√

11 0 6 2
√

2 2
√

2
√

3

−12/
√

11 0 −6 2
√

2 −4
√

2
√

3

−18/
√

11 6 0 8
√

2 −4
√

2
√

3


. (3.63)

Then we get p = δX
√

3/2 = 6pA. In this model the above states come in degenerate groups19

of 3, that we label by kA
α , α = 1, 2, 3 and set kA

α = `pα
A. If N of the pα

A are nonvanishing we

have p =
√

3
2
δX = 6

∑N
α=1 p

α
A,. We can also calculate the parameters relevant for T-moduli

masses:

pI =
∑
A

qA
I pA =

2

3
p+ (p1

6, p
2
6, p

3
6),

∑
α

pα
6 =

p

6
, (3.64)

with

δX =
3
√

6

4π2
=
√

6bc =
√

6b p = 3b. (3.65)

In this model there are additional F-flat and D-flat directions associated with “invariant

blocks” B of fields such that ∑
A∈B

qa
A +

∑
M∈B

qM
a = 0. (3.66)

19There is an additional three-fold degeneracy for Y1,2,3.
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It is clear that if we choose ΦM that form invariant blocks with the ΦA, at least some ζA
M < 0.

The conditions in (??) are met for the choice

ΦA = (S1, S2, S3, S6, S8, Y1), ΦM = (S4, S7, Y2, Y3, S5, S9). (3.67)

The numerical solution to the minimization equations with just one set of kA, pA nonzero

gives
〈
k̃′
〉
< 0. We expect this problem to be generic. We therefore restrict here20 the

class of viable models to be the minimal models,21 defined by models in which the potential

w(kA) is minimized at kA = `pA. For example in the FIQS model if we set pα
A 6= 0 ∀ α,

condensation can occur only if kA
α 6= 0 ∀ α, and it is likely that the directions kM 6= 0 are

no longer F-flat [?] so that the minimal scenario described above is viable. For these models

the vacuum conditions 〈V 〉 = 〈V ′〉 = 0 reduce to

k̃′′ =
k̃′(1− bc`)

`(1 + bc`)
=

3b2c(1− bc`)

(1 + bc`)3
, (3.68)

and condition for a local minimum 〈V ′〉 > 0 reads

k̃′′′ >
2k̃′(2− 2bc`+ b2c`

2)

`(1 + bc`)2
=

6b2c(2− 2bc`+ b2c`
2)

(1 + bc`)4
≡ µ2

0. (3.69)

The dilaton mass

m` =

√
2

k̃′
µ =

√
2

3

µ

b2c
(1 + bc`)

2mG̃, µ2 = k̃′′′ − µ2
0, (3.70)

can be considerably larger [?] than the gravitino mass if µ ∼ 1.

If the Kähler potential has terms of order higher than quadratic in fields with large

vev’s, the minimal form assumed in (??) may not be valid. As shown in Appendix ??,

if K = k + G + f(xA), the dilaton potential takes the form (??) with, neglecting O(δ)

corrections,

w =
∑
AB

KAB (pA + bcKA) (pB + bcKB) ,

δaX`
δX
2

= `
∑
A

qa
ApA =

∑
A

qa
AKA = `

∑
A

qa
AK

′
A = 2`

∑
ABb

qa
Aq

b
Bh

′
bKAB,

δk′ = 2
∑
Aa

qa
Ah

′
aKA = h′XδX = −2δs′. (3.71)

20If the dilaton metric goes through zero, one should rewrite the theory in terms of the canonically
normalized field, in terms of which the zero of the metric becomes a singularity in the potential. It is not
clear that there might not be some viable region of parameter space in this case.

21We have also assumed a minimal Kähler potential for matter fields, by which we mean that the matter
field Kähler potential is the minimal one consistent with modular invariance, as given in (??); more general
forms will be considered below.
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For a minimal set we can use (??) to obtain from the constraints in (??)

QA
X

δX
2

= pA = 2
∑
Bb

KABq
b
Bh

′
b,

∑
B

KABpB = 2
∑

b

qb
Ah

′
b,∑

AB

KABpApB = δX
∑
Ab

QA
Xq

b
Ah

′
b = δXh

′
X . (3.72)

Then since KA = `pA for minimal models we get w = δk′ and the dilaton potential is

identical to that for the case of a minimal Kähler potential. In the general case the F-term

is ∑
AB

FAKAB̄F̄
B̄ = w − δk′ +O(δ) ≥ 0, (3.73)

so a deviation from the minimal case can only give an additional positive contribution to

the vacuum energy, making it difficult to maintain a positive dilaton metric with vanishing

vacuum energy, as discussed above for the minimal case.

3.4.1 Modular fermion masses

The mass matrix for the fermion superpartners of the dilaton and moduli is given in (??). In

the FIQS model, with bIc = 0 and pI ≈ 2bc and bI ≈ 3bc nearly independent of I, this reduces

to the simpler form given in (??) and (??) in the case that all the moduli are stabilized

at the same self-dual point: t1 = 1 or t2 = eiπ/6. In this approximation there are two

linear combinations χb of the “T-modulini” that do not mix with the dilatino and that have

approximately the same mass:

|mχb
(t1)| ≈

8 + 6z

1 + 3z
mG̃, |mχb

(t2)| ≈
10 + 6z

1 + 3z
mG̃, (3.74)

where z = bc` = .08` in the FIQS model. The third modulino χ0, which is approximately an

equal admixture of the χI , mixes with the dilatino with via the mass matrix given in (??)

with, in this model,

mχ0 = mχb
+m′ ≈ mχb

+
mG̃

1 + 3z
, mχ`χI =

√
6

3 + 7z + z2 − z3

(1 + z)2(1 + 2z)
√

1 + 3z
,

mχ`
≈ −1− 13z + 24z2 + 7z3 + 35z4 + 54z5 + 6z6

3z(1 + z)3(1 + 2z)
mG̃. (3.75)

If z = .11, the mass eigenvalues are

|m1| = 14.2mG̃, |m2| = 8.7mG̃, (3.76)

for 〈tI〉 = t1 or t2; these numbers decrease monotonically with z for z < 1 dropping to 6.1,.6

at z = .6. Since the choice of the self-dual point at which the moduli are stabilized has a
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minor effect on the masses, we expect the same results to hold if they are not all stabilized

at the same point. All the masses in the dilaton/T-moduli sector decrease somewhat as z

increases.

4 Observable sector scalar masses

Here we consider only the minimal models defined above. Chiral fields ΦM with vanishing

vev’s have Kähler potential

K(ΦM , Φ̄M̄) = K(M) = xM(`) = eG′M+2
∑

a
qa
Mha(`)

∣∣∣ΦM
∣∣∣2 , ` = `(ˆ̀, δA, xN). (4.1)

Terms bilinear in these fields appear in the potential only through the functional Ŝ and the

effective Kähler potential K̃ in the canonically normalized Weyl basis; at lowest order in

xM , δA:

K̃(M) = K̂(M) + 2LŜ(M) = K(M) + 2LS(M) = xM(`), SM = 0, 2ŜM = ∂`x
M(`). (4.2)

Since ∂V/∂φ ∝ φ̄ vanishes in the vacuum, the mass matrix is diagonal:

m2
M =

(
∂K̃

∂φM∂φ̄M̄

)−1
∂V

∂φM∂φ̄M̄
=

(
∂xM

∂φM∂φ̄M̄

)−1
∂V

∂φM∂φ̄M̄
=

∂V

∂xM
. (4.3)

The complex scalar masses are evaluated in Appendix ??:

m2
M = m2

G̃

(
1 + ζM

1− z2

z2

)
, (4.4)

where

ζM =
∑
a

qa
MQa =

∑
a,A

qa
MQ

A
a , z = bc`, (4.5)

mG̃ = bc|u|/4 is the gravitino mass, and the matrix QA
a is defined in (??). Unless |ζM | < z2,

the D-term contribution to the scalar masses strongly dominates [?]–[?] over the supergravity

contribution (µM = 1 if ζM = 0) for weak coupling (z � 1), as has been extensively

discussed in the literature. Moreover positivity of Standard Model scalar squared masses

with weak coupling would require ζM > 0∀ M [?]; this is not a generic feature of orbifold

compactifications (see, e.g. the FIQS example below). Therefore models that are viable

in the weak coupling regime a priori require vanishing or very small values of |ζM | for the

standard model particles.
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As a concrete example, in the FIQS model discussed above we have

Qa =
∑
A

QA
a =

(
− 9√

22
,

3√
2
, 0, 4,−2,

√
6

)
. (4.6)

In the same model the left-handed SU(2) doublets Q = QL have

qa
Q =

(
5

2
√

22
,

1

2
√

2
, 0, 0, 0, 0

)
, ζQ = − 3

11
. (4.7)

There are two candidates ui for the left-handed anti-up quarks uc, two candidates di for

the left-handed anti-down quarks dc, five candidates `i for the left-handed leptons `+, four

candidates G̃i for the Higgs doublet Hd, and five candidates Gi from which to choose the

lepton doublets L and the Higgs doublet Hu. Each of these comes in a triplet of states with

identical gauge quantum numbers. To avoid flavor-changing neutral currents we assume

states with the same Standard Models gauge quantum numbers also have the same U(1)a

charges. We obtain the smallest values of |ζM | with the identification(
Q, uc, dc, `+, L,Hu, Hd

)
L

=
(
QL, u2, d2, `i, Gj, Gk, G̃3 or 4

)
, i, j, k 6= 5. (4.8)

With this choice we have for the left-handed anti-quarks:

qa
u =

(
1√
22
,− 1

3
√

2
, 0,

1

6
, 0,− 2

3
√

6

)
, ζu = −10

11
,

qa
d =

(
− 1

2
√

22
,

1

6
√

2
,

1

3
√

2
, 0,−1

3
,− 2

3
√

6

)
, ζd =

5

11
. (4.9)

The fields Gi, `i, i = 1, . . . , 4, and G̃3,4 have different U(1)a charges, but degenerate values

of ζM :

ζ`+ = − 7

11
, ζHd

=
2

11
, ζHu = ζL = −13

11
. (4.10)

In the FIQS model we have bc ≈ .08, so an acceptable mass spectrum would require ` ≈ 12,

much larger than the classical value ` = gs/2 ≈ 1/4. Such a large value of ` suggests strong

coupling in the hidden sector, a conclusion that will be revisited in Section 5. Note that the

“best fit”[?, ?] to the model of [?] requires a smaller value bc ≈ .03, which would require still

larger ` and/or smaller values of |ζM |. However those analyses may be modified in the class

of models considered here.

These conclusions are not significantly modified if we take a nonminimal form for the

Kähler potential. Taking inspiration from the known form of the Kähler potential for the

untwisted sector:

Kuntw(Φ, Φ̄) = −
∑
I

ln

(
1−

∑
A

xA
I

)
, (4.11)
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we assume a Kähler potential of the form

K = k +G+
∑
α

Kα, Kα = −Cα ln

[
1− C−1

α

(∑
A

xA
α +

∑
M

xM
α

)]
. (4.12)

The scalar masses in this case are given in (??). The corrections due to the modification of

the Kähler potential are subleading in the weak coupling limit. The general expression is

rather complicated and we will just consider some illustrative examples for minimal sets of

vev’s. First assume that the fields with large vev’s belong to the same set α, Cα = C. In the

FIQS model, the quarks QL are in the untwisted sector. Then from (??) not more than one

QL can belong to the set α; then none of them can if we require that they all have the same

mass so as to avoid flavor changing neutral currents. If we assume that all of the Standard

Model chiral multiplets have β 6= α, we obtain (λ = 1 in the FIQS model)

µ2
Mβ =

m2
Mβ

m2
G̃

= 1 +

ζβ
M

(
1

z2
− 1 +

3λ(1 + z) [2C − 3λz)2(1− z)]

(1 + 2z)(1 + 3λz)

)(
1− 3λ2z2(1 + z)2

(C + 3λz)2

)
. (4.13)

If instead we have three copies of a minimal set with pα = p/3, we can assign each generation

of standard model particles to one of these sets. Then consistency with (??) for the untwisted

sector particles (e.g., QL in the FIQS model) requires Cα = 1, and we obtain, e.g., for λ = 1,

µ2
Mβ = ζβ

M

(
1

z2
− (1 + z)

(1 + 2z)

)
− z(1 + z)

(1 + 2z)
. (4.14)

These corrections to the scalar masses relative to the “minimal” Kähler potential case (??)

are negligible except for |ζM/z| ∼ 1.

There are many other possible parameterizations, since the Kähler potential involving

twisted sector fields is not known beyond the quadratic terms. It might be that a set

α contains only fields with the same modular weights, as in (??). Alternatively the Kähler

potential could be invariant under Heisenberg transformations on the untwisted sector fields:

K = k +Gun + f(XA), XA = |ΦA
tw|2eGA

un , Gun = G+Kuntw =
∑
I

GI
un,

GA
un =

∑
I

qA
I G

I
un, GI

un = gI + f I , (4.15)

where the ΦA
tw are twisted sector fields, and expGI

un is a radius of compactification in string

units. It has been argued [?, ?] that the effective supergravity theory from the weakly

coupled heterotic string may allow a viable inflationary scenario if the Kähler potential is
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of this form. In this case, the contribution to untwisted sector squared masses m2
(MI) from

the terms evaluated in Appendix ?? is somewhat more complicated, but the corrections are

still subleading with respect to (??). However under the ansatz (??) there is an additional

contribution to the untwisted sector masses from the shift (??) and the expression (??) with

now gI replaced by GI :

δµ2
(MI) =

[
(δbI + pI)

2 /b2c
]
[1 +O(z)] , (4.16)

with, e.g., (δbI + pI)/bc ≈ 6 in the FIQS model; this would give a large positive contribution

to µQ. (In the FIQS model discussed in the previous section, the only untwisted sector fields

other than the Gc-charged fields are the quark doublets Q and u2, G̃1, which are candidates

for uc
L, Hd, respectively; they have larger values of µM than the fields u2, G̃3 or 4 that were

identified with these states in the previous section.) If the GS term is also Heisenberg

invariant, there is a further contribution

δµ′2(MI) =
[
(b− bc)

2 /b2c
]
[1 +O(z)] . (4.17)

If instead the full moduli + matter Kähler potential couples to the GS term: G→ K − k in

(??), all squared masses for the xM are shifted by (??); this expressions vanishes identically

in the FIQS model but it is possible that effects such as these in generic models could

make all the masses positive. Even so, the large scalar/gaugino mass hierarchy remains

problematic although one-loop corrections [?] can significantly increase the gaugino masses

in the presence of scalar couplings in the GS term.

5 Parameterizations of nonperturbative effects

It has been argued [?] on general grounds that the effective supergravity Lagrangian from

compactified string theory receives corrections ∝ e−β/gs , arising from string nonperturbative

effects. This was indeed shown [?] to occur in an explicit compactification of the heterotic

string. Even in the absence of these effects, one expects corrections ∝ e−β/g2
s from both

string and field theory [?] nonperturbative effects.

To parameterize these effects, a simple form was assumed in [?, ?] for the functional22

f(L) = 2Ls(L)− 1 =
∑
n

anx
ne−x, x = β/

√
L, (5.1)

22This is not the most general ansatz since there can be different parameters in the exponents.
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from which the functional g′(L) = k′(L) − L−1 was inferred using the condition (??). Re-

taining just one or two terms in the sum (??), a fit to the vacuum conditions v = v′ = 0,

g2
s ≈ .5, where found with order one values of β, a0,1. However it might be more justified to

start with a simple form for the functional g(L):

g(x) =
∑
n

Anx
ne−x, (5.2)

since this parameterizes the corrections to the actual Kähler potential. The conditions that

the functions g, f → 0 in the weak coupling limit L → 0 are met if one assumes both (??)

and (??). Then the constraint (??) relates the coefficients by

nAn − An−1 + (2 + n)an − an−1 = 0. (5.3)

If we also require that they are finite in the strong coupling limit x → 0, we set An<0 =

an<0 = 0. Then (??) is satisfied by

an = − n

n+ 2
An + 2

n−1∑
p=0

(p+ 1)!

(n+ 1)!
Ap. (5.4)

This requires a0 = 0, which could not be imposed in the model of [?, ?] because in those

papers the nonperturbative terms were needed to make the potential positive. This is not

the case for the models considered here.

On the other hand, in the presence of nonperturbative corrections the true string coupling

constant is gs = 1/
√
s(`) 6=

√
2`, suggesting we should set x = β

√
s(L) in (??) and (??).

Moreover, if it is the various terms Li in the Lagrangian L =
∑

i Li that receive corrections

of the form Li → (1 + hi)Li, with hi(x) a function of the form (??), one can show that this

corresponds to a correction to the Kähler potential of the form

k = − ln(2s)−
∑

i

αi ln(1 + hi). (5.5)

All parameterizations of the nonperturbative corrections are equivalent if these corrections

are small, but in fact the vacuum condition (??) requires either large coupling or a significant

correction to the classical Kähler potential k = ln(`). To see this note that the condition

k′ + 2`s′ = k̃′ + 2`s̃′ = 0 (5.6)

implies

∂k

∂s
=
∂k̃

∂s̃
= −2`,

∂k

∂`
=
∂s

∂`

∂k

∂s
= 4`

(
∂2k

∂s2

)−1

, κ ≡ 1

`

∂k

∂`
= 4

(
∂2k

∂s2

)−1

, (5.7)
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with all relations holding for k, s ↔ k̃, s̃. In the classical limit we just have k = − ln(2s),

κ = `−2, so the vacuum condition κ = 3rb2c/(1 + `bc)
2, r ≈ 1–4, requires ` ∼ b−1

c /
√

3r. The

parameterization of nonperturbative effects in [?, ?] allowed a fit with f ∼ 1, κ ∼ b−2
c �

` ∼ 1. In that parameterization gs =
√

2`/(1 + f), f > 0, so gs � ` requires f � 1,

i.e., nonperturbative effects must dominate the dilaton potential at the vacuum, which is

rather implausible in the context of weak coupling. A different parameterization might allow

1/2s� ` ∼ bc/
√

3r for moderate nonperturbative contributions, and thus some suppression

of the scalar masses found in Section ??.

Suppose that for the observed value s ≈ 2 of the coupling constant, the sum in (??) is

dominated near the vacuum by a single term:

k = − ln(2s)− α ln(1 + h). (5.8)

This gives, for α = 1,

` =
1

2s
+

h′

2(1 + h)
, κ = 4

(
1

s2
− h′′

(1 + h)
+

h′2

(1 + h)2

)−1

, (5.9)

where here prime means differentiation with respect to s. If h = ε − 1 > −1, h′ > 0,

one can get an enhancement of ` and a suppression of κ for small ε. For example if we

take a monomial h = −Ae−
√

s < 0, we have h′ > 2(1 + h) if 3.5 < A < 4.1. This gives

1.5 ≤ ` ≤ 6.8, .51 ≥ κ ≥ .02 for 3.6 ≤ A ≤ 4. Alternatively if we take h = −A
√
se−

√
s < 0,

we have h′ > 2(1 + h) if 2.4 < A < 2.9, and 1.6 ≤ ` ≤ 5.9, .60 ≥ κ ≥ .03 for 2.5 ≤ A ≤ 2.8.

If canonical normalization of the Einstein term is imposed in the the dual formulation

for the dilaton in terms of a chiral superfield S, the condition (??) arises from the solution

to the equations of motion for L in the duality transformation:

2ReS =
∫ dL

2L
k′(L). (5.10)

When the GS term is included, this is modified to read

2ReS + VGS =
∫ dL

2L
k′(L), VGS = bG− δXVX . (5.11)

When we shift VX from its (L-dependent) vev, S = s(L) → s̃(L), and k(L) → k̃(L), up to

terms of order δ and terms quadratic in the heavy fields that we integrate out. This suggests

that the parameterization (??) should apply to k̃, s̃ rather than to k, s. The fact that the

gauge coupling is really s rather than s̃ comes from a compensating term from field theory

quantum corrections that appear to be unrelated to the duality transformation L↔ S + S̄.
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The vacuum condition in the minimal models now reads

κ̃ = κ+ 3`−1λbc = 3rb2c , (5.12)

which requires κ < 0 unless λ < rbc`, which for example in the FIQS model would require

` > 13/r; for the favored value bc ≈ .03 in the analyses of [?, ?], this constraint would be

more stringent. On the other hand the parameterization (??) of k requires positive κ in

order to enhance ` and suppress |κ|. Therefore this parameterization seems to be viable only

if it applies to k̃.

Another important parameter of the effective low energy theory is the scale µs of unifi-

cation of the Standard Model gauge couplings. The boundary condition found in [?], that

gives essentially the standard result [?] µ2
s ≈ g2

s/2e in the MS scheme, is changed due to

modifications of the Kähler potential from both string nonperturbative and U(1)a-breaking

effects. The string nonperturbative correction to µ2
s was found [?] to be less than 1% in the

model of [?]. In the present case we have new corrections as well as a wider range of possible

parameterizations for the string nonperturbative effects.

Making the appropriate modifications to Eq. (5.9) of [?], comparison with the renormal-

ization group invariant [?] gives, following the analysis of [?], the two-loop renormalization

group equations23

g−2
a (µ) = s− 1

16π2
(Ca − Cχ

a )k̃(`)− 2

16π2

∑
M

CM
a ln [1− PM(`)]

+
1

16π2
(3Ca − Cχ

a ) ln(eµ2)− 2Ca

16π2
ln g2

a(µ)− 2

16π2

∑
M

CM
a lnZM(µ) ,

= g−2
s +

Ca

8π2
ln(ek̃g−2

a (µs))−
1

8π2
(3Ca − Cχ

a ) ln
µs

µ
+
Ca

8π2
ln
g2

a(µs)

g2
a(µ)

+
1

8π2

∑
M

CM
a ln

ZM(µs)

ZM(µ)
, Cχ

a =
∑
M

CM
a , (5.13)

where Cχ
a is the chiral matter quadratic Casimir and the ZM are the renormalization factors

for the matter fields ΦM . In writing the last equality we made the identifications

µ2
s = ek̃−1, s = g−2

s , Z−1
M (µs) = 1− PM(`), (5.14)

23Here we neglect moduli-dependent string threshold corrections to the gauge kinetic terms. The universal
terms [?] drop out of the unification constraints. The nonuniversal terms (??) are absent in many quasi-
realistic orbifold models such as the FIQS model, and in any case are small when the moduli are stabilized
at their self-dual points as is the case here. The factor e relates [?] the scale λ of the external momentum
(−p2 = λ2) to the scale µ of the MS scheme: λ2 = eµ2.
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where the functions PM(`) arise from the dilaton-dependent term in the reparameterization

connection derived from the effective Kähler metric K̃ = K+2L̂S; they depend on the U(1)a

charges qa
A and on the couplings of ΦA in the GS terms. If we neglect two-loop running in

the vicinity of coupling unification, this contribution drops out, and we may set g−2
s (µ2

s) = s

in the second term on the RHS of (??). Then defining µab by

ga(µab) = gb(µab), (5.15)

we find in this approximation

µab ≈ e(k̃−1)/2(ek̃s)−εab =
gλab

2εab
√
e
,

λab = (ek̃2s)εab , εab =
1

2
− Ca − Cb

3Ca − Cχ
a − 3Cb + Cχ

b

. (5.16)

The parameters λab measure the deviations from the classical string theory prediction without

string nonperturbative and U(1)a-breaking effects: k̃ → k → ln(2s). Using the MSSM values

for the gauge and matter Casimirs:

(Ca, C
χ
a ) = (0, 6.6), (2, 7), (3, 6), a = 1, 2, 3, (5.17)

gives

ε12 =
1.5

10.1
, ε23 = .25, ε31 =

1.3

6.6
. (5.18)

Thus although some parameterizations of nonperturbative effects considered above have µs

considerably larger than its classical value g/
√

2e, the effect on coupling unification is much

less significant. Taking the most extreme of those cases (assuming, as argued above, that

the parameterization (??) applies to k̃, s̃)

k̃ = − ln(2s̃)− ln
(
1− 4e−

√
s̃
)
, s̃ = s− δX

4
ln ` ≈ s ≈ 2,

2sek̃ ≈
(
1− 4e−

√
s̃
)−1

≈ 36, (5.19)

we obtain

λ12 = 1.66, λ23 = 2.45, λ31 = 2.03. (5.20)

As is well known, the classical prediction λ = 1 is in contradiction with experiment since

the measured unification scale is lower than predicted by about an order of magnitude if

the running is due only to MSSM particles. Orbifold models predict additional particle

content with masses somewhere between the electroweak scale and the string scale, and

many analyses [?, ?] have shown that these masses can be adjusted to reconcile the theory
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with experiment. We expect that similar fits can be made in the present case, even with

slightly higher “unification” scales, as in (??).

The scale of condensation Λc = |uū| 16 and the gravitino mass mG̃ = bcu/4 are also gov-

erned by the factor eκ = ek̃+O(δ) in uū given in (??); in the “extreme” parameterization (??),

ek̃ ≈ 9. However there is a much stronger `-dependence that is unrelated to nonperturbative

effects; this is the factor exp[−(
∑

A pA lnxA)/bc] in (??). In the minimal models studied here

that are subject to the constraints (??), we have xA = `pA, so this contribution grows as `

decreases, suggesting that these scenarios are more viable if ` is considerably larger than its

classical value of g2
s/2. For example, taking the FIQS model with g2

s = .5, tI = 1, cα = 1,

gives a gravitino mass of 3000 TeV if ` = 6, and this grows dramatically as ` decreases.

Therefore a viable model in this class requires a smaller β-function, as was also found in

studies [?, ?] of models without an anomalous U(1), that were unable to accomodate the

SO(10) condensing gauge group of the FIQS model.

6 D-moduli masses

It has been pointed out [?] that there is generally a large degeneracy of the vacuum

associated with U(1)a breaking, resulting in many massless chiral multiplets, that we call

D-moduli, between the U(1)a-breaking and supersymmetry-breaking scales. Moreover, in

the absence of superpotential couplings a number of these remain massless even after super-

symmetry breaking. Here we show that couplings of the D-moduli to the matter condensates

via the superpotential defined by (??) and (??) is sufficient to lift the degeneracy and give

masses to the real parts of the D-moduli scalars as well as the fermions, while the imaginary

parts of the scalars (“D-axions”) remain massless in the absence of other superpotential

couplings. This remaining degeneracy may be at least partially lifted by D-moduli couplings

to other unconfined, Gc-neutral chiral supermultiplets.

Since our purpose in this section is only to establish that D-moduli masses are generated,

we will restrict our analysis to the simple case in which there are N minimal sets of chiral

fields with the same U(1)a charges so that kA = `pA, and we assume the minimal Kähler

potential (??). Among the n = Nm chiral fields with 〈φA〉 6= 0, there are n−m = (N −1)m

chiral superfields

Di = (σi, ai, χi), (6.1)

that are the physical states orthogonal to the m eaten Goldstone bosons. The Di are defined

in (??) in terms of the chiral superfields Θ̂A introduced in (??). The relevant Lagrangian
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for these fields is given in (??) and (??) of the appendix. Their masses

ma = 0, mσ =

√
1 + z2

1− 4z
mχ =

√
1 + z2

z
mG̃ (6.2)

are generated by the F-terms associated with the superpotential (??), (??) and therefore

satisfy the sum rule

m2
a +m2

σ = 2m2
χ [1 +O(z)] , (6.3)

where the O(z) corrections vanish in the limit of vanishing gravitino mass: mG̃ ≈ zmχ → 0

if z → 0.

For example in the FIQS model discussed in Section ??, there are three identical sets

ΦA
α , α = 1, 2, 3, defined as ΦA in (??). If one of these sets, say ΦA

1 , has no couplings to the

condensates, pA
1 = 0, then as shown in Section ?? the minimum of the potential will have

〈φA
1 〉 = 0. Then the 6 corresponding fermions χA

1 will remain massless, and the complex

scalars will acquire masses given by (??) with ζA1 = 1:

m2
A1

=
m2

G̃

z2
, (6.4)

while those ΦA
α with nonvanishing pA

α and nonvanishing vev’s will have masses as in (??). It

was argued that Section ?? that it may be necessary for all the ΦA to have nonvanishing

pA in order to stabilize the vacuum against otherwise dangerous flat directions in the space

of the superfields ΦM in (??). In this case the φM as well the scalar components of other

superfields that form invariant blocks [?] with the ΦA all acquire squared-mass terms of the

form (??) with

ζS4 = ζS7 = ζY2 = ζY3 = −2, ζS5 = ζS9 = ζS10 = ζS11 = 1. (6.5)

There are three copies each of the superfields Si and nine copies of the Yi. Since S4 and Y2

have the same U(1) charges, the D-term potential for (S4, S7, Y2, Y3) at the condensation scale

has an approximate24 SO(24)×SO(18)×SO(6) invariance, resulting in 33 (approximately)

massless (pseudo) Goldstone bosons when linear combinations of these fields acquire vev’s,

if there is no other source for their masses. The positive squared masses are safely large

for weak coupling, z << 1. However if we try to make the observable sector viable in this

model by substantially increasing z, we would have an additional 27 scalars with masses

24The symmetry is reduced to [SO(6)]8 when the differences in modular weights is taken into account, and
could be further reduced by the choice of Kähler potential; these effects involve higher dimensional couplings
and should generate very small masses.
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uncomfortably close to the gravitino mass. In any case there would be 30 massless complex

Weyl fermions. However there is a possible source of much larger masses for at least some

of these superfields. Although terms trilinear in the three fields that form each invariant

block are forbidden [?], supersymmetric masses of order 〈φA〉4/m3
P for S4, S7, Y2, Y3 would

be generated if the superpotential includes quadratic terms in the invariants

(S4S3Y1), (S7S2Y1), (Y2S3Y1), (Y3S6Y1), (6.6)

thus possibly eliminating 3/5 of the troublesome light states in this scenario. Cosmological

issues associated with massless and TeV-scale fermions were discussed in [?].

7 Conclusions and future directions

We have studied a class of models based on the weakly coupled heterotic string with an

anomalous U(1) and supersymmetry breaking by condensation in a strongly coupled hidden

gauge sector. In contrast to the models [?, ?] previously considered without an anomalous

U(1), dilaton stabilization is assured by the presence of D-terms, but string nonperturbative

corrections to the dilaton Kähler potential are still needed to stabilize the dilaton at weak

coupling. Several promising features of the earlier studies persist: enhancement of the dilaton

and T-moduli masses relative to the gravitino mass, masslessness of the universal axion and

a suppression of its coupling constant, dilaton mediated supersymmetry breaking that avoids

potential problems with flavor changing neutral currents.

However some new difficulties arise unless the observable sector is uncharged under the

broken U(1)a’s [or its charges are orthogonal to the inverse charges of the fields with large

vev’s: ζM = 0 in (??)]. As noted in earlier studies [?]–[?], [?], there is considerable tension in

maintaining i) a vanishing cosmological constant, ii) a positive dilaton metric and iii) positive

and acceptably small scalar masses in the observable sector on the one hand, while requiring

iv) weak coupling and v) acceptably large D-moduli/fermion masses on the other hand. Some

of this tension might be attenuated by relaxing the requirement of a vanishing cosmological

constant. However if one invokes an unknown mechanism to cancel the cosmological constant

there is no reason to assume that it will not also contribute to scalar masses, making any

predictions meaningless. Moreover, as discussed in the text, one needs a negative contribution

to the vacuum energy, which is very hard to achieve, except by simply adding a constant to

the superpotential. Such a term could arise from the vev of the three-form of ten-dimensional

supergravity: [?] 〈
∫
dσlmnHlmn〉 6= 0. Such a contribution has been considered in the past but
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was abandoned in the weak coupling context after the realization that this vev is quantized

in Planck scale units [?]. On the other hand it has been pointed out [?] that quadratically

divergent quantum corrections may induce a significant contribution to the cosmological

constant. These were calculated in [?] for an arbitrary supergravity theory (with at most

two space-time derivatives at tree level), giving for the leading terms in the number N,NG

of chiral and gauge supermultiplets, respectively:25

〈Vquad〉 3
[
NG

(
〈Vtree〉 −m2

g̃

)
+N

(
m2

G̃
− g2

s

2

∑
a

〈
D2

a

〉)] Λ2

16π2
. (7.1)

For the class of standard-like Z3 orbifold models studied in [?], we have

N ≥ 3NG + 223, (7.2)

suggesting, since |Da| � |mg̃| < |mG̃|, that this contribution, dominated by the term pro-

portional to Nm2
G̃
, is always positive and of the same order as tree level terms if Λ ∼ 1 in

reduced Planck units. However, when the theory is regulated in a way that preserves local

supersymmetry, the cut-off Λ2 is replaced by

Λ2
eff = 2

∑
i

ηim
2
i lnm2

i , (7.3)

where ηi is the signature and mi is the mass of a Pauli-Villars (PV) regulator superfield (and

additional terms quadratic in the PV masses are generated). It was shown in Appendix C

of [?] that Λ2
eff has an indeterminate sign if there are four or more terms in the sum over

the PV fields that regulate any one contribution to the quadratically divergent part of the

one-loop effective action. Cancellation of all UV divergences in realistic string-derived super-

gravity models requires [?] at least 5 PV chiral supermultiplets for each chiral supermultiplet

of the low energy theory and 51 PV chiral superfields for each light gauge superfield, as well

as gauge singlet PV chiral superfields and Abelian PV vector superfields. This prolifera-

tion of regulator fields is not surprising, since the PV contributions parametrize those from

infinite towers of string and Kaluza-Klein modes of the underlying string theory. It might

therefore seem reasonable to include [?] an arbitrary constant of order m2
G̃
, which need not

be positive, in the effective potential at the condensation scale. However the terms in (??),

together with their supersymetric completion, respect supersymmetry only to one-loop order;

they are the O(ε = Λ2/16π2) corrections to the potential due to a shift [?] K → K+ ε∆K in

25The result quoted in [?] does not take into account the quadratically divergent renormalization of the
Einstein term. The Weyl transformation necessary to put the Einstein term in canonical form gives additional
corrections to the potential.

41



the Kähler potential. If the coefficient of the correction is large enough to be important, it

must be retained to all orders in evaluating the effective Lagrangian. Then it can be shown

that the effect on the vacuum energy is negligible [?].

The generically large scalar-to-gaugino mass ratio might be reduced by introducing more

general forms of the Kähler potential for chiral superfields, and/or including couplings of

matter superfields in the GS term. Our current predictive power in this respect is unfortu-

nately limited by uncertainties in our knowledge of the string-scale couplings. In addition,

the scalar masses can be reduced relative to the gravitino mass by increasing the vev of

the dilaton `. Larger ` for fixed gs is also favored by requiring that the gravitino mass and

condensation scale be sufficiently low. While this suggests strong coupling, we showed that

with the increased flexibility in the parameterization of string nonperturbative effects in the

presence of D-terms, ` can be considerably larger than its classical value g2
s/2 while maintain-

ing weak coupling: g2
s ≈ 1/2. However either mechanism for reducing the scalar-to-gaugino

mass ratio also reduces the D-moduli masses for fixed gaugino masses.

The weakly coupled heterotic string theory that we are using can be obtained as the

limit of zero separation between the hidden and observable ten-dimensional boundaries of

(suitably compactified generalizations of) the Hořava-Witten (HW) scenario [?]. One might

consider relaxing this strict weak coupling limit by allowing a small separation between

the ten-dimensional boundaries of the hidden and observable effective supergravity theories.

Besides generating different corrections to the coupling constants of these two sectors, it is

conceivable that some tuning of 11d moduli might allow for a suppression of the overlap

factor ζM that governs observable sector masses. However we do not expect either of these

effects to be significant unless we approach the very strongly coupled HW limit, where we

cannot use perturbative results and instead have to appeal to 11-d supergravity to extract

data. On the other hand, 11-d supergravity-based calculations [?]–[?] show that one gets an

effective 4d supergravity theory very similar to those we are studying. As a consequence, our

results can easily be extended to effective 4d descriptions of the strongly coupled heterotic

string, since the features of our effective field theory are general enough to accommodate

scenarios that occur in that context, to some level of approximation. A drawback to this

approach is the greatly weakened predictive power with respect to the case of the weakly

coupled heterotic string, since one does not have available the genus zero conformal field

theory calculations of the massless spectrum and couplings.

Several other avenues for future investigation suggest themselves. In general left-handed

fermions and anti-fermions have different U(1)a-charges resulting in different masses for

their scalar superpartners; possible constraints on these mass differences from precision elec-
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troweak data need to be investigated. Analyses [?, ?] of the model of [?] regarding a viable

vacuum at the electroweak symmetry breaking scale, neutralinos as dark matter, a viable

inflationary scenario and the Affleck-Dine mechanism for baryogenesis need to be revisited

with the FI D-term included. Indeed the inflationary scenario of [?] evoked such a term

for dilaton stabilization during inflation. Including U(1)a breaking provides new possibili-

ties, such as D-axions as possible candidates for quintessence and a see-saw mechanism for

neutrino masses if the right handed neutrinos acquire masses through Yukawa couplings at

the U(1)a-breaking scale. There are also possible new mechanisms for proton decay [?]. We

have used the FIQS model [?] as a benchmark to illustrate what might be representative

numerical results in a realistic model. However this model cannot reproduce the observed

Standard Model Yukawa textures [?], and in the present context gives implausibly large

values for mG̃, and Λc, as well as an unacceptable pattern of soft supersymmetry breaking

scalar masses in the observable sector. The most extensively studied models [?, ?] have

SU(3) ⊗ SU(2) ⊗ U(1)5 as the gauge group in the observable sector. One might consider

models in which the Standard Model is embedded in a larger gauge group that is broken to

the Standard Model, at a scale considerably larger than the gravitino mass, by the vev of

some field whose squared mass is driven negative at the condensation scale. This could give

viable observable sector scalar masses provided ζM � 1 for squarks and sleptons, or if these

particles are quasi-Goldstone bosons of an approximate global symmetry that is broken at

the same scale.

Acknowledgments

We wish to thank Pierre Binétruy, Brent Nelson and Erich Poppitz for helpful discussions.

This work was supported in part by the Director, Office of Science, Office of High Energy

and Nuclear Physics, Division of High Energy Physics of the U.S. Department of Energy

under Contract DE-AC03-76SF00098, in part by the National Science Foundation under

grants PHY-0098840 and INT-9910077, and in part by the National Science and Engineering

Research Council of Canada.

Appendices

43



A Weyl transformations

In this appendix we work out the Weyl transformations necessary for obtaining the

potential given in (??).

A.1 General formalism

We start with the Lagrangian defined by26

K = k +G+
∑
A

|CA|2e(∆
A+∆̄Ā)

∏
a

e2qa
A(ha+∆a) = k +G+

∑
A

xA = k̃ +G,

S = s+
1

2

[
G̃− δX (hX + ∆X)

]
= s̃+

1

2

(
G̃− δX∆X

)
, G̃ = bG− δXĜX ,

L̃ = E (2LS − 3) . (A.1)

The Einstein term is canonical in zeroth order in ∆; to put the remaining terms in canonical

form we make a Weyl transformation

K = K̂ + ∆k, E = e−∆k/3Ê, L = e∆k/3L̂,

2L̂Ŝ(L̂, gI ,∆) = 2L̂ S(L, gI ,∆)
∣∣∣
L=e∆k/3L̂

+ 3
(
1− e−∆k/3

)
= 2L̂S(L, gI ,∆)− 2L̂∆s. (A.2)

The condition for a canonical Einstein term in the new Weyl basis is:

0 =

(
∂K̂

∂L̂

)
∆

+ 2L̂

(
∂Ŝ

∂L̂

)
∆

=

(
∂L

∂L̂

)
∆

[
K ′(L) + 2L̂S ′(L)

]
−
(
∂∆k

∂L̂

)
∆

− 2L̂

(
∂∆s

∂L̂

)
∆

= e∆k/3

[
1 + L̂

(
∂∆k

3∂L̂

)
∆

] [
K ′(L) + 2L̂S ′(L) + 2∆se−∆k/3

]
, (A.3)

where F ′(L) = (∂F/∂L)∆, and the subscript on derivatives indicates the variable(s) held

fixed, aside from the moduli that are held fixed throughout. This gives

0 = K ′(L) + 2L̂S ′(L) + 2∆se−∆k/3

= K ′(L) + 2L̂S ′(L)− 3

L̂

(
1− e−∆k/3

)
e−∆k/3

26Here we are assuming nonvanishing vev’s only for fields with O(δ
1
2
X) vev’s at the string scale. We will

consider additional vev′s of order ∆ in Appendix ?? below.
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= K ′(L) + 2L̂S ′(L)− 3

L

(
1− e−∆k/3

)
= K ′(L) + 2L̂S ′(L)− 3

L

(
1− L̂

L

)
. (A.4)

Defining ∂αF = ∂F/∂∆α, α = a,A, Ā, the ∆ derivatives of the effective Kähler potential

K̃ = K̂ + 2L̂Ŝ satisfy

K̃α =
(
∂αK̃

)
L̂

= (∂αK)L + 2L̂ (∂αS)L + (∂αL)L̂

[
K ′(L) + 2L̂S ′(L)

]
−
(
∂α

[
∆k + 2L̂∆s

])
L̂

= (∂αK)L + 2L̂ (∂αS)L + (∂α∆k/3)L̂

{
L
[
K ′(L) + 2L̂S ′(L)

]
− 3 + 3e−∆k/3

}
= (∂αK)L + 2L̂ (∂αS)L . (A.5)

The D-terms in the scalar potential are determined in (??) by the scalar component of K̃a :

K̃a

∣∣∣ = 2
∑
A

qa
Ax

A(`, δA, δ̄Ā)− δX ˆ̀δaX

= δXδaX

(
`− ˆ̀

)
+ 2

∑
A

qa
Ak

A
(
δA + δ̄A

)
+O(δ2) ∼ δ, (A.6)

where δaX is the Kronecker delta-function. Since (∂AS)L = 0, for α = A we have simply

K̃A

∣∣∣ = xA(`, δA, δ̄Ā). (A.7)

To evaluate the F-terms, we need the Kähler metric K̃AB̄

∣∣∣. In the following we define

xA ≡ xA(`, δA, δ̄Ā) = kA(`)eδA+δ̄Ā

, x′A =
(
∂xA/∂`

)
δ
, etc.,

` = e∆k/3 ˆ̀, `A = (∂A`)ˆ̀, `ˆ̀ = (∂ ˆ̀̀ )δ. (A.8)

Differentiation of the θ = 0 component of (??) gives27

0 = `ˆ̀

[
K ′′(`) + 2ˆ̀̃s′′(`) + 3/`2 − 6ˆ̀/`3

]
+ 2s̃′(`) + 3/`2

= `A
[
K ′′(`) + 2ˆ̀̃s′′(`) + 3/`2 − 6ˆ̀/`3

]
+ x′A,

`A = x′A
` ˆ̀̀

2

3− `k̃′(`)
= `ˆ̀c(`)x

′A, (A.9)

since k̃′(`) = −2`s̃′(`). Then we obtain

K̃AB̄

∣∣∣ = (
∂B̄∂AK̃

)
ˆ̀
=
[
∂B̄x

A(`, δA, δ̄Ā)
]
ˆ̀
= δABx

A + c`ˆ̀x
′Ax′B, (A.10)

27In [?, ?] we parametrized the Weyl transformation by the function α(`) = 3δXc(`)/`.
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and the inverse metric K̃AB̄ is

K̃AB̄ =
δAB

xA
− x′Ax′B

xAxB

[
(`ˆ̀c)

−1 +
∑
C

(x′C)2

xC

]−1

. (A.11)

Above the condensate scale, quadratic terms in the ∆α appear only through the combination

of functionals K̃ = K̂+2L̂Ŝ. When a gaugino condensate potential is added, quadratic terms

in ∆A appear through a different linear combination of K̂, Ŝ. Thus we need to evaluate these

separately. Since (∂AS)L = 0, we have

K̂A =
(
∂AK̂

)
L̂

= K̃A − 2L̂ŜA,

ŜA =
(
∂AŜ

)
L̂

= (∂AL)L̂ S
′(L)− (∂A∆s)L̂ , ∆s = 3

(
L−1 − L̂−1

)
/2,

ŜA

∣∣∣ = `A
[
s̃′(`) + 3`−2/2

]
= `A

[
3− `k̃′(`)

]
/2`2 =

`ˆ̀

2
x′A. (A.12)

To study the dilaton potential we can drop terms of order δ and set xA = kA, ; ˆ̀= `. In this

approximation the auxiliary field FA in (??) is just:

FA =
∑
B

K̃AB̄F̄
B̄ = − ū

4

[(
k′A

(
1 + bc ˆ̀

)
− pA − bck

A
)

+O(δ)
]
. (A.13)

It follows from the definitions (??) and (??) and the constraints (??) and (??) that∑
A

pAk
′A/kA = `−1

∑
A

k′A =
∑
A

(k′A)2/kA = δXh
′
X(`), (A.14)

and therefore that ∑
A

FAx
′A/xA = O(δū) (A.15)

is negligible in this approximation, giving

∑
A

FAF
A =

|u|2

16

[
w(k)−

(
1 + bc ˆ̀

)2
δXh

′
X(`) +O(δ)

]
,

w(x) =
∑
A

(
pA + xAbc

)2

xA
. (A.16)

Setting the moduli at their self-dual points F I = 0, the full potential for the dilaton is

V =
|u|2

16
v(`) +O(δ2, δ|u|), v(`) = w[k(`)] + `−1k′(`)(1 + bc`)

2 − 3b2c . (A.17)

To evaluate the vev’s of δ and the D-terms K̃a, we need only retain terms linear in the

coefficient of |u|2, since K̃a ∼ δ ∼ |u|2. It follows from (??) that∑
A

FAF
A =

∑
A

|FA|2/xA +O(δ2), (A.18)
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Taking the ` derivative of (??) gives

2
∑
A

qa
Ax

′
A = K̃ ′

a + `−1
ˆ̀ δXδaX = K̃ ′

a + δXδaX`
−1
ˆ̀ . (A.19)

Then again using (??) and (??) we have

∑
A

|FA|2/xA = w(x) + 2(1 + bc ˆ̀)
∑
A

[
(1 + bc ˆ̀)x

′Ah′aq
a
A − 2pAh

′
aq

a
A − bcx

′A
]

= w(x)− (1 + bc ˆ̀)
2h′XδX`ˆ̀

+(1 + bc ˆ̀)`ˆ̀

∑
a

h′a
[
`ˆ̀(1 + bc ˆ̀)K̃

′
a − 2bcK̃a

]
. (A.20)

To obtain the remaining contribution to v(ˆ̀, δ) we use the lowest component of (??) which

reads

ˆ̀− ` = −c̃
∑
a

h′a(`)K̃a, c̃(`) =
`2

3− `k′(`)
=

1

c−1 + δXh′X(`)
, (A.21)

K̂ ′(`) = k′(`) +
∑
a

h′aK̃a + δXh
′
X

ˆ̀+ 3∂` ln

(
1− `−1c̃

∑
a

h′aK̃a

)
. (A.22)

In addition, from (??) or (??),

`ˆ̀ =

[
1− ∂`

(
c̃
∑
a

h′aK̃a

)]−1

= 1 + ∂`

(
c̃
∑
a

h′aK̃a

)
+O(δ2), (A.23)

so

`ˆ̀K̂
′(`) = k′(`) +

(
k′(`)− 3`−1

)
∂`

(
c̃
∑
a

h′aK̃a

)
+
∑
a

h′aK̃a

(
1 + 3`−2c̃

)
+ `ˆ̀δXh

′
X

ˆ̀+O(δ2)

= k′(`)− `

c̃
∂`

(
c̃
∑
a

h′aK̃a

)
+
∑
a

h′aK̃a

(
2 + c̃`−1k′

)
+ `ˆ̀δXh

′
X

ˆ̀+O(δ2), (A.24)

where in the last equality we used the definition of c̃ in (??). Terms in K̃ ′
a and terms

proportional to δXh
′
X cancel between (??) and (??) in the contribution v(ˆ̀, δ) to the potential

(??):

v(ˆ̀, δ) = ˆ̀−1
(
1 + bc ˆ̀

2
)2
`ˆ̀K̂

′(`) +
∑
A

|FA|2/xA − 3b2c +O(δ2)

= ˆ̀−1
(
1 + bc ˆ̀

)∑
a

K̃a

{
h′a

[(
1 + bc ˆ̀

)(
1 +

c̃k′

`
− `c̃′

c̃

)
− 2bc ˆ̀

]
− `h′′a

}

+w(x) +
(
1 + bc ˆ̀

2
)2 ˆ̀−1k′(`)− 3b2c +O(δ2). (A.25)
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We may further expand (??) using (??) to write

k′(`) = k′(ˆ̀) + c̃
∑
a

h′aK̃ak
′′ +O(δ2), w[x(`)] = w[x(ˆ̀)] + c̃

∑
a

h′aK̃aw
′ +O(δ2). (A.26)

Then using the minimization equation for ˆ̀ and vanishing of the vacuum energy

v′(〈ˆ̀〉) ≡ v′(〈ˆ̀〉, 0) =
[
w′ +

(
1 + bc ˆ̀

)2 ˆ̀−1k′′(ˆ̀)− ˆ̀−2
(
1− b2c

ˆ̀2
)
k′(ˆ̀)

]∣∣∣∣
ˆ̀=〈ˆ̀〉

= O(δ),

v(〈ˆ̀〉) ≡ v(〈ˆ̀〉, 0) =
[
w +

(
1 + bc ˆ̀

)2 ˆ̀−1k′(ˆ̀)− 3b2c

]∣∣∣∣
ˆ̀=〈ˆ̀〉

= O(δ), (A.27)

gives

v(〈ˆ̀〉, δ) = w[x〈ˆ̀〉)]− w[k〈ˆ̀〉)] +
∑
a

K̃aAa(〈ˆ̀〉) +O(δ2), (A.28)

where

Aa(`) = `−1 (1 + bc`)

{
h′a

[
1− bc`+ 2

c̃k′

`
− (1 + bc`)

`c̃′

c̃

]
− `h′′a

}
. (A.29)

Then, with the dilaton at its vacuum value, the potential for δ is

V (〈ˆ̀〉, δ) =
1

2s(`)

∑
a

K̃2
a +

|u|2

16
v(〈ˆ̀〉, δ), v(〈ˆ̀〉, δ) =

∑
A

(
δA + δ̄A

)
vA(〈ˆ̀〉) +O(δ2),

vA(`) = wA(`) +
∑
a

Aa(`)K̃aA, wA(`) = b2ck
A(`)− p2

A

kA(`)
, (A.30)

with, using (??) and (??),

K̃aA = (∂AK̃a)ˆ̀ = 2qa
Ak

A + δXδaX c̃
∑

b

h′bK̃bA +O(δ)

= 2qa
Ak

A + δaX
c̃δXk

′A

1− c̃δXh′X
= 2qa

Ak
A + δaXcδXk

′A. (A.31)

The vacuum conditions, in addition to (??), are [using (??)]

|u|2

16
vA(ˆ̀) = − 2

s(ˆ̀)
kA(ˆ̀)

∑
a

qa
A

[
K̃a + ch′aδXK̃X

]
+O(δ2), K̃a ∼ δ ∼ |u|2,

∑
A

vA(ˆ̀) = − 16cδX ˆ̀

|u|2c̃s(ˆ̀)
K̃X +O(δ2),

∑
A

qa
AvA(ˆ̀) = − 32

|u|2s(ˆ̀)

(∑
b

NabK̃b +
c

4
δa
Xδ

2
XK̃X

)
+O(δ2), (A.32)
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which may be by inverted to evaluate the D-terms:

K̃X = − |u|2c̃s
16cδX ˆ̀

∑
A

vA, K̃a = −|u|
2s

32

∑
A,b

N−1
ab q

b
AvA − cδXh

′
aK̃X , (A.33)

where we used (??). Consistency of these equations for a = X requires∑
A

vA = 2`
∑
A,a

qa
Ah

′
avA, (A.34)

which is automatically satisfied for the minimal models with n = m discussed at the end of

Section ??, since [see (??) and (??) below] 2`
∑

a q
a
Ah

′
a =

∑
a,B Q

B
a q

a
A = 1 in these models. In

general, we have from (??) ∑
A

vA =
∑
A

wA + δX`
c

c̃
AX(`). (A.35)

Using the definition of Nab in (??) gives

2
∑
A

qb
AK̃aA = 4

(
Nab + δaXcδX

∑
c

h′cNbc

)
. (A.36)

Then using the second equality in (??) gives

2`
∑
Ab

qb
Ah

′
bK̃aA =

c

c̃
`δXδaX ,

2`
∑
Ab

qb
Ah

′
bvA = 2`

∑
Ab

qb
Ah

′
bwA + δX`

c

c̃
AX(`), (A.37)

and the consistency condition (??) becomes∑
A

wA = 2`
∑
A,a

qa
Ah

′
awA. (A.38)

Making the same decomposition as in (??), the minimization conditions (??) give

wA = kM
∑
A

ζA
MwA/k

A,

∑
A

wA +
∑
M

wM =
∑
A

wA

(
1 +

∑
M

ζA
Mk

M/kA

)
=
δX`

2

∑
A

wAQ
A
X/k

A, (A.39)

where the last equality follows from the conditions (??). In addition

2`
∑
a

h′a

(∑
A

qa
AwA +

∑
M

qa
MwM

)
= 2`

∑
a

h′aAwA

(
qa
A +

∑
M

qa
Mζ

A
Mk

M/kA

)

= 2`
∑
a

h′aAwA/k
A
∑

b

QA
b Nba =

`δX
2

∑
A

wAQ
A
X/k

A, (A.40)

where we again used the definition (??) of Nab and the second equality in (??).
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A.2 Minimal models

For these models we have, at leading order in δ,

kA(`) = `pA =
δX
2
QA

X`, h′a =
1

2`
Qa = −`h′′a, Qa =

∑
A

QA
a

δk′ =
∑
A

k′A = δXh
′
X` = p =

∑
A

pA, δk =
∑
A

kA = δXh
′
X`

2,

w(k) = `−1p(1 + bc`)
2 = δXh

′
X(1 + bc`)

2,

Aa = Ah′a,
`A(`)

1 + bc`
= −3bc`+

c̃k′

`
(1− bc`)− c̃k′′. (A.41)

To simplify notation we also define

z = bc〈`〉, 〈`2h′X〉δX = QXδX〈`〉/2 = 3λz. (A.42)

For example, λ = 1 in the FIQS model considered in the text. Then at the vacuum, at

leading order in δ, using (??) and (??) we obtain from (??)

K̃a =
|u|2s
32`2

Qa

[
c̃

c
(1− z2) + a(z)

]
, a(z) = −〈`A(`)〉 = (1 + z) (〈`c̃w′〉 − 3z) .

〈`c̃w′〉 = − λz(1− z2)(1 + z)2

(1 + z)2(1 + λz)− z2
,

c̃

c
=

1 + 2z

(1 + z)2(1 + λz)− z2
. (A.43)

These results are unchanged if we replace a minimal set kA = `pA with N minimal sets

ki = `pi
A with the same U(1) charges such that

∑N
i=1 p

i
A = pA.

A.3 Additional O(δ) vev’s

The parameterization of the Kähler potential in (??) is valid only if |CA|2 ∼ δ0. Once we

allow the D-terms to be nonvanishing, K̃a| ∼ δ, we might expect additional order δ terms

to occur from vev’s of fields ΦM that are U(1) charged, but lie in F-flat directions, and

have pM = 0. Since these fields acquire vev’s at the condensation scale where tI and ` are

also determined, modular invariance, the linearity condition and local supersymmetry are

broken, and the formalism of [?, ?] does not apply. The exact treatment of the minimization

equations involves mixing among all the “light” fields (φM , tI , `). However, for the purpose of

determining the parameters that define the vacuum, we can set to zero any field that vanishes

in the vacuum. This allows us to parameterize the contributions in a fashion analogous to

the ΦA with large vev’s such that the above results still hold. For the fields ΦM , define

xM = εMe(∆
M+∆̄M̄ )

∏
a

e2qa
M (ha+∆a) =

〈
eGM |ΦM |2

〉∏
a

e2qa
M (ha+∆a),

εM ∼ δ, ∆M | = δM ∼ 1, kM = 0. (A.44)
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Then the results given above as expansions in δ are unchanged.

A.4 O(δ2) terms

In order to determine if the extrema found above are true minimal, we need to evaluate

the terms quadratic in δ. The same terms are needed to evaluate masses of D-moduli in

nonminimal cases. Writing

V =
1

2s(`)

∑
a

K̃2
a +

|u|2

16

[
v(ˆ̀) +

∑
A

δAvA(ˆ̀) +
1

2

∑
AB

δAδBvAB(ˆ̀) +O(δ3)

]
, (A.45)

and recalling that the vacuum conditions require v(ˆ̀), ∂ˆ̀v(ˆ̀), K̃a ∼ δ ∼ |u|2, we have

V ˆ̀̀̂ = µ2
ˆ̀̀̂ =

|u|2

16
v′′(`) +O(δ2),

Vˆ̀A = µ2
ˆ̀A

=
1

s

∑
a

[
K̃a∂ˆ̀K̃aA + K̃aA

(
K̃ ′

a −
s′

s
K̃a

)]
+
|u|2

16

(
∂ˆ̀vA + vA∂ˆ̀ ln |u|2

)
+O(δ2),

VAB = M2
AB + µ2

AB, M2
AB =

1

s

∑
a

K̃aBK̃aA,

µ2
AB =

1

s

∑
a

K̃aK̃aAB +
|u|2

16

(
vAB + vA∂B ln |u|2 + vA∂B ln |u|2

)
+O(δ2). (A.46)

The matrix VAB is the mass matrix for the real fields ΣA introduced in (??). In the minimal

case, its properly normalized eigenvalues are the squared masses of the U(1)a vector bosons

which are positive. In this case the only requirement for the vacuum to be a local minimum

is v′′(`) > 0; since M2 ∼ δ0 and µ2 ∼ δ, DetV = v′′DetM2 + O(δ2), and similarly for any

submatrices on the diagonal.

For the general case, we can write the mass terms for the eaten Goldstone bosons Σ̂a and

the D-moduli Σ̂A defined in (??)–(??):

ΣA = Σ̂A − 2
∑
a

qa
AΣ̂a,

∑
A

qA
a x

AΣ̂A = 0. (A.47)

We have

K̃aA = 2xA

(
qa
A + cδaXδX

∑
b

qb
Ah

′
b

)
= 2xAqa

A + cδaXδXx
′A,

∑
A

K̃aAΣ̂A = 0, (A.48)

so the relevant squared-mass matrix for the light ˆ̀, Σ̂A sector is µ2, and mixing of these

states with Σ̂a is negligible. From the last equality in (??), which also implies∑
A

x′AΣ̂A = 0, xA = kA +O(δ), (A.49)
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we may drop terms proportional to qa
Ak

A, qa
Bk

B, k′A,B in µˆ̀A and µAB. Thus we may drop

terms proportional to K̃aA. This means in particular that in the expansion of v(ˆ̀, δ) to order

δ2 we may drop all terms of containing K̃aK̃b or K̃aK̃
′
b. Then there are no new relevant

O(δ2) terms in the expression (??) for K̂ ′. Since `ˆ̀δXh
′
X cancels between (??) and (??), the

only relevant additional terms in (??) are, using (??),[
`ˆ̀K̂

′(`)
]
δ2

=
(
k′ − 3`−1

)
(c̃
∑
a

h′aK̃
′
a)

2 = −`c̃(
∑
a

h′aK̃
′
a)

2. (A.50)

From (??) we get a contribution[∑
A

FA|2/xA

]
δ2

=
|u|2

16

[
wδ2 + 2c̃ (1 + bc`)

2 (
∑
a

h′aK̃
′
a)

2

]
. (A.51)

Finally, there is a contribution from the second term in (??):

FAF
A 3 −c̃(

∑
A

FAx
′A/xA)2 +O(δ3|u|2) = −|u|

2

16
c̃ (1 + bc`)

2 (
∑
a

h′aK̃
′
a)

2 +O(δ3|u|2). (A.52)

Further expansion of (??) in `− ˆ̀ gives only terms that are higher order in K̃a. Projection

onto the D-moduli sector also gives

vA → wA K̃ ′
aA → 2k′A

(
qa
A + cδXδaX

∑
b

qb
Ah

′
b

)
,

K̃aAB = δABK̃aA + `B∂`K̃aA → 0, (A.53)

since [see (??)] `B ∝ x′B. Then collecting (??), (??) and (??), terms quadratic in K̃ ′
a also

cancel, and vAB reduces to

vAB = wAB, (A.54)

while the contributions to ∂ˆ̀vA are just the `-derivatives of vA in (??) with

∂ˆ̀

[
Aa(ˆ̀)K̃aA

]
→ Aa(ˆ̀)K̃

′
aA. (A.55)

From (??), (??), the first condition in (??) and the expression (??) for δk′, we have

∂ˆ̀ ln |u|2 = k̃′ − 2s′/bc −
∑
A

pAk
′A/bck

A = δk′ + k′(bc`− 1)/bc`− δXh
′
X/bc

= k̃′(bc`− 1)/bc`,

∂A ln |u|2 = −pA/bc + K̂A − 2ŜA/bc + `A∂ˆ̀ ln |u|2 → −pA/bc + kA. (A.56)

Then using the vacuum conditions (??) and the results (??) we obtain the matrix elements

of µ.
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These expressions simplify further for the case of N copies of a minimal set with vacuum

values that satisfy kA = `pA, qa
Ak

′A = `−1qa
Ak

A. In this case we may also drop K̃ ′
a when

evaluating the squared mass matrix for ˆ̀, Σ̂A. Then the above expressions reduce to

vA → −p2
A/k

A + b2ckA = −`−2kA
(
1− z2

)
,

∂ˆ̀vA → k′A
[
(pA/k

A)2 + b2c
]

= `−2k′A
(
1 + z2

)
→ 0,

vAB → δAB`
−2kA

(
1 + z2

)
, (A.57)

and, using the vacuum value (??) for k̃′, the relevant elements of µ in (??) reduce to

µ2
ˆ̀̀̂ =

|u|2

16
v′′(`), µ2

ˆ̀A
=
|u|2

16
`−2kA (1− z)2

1 + z
,

µ2
AB =

|u|2

16

[
δAB`

−2kA
(
1 + z2

)
+

2

z
`−2kAkB(1− z)2(1 + z)

]
. (A.58)

In the case under consideration, the condition (??) becomes

0 =
∑
A,α

qa
Ak

A
α Σ̂A

α =
∑

A,α,a

QB
a q

a
Ak

A
α Σ̂A

α

=
∑
α

kB
α Σ̂B

α ∀ B, (A.59)

and there is no mixing of the dilaton with the D-moduli. Defining chiral fields DA as in

(??) and setting to zero the m eaten Goldstone modes Σ̂a, the mass term for the D-moduli28

σ′A = Σ′A
∣∣∣ or dA = DA

∣∣∣ is given by

LmD
= −1

2
σ′Aµ2σ′B = −1

2
m2

G̃

1 + z2

z2

n∑
A=1

kA(dA + d̄Ā)2. (A.60)

The Kähler potential for the D-moduli is29

K(D, D̄) =
1

2

n∑
A=1

kA(DA + D̄Ā)2. (A.61)

When we reexpress the dA in terms of an orthonormal set Di subject to the constraint (??):

DA =
n−m∑
i=1

cAi D
i,

∑
A

kAcAi = 0, (A.62)

28The prime on Σ refers to the field redefinitions make in Section ?? and does not denote differentiation
with respect to `.

29The second term in Eq. (3.33) of [?] is missing a factor 1/2
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the Kähler metric and the squared mass matrix

Kī =
∑
A

cAi k
AcAj , µ2

ij = m2
G̃

1 + z2

z2

∑
A

cAi k
AcAj , (A.63)

are diagonalized by the same unitary transformation:

Di → Di = U i
jD

j, di = Di
∣∣∣ = Nd(σ

i + iai), (A.64)

where the normalization constant Nd is chosen to make the kinetic energy term canonically

normalized. Then the Lagrangian quadratic in the scalar D-moduli reads

LD =
1

2

∑
i

[
∂µσ

i∂µσi + ∂µa
i∂µai −m2

G̃

1 + z2

z2
(σi)2

]
. (A.65)

A.5 Scalar masses

For fields ΦM with vanishing vev’s and Kähler potential

K =
∑
M

xM , xM = eG′M+2
∑

a
qa
Mha|ΦM |2, (A.66)

referring to (??), the complex scalars have masses

m2
M =

∂V

∂xM
= VM =

|u|2

16
vM +

1

s

∑
a

K̃aK̃aM , (A.67)

where everywhere the subscript M denotes differentiation with respect to xM . We have

K̃M = K̂M + 2LŜM = KM + 2LSM = KM = 1. (A.68)

Since xM and δ appear in the functionals K̃ and Ŝ in the same way, the terms linear in xM

can be directly extracted from the formulate for those linear in δA. The xM derivatives are

obtained from the δA derivatives by the replacements

KA = kA → KM = 1, K ′
A = k′A → K ′

M =
x′M

xM
= 2

∑
a

h′aq
a
M ≡ 2h′M , pA → 0. (A.69)

Thus we obtain from (??), to zeroth order in δ:

vM = b2c +
∑
a

Aa(`)K̃aM , K̃aM = 2qa
M + 2cδaXδXh

′
M . (A.70)

Using (??) and (??) to solve for the D-terms in the vacuum gives

K̃a = −|u|
2s

16

(∑
A

wABAa + Aa

)
, BAa(`) =

1

2

∑
b

N−1
ab q

b
A −

c̃h′a
`
. (A.71)
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The functions Aa(`) drop out of the scalar masses:

m2
M =

|u|2

16

[
b2c −

∑
Aa

wABAaK̃aM

]
. (A.72)

For the minimal models (??) reduces to (??), and

vM = b2c − `−1a(z)
∑
a

h′aK̃aM = b2c − 2h′M
ca(z)

c̃
,

∑
a

K̃aK̃aM =
|u|2s
8`

h′M

[
1− z2 +

ca(z)

c̃

]
, (A.73)

giving

m2
M =

|u|2s
16`

[
`b2c + h′M(1− z2)

]
=

(
ζM

1− z2

z2
+ 1

)
m2

G̃
,

ζM =
∑
a,A

qa
MQ

A
a . (A.74)

A.6 Nonminimal Kähler potential for matter

First consider the toy model with just one charged superfield Φ. Following [?] set

δK ≡ K(Φ, Φ̄) = f(x), x = eGq+2qV |Φ|2 = eGq+2qV ′
= e2qU ′

. (A.75)

We require 〈DX〉 = 0 at the Planck scale, where

DX = qKΦΦ− δXL

2
= qxf ′(x)− δXL

2
, 〈DX〉L =

〈
qe2qhf ′(qe2qh)− δXL

2
,

〉
L

(A.76)

where

U ′ = h(L) + U, 〈U〉 = 0. (A.77)

Then we have

δk = f(e2qh), δs = −δXh
2
,

δk′ = 2qh′e2qhf ′(e2qh) = h′δXL, δs′ = −δXh
′

2
, δk′ + 2Lδs′ = 0. (A.78)

So the Einstein condition is again satisfied for U = 0. Next consider the terms linear in U :

δK = f(x) = δk+U
∂f

∂U

∣∣∣∣∣
U=0

,
∂f

∂U

∣∣∣∣∣
U=0

= 2qe2qhf ′(e2qh) = δXL, δS = δs− δX
2
U. (A.79)

The linear terms are the same as in [?], and are removed by the same Weyl transformation.
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Next consider the general case. Allowing for O(|u|2) D-terms, we have

δK = f(xA), Da =
∑
A

qa
Ax

AfA(x)− δXL

2
δXa,

fA =
∂f

∂xA
, xA = |ΦA|2eGA+2

∑
a

qa
AVa ,〈

xA
〉

(L,T )
= |CA|2edA+d̄A

∏
a

e2qa
A(ha(L)+∆a) = kAe∆̃A , ∆̃A = dA + d̄A + 2

∑
a

qa
A∆a = O(|u|2),

0 =
∑
A

qa
Ak

AfA(k)− δXL

2
δXa, δk = f(kA) +O(|u|2),

δk′(k) = 2
∑
A,b

qb
Ah

′
bk

AfA(k) = δXLh
′
X = −2Lδs′. (A.80)

To evaluate the condensate-induced potential, we set xA = kAe∆̃A and expand in ∆̃A as

before:

K̃A = KA =
∂f

∂dA

∣∣∣∣∣ = xAfA(x), K̃a = 2
∑
A

qa
AKA − ˆ̀δXδaX ,

K̂A = K̃A − 2L̂ŜA, ŜA =
`ˆ̀

2
K ′

A, K̃AB̄ = KAB̄ + c`ˆ̀K
′
AK

′
B,

KAB̄ = KAB = KAδAB + xAxBfAB, fAB =
∂2f

∂xA∂xB
,

FA = − ū
4
K̃AB̄

[
(1 + bc ˆ̀)`ˆ̀K

′
B − pB −KBbc

]
. (A.81)

To obtain the potential we need the inverse K̃AB̄ of K̃AB̄; defining KAB̄ to be the inverse of

KAB̄, we obtain

K̃AB̄ = KAB −
∑
C,D

KACK ′
CK

BDK ′
D

(c`ˆ̀)
−1 +

∑
E,F

KEFK ′
EK

′
F

−1

. (A.82)

The KA(k) satisfy the same constraints as kA in the case of a minimal Kähler potential,

although now KA(x) 6= xA in general. The potential is the same as before except for the

replacements xA → KA, δAB/xA → KAB. In particular, the relations

2
∑
A

qa
AKA = δXδaX

ˆ̀+ K̃a, K ′
A = 2

∑
B,b

h′bq
b
BKAB,

2
∑
A

qa
AK

′
A = 4

∑
ABb

qa
Aq

b
Bh

′
bKAB = `−1

ˆ̀ δXδaX + K̃ ′
a,

δk′ = 2
∑
A,a

h′aq
a
AKA = h′XδX

ˆ̀+
∑
a

h′aK̃a, (A.83)
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give ∑
AB

KAB̄K ′
AK

′
B = 2

∑
A,a

h′aq
a
AK

′
A = h′XδX +

∑
a

h′aK̃
′
a,∑

AB

KAB̄K ′
AKB = 2

∑
A,a

h′aq
a
AKA = h′XδX

ˆ̀+
∑
a

h′aK̃a,∑
AB

KABK ′
ApB = 2

∑
A,a

h′aq
a
ApA = h′XδX . (A.84)

Thus ∑
A

FAK
AB̄K ′

B = O(ūδ), (A.85)

and we obtain the result in (??) with

w = KAB̄ (pA +KAbc) (pB +KBbc) , (A.86)

which in minimal models reduces to

w = KAB̄ (1 + bc`)
2 pApB. (A.87)

In this case we can invert the equations in (??) to obtain, dropping order δ terms,

2KA = 2`pA = 2`K ′
A = δXQ

A
X`,

∑
B

KAB̄pB = 2
∑
a

h′aq
a
A,

∑
AB

KAB̄pApB = δXh
′
X . (A.88)

Then in these models

w = (1 + z)2δXh
′
A +O(δ),

∑
AB

FAK̃
AB̄F̄B =

∑
AB

FAK
AB̄F̄B +O(δ2) = O(δ), (A.89)

as before, and the dilaton potential is unchanged with respect to the case of a minimal Kähler

potential for matter. Using (??) for the general case, the expression for
∑

AB FAK
AB̄F̄B is the

same as the right hand side of (??), with w(x) now given by (??), and we obtain (??)–(??)

with the same substitution. The results (??)–(??) and (??) are modified as follows:

wA = 2bc (pA + bcKA)−KDC̄KC̄AEK
EB̄ (pD + bcKD) (pB + bcKB) ,

K̃aA = 2
∑
B

qa
BKAB + cδaXδXK

′
A +O(δ),

|u|2

16
vA(ˆ̀) = − 2

s(ˆ̀)

∑
a,B

KABq
a
B

[
K̃a + ch′aδXK̃X

]
+O(δ2),

∑
AB

KBK
BAqa

BvA(ˆ̀) = − 32

|u|2s(ˆ̀)

(∑
b

NabK̃b +
c

4
δa
Xδ

2
XK̃X

)
+O(δ2),

∑
AB

KBK
BAvA(ˆ̀) = − 16cδX ˆ̀

|u|2c̃s(ˆ̀)
K̃X +O(δ2), Nab =

∑
A

qa
Aq

b
AKA(k),
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K̃a = −|u|
2s

32

∑
ABb

KBK
BAN−1

ab q
b
BvA −

c

4
δ2
XN

−1
aXK̃X = −|u|

2s

16

(∑
A

BAawA + Aa

)
,

K̃X = − |u|2c̃s
16cδX`

∑
AB

KBK
BAvA, BAa =

∑
B

KBK
BA

(∑
b

N−1
ab q

b
B −

c̃

2`
δXN

−1
aX

)
,(A.90)

where we used, instead of (??),∑
AB

KBK
BAqa

BK̃Aa = 2
∑

b

Nab (1 + cδXδaXh
′
b) ,

∑
AB

KBK
BAK̃Aa =

c

c̃
δXδaX . (A.91)

With a Kähler potential of the form (??)

Kα
A = xA

αe
Kα/Cα , Kα

AB = Kα
AδAB + C−1

α Kα
AK

α
B,

KAB
α =

1

Kα
A

δAB − 1

Cα +
∑

C K
α
C

,

wα
A = b2cK

α
A − (pα

A)2/Kα
A − C−1

α (pα
A + bcK

α
A)wα,

w =
∑
α

wα, wα =
∑
A

1

Kα
A

(pα
A + bcK

α
A)2 − [

∑
A(pα

A + bcK
α
A)]2

Cα +
∑

B K
α
B

. (A.92)

For a minimal set (??) we have N−1
ab =

∑
AQ

A
aQ

A
b /KA, N−1

aX = 2Qa/δX`, and we obtain

wα =
Cαpα(1 + z)2

` (Cα + `pα)
, pα =

∑
A

pα
A = Qα

X

δX
2
≡ 3zλα

`
, Qα

a =
∑
A

QAα
a ,

wα
A =

∑
B

Kα
AB

∂wα

∂Kα
B

= `−2
∑
B

Kα
ABgα,

∑
A

BAawA =
1

`2
∑
α

gα

(
Qα

a −
c̃

`
Qapα

)

gα = z2 − 1 + 3z2(1 + z)λα
3λα(1− z)− 2Cα

(Cα + 3zλα)2 . (A.93)

Finally we can solve for h′a using

Kα
A =

kA
α

1− C−1
α

∑
B kB

α

= `pα
A, kA

α =
`pα

A

1 + C−1
α `pα

A

,

h′a =
1

2

∑
Aα

QAα
a

k′Aα
kA

α

=
1

2`

∑
α

Qα
a

1 + C−1
α `pα

, h′X =
1

`δX

∑
α

Cαpα

Cα + `pα

. (A.94)

Then at the vacuum

c =
`2

3− `k′ − δX`2h′X
=

`2

3 + (`2w − 3z)/(1 + z)2 − δX`2h′X
=
`2(1 + z)2

3(1 + 2z)
. (A.95)

is unchanged with respect to the case of a minimal Kähler potential. When scalars ΦM
β with

vanishing vev’s are included in the Kähler potential (??), we have (in order δ0)

K̃β
M = K̂β

M + 2LŜβ
M = Kβ

M =
(
∂β

MK
β
)

ˆ̀
=

1

1− C−1
β

∑
A k

A
β

= 1 + C−1
β `pβ, (A.96)
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The scalar masses are now given by

m2
Mβ = (Kβ

M)−1 ∂V

∂xM
β

= (Kβ
M)−1V β

M ,

V β
M =

|u|2

16
vβ

M +
1

s

∑
a

K̃aK̃a,Mβ, vβ
M = wβ

M +
∑
a

AaK̃a,Mβ. (A.97)

As before the terms the terms proportional to
∑

a K̃aK̃aM cancel out, and we obtain

m2
Mβ = (Kβ

M)−1 |u|2

16

wβ
M −

∑
Aβa

wβ
ABAβaK̃aM

 . (A.98)

We now have

wβ
M = 2b2cK

β
M −KDC̄

β Kβ
C̄ME

KEB̄
β

(
pβ

D + bcK
β
D

) (
pβ

B + bcK
β
B

)
=

∑
B

Kα
MB

∂wα

∂Kα
B

= `−2Kβ
M

[
1 + gβ

(
1 + C−1

β `pβ

)]
+O(xM),

K̃a,Mβ = 2
∑
B

qa
BβK

β
MB + cδaXδXK

′β
M +O(δ, xM)

= 2Kβ
M

∑
b

(
qb
Mβ + C−1

β

∑
A

qb
AβK

β
A

)
(δab + cδaXδXh

′
b) , (A.99)

where in the first equalities the sums are over all chiral multiplets, and in the second equalities

we specialized to the Kähler potential (??). For the minimal case we obtain

m2
Mβ

m2
G̃

=
1

z2

[
1 + gβ

(
1 + C−1

β `pβ

)]

− 1

z2

∑
α

(
ζα
Mβ + C−1

β `
∑
A

pβ
Aζ

α
Aβ

)∑
γ

[
δαγ +

3czλγCα

`2 (Cα + 3zλα)

](
gγ −

3zc̃

`2
∑
δ

λδgδ

)
,

ζα
Mβ =

∑
a

qa
MβQ

α
a , ζβ

M =
∑
α

ζα
Mβ, ζα

Aβ =
∑
a

qa
AβQ

α
a . (A.100)

It straightforward to check that (??) reduces to (??) for Cα → ∞, 3zλα → `2δXh
′
X . In

the examples considered in the text, each sector α with some kα
A 6= 0 includes a complete

minimal set with charges qa
Aα = qa

A, so ζα
Aβ = 1.

B Fermion masses
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The general expression for the Yukawa couplings of the fermionic superpartners of the

D-moduli

χA =
1√
2
DDA

∣∣∣ (B.1)

is somewhat complicated and involves the reparameterization connection derived from the

effective Kähler potential K̃:

ΓA
BC = K̃ADK̃DBC . (B.2)

However, due to the condition (??), in the simple model considered here, the Yukawa term

simplifies considerably since we can drop terms proportional to
∑

A k
AχA, and kA = `pA =

`k′A, k′′A = 0. Therefore the connection (??) drops out, as do terms proportional to∑
AWAχ

A and
∑

A K̂Aχ
A. Defining

χα =
1√
2
DΠα| , χc =

1√
2
DU | , χ` =

√
2 DL| , χI =

1√
2
DT I

∣∣∣ , (B.3)

the Yukawa couplings take the form30 [?] (in the gauge σmψ
m = 0 for the gravitino)

LY = −1

2

∑
AB

(
χAχB

){
eK̂/2

(
WAB + K̂ABW

)
+
u

4

[
2ŜAB (1− 2bc`)− b′cK̂AB

]}

+
∑
α

{
(χαχα)

u

8

bαc
(πα)2

− eK̂/2

[∑
I

(
χαχI

) (
WαI + K̂IWα

)
+
∑
A

(
χαχA

)
WαA

]}

−eK̂/2

{
1

2

∑
IJ

(
χIχJ

) [
WIJ +

(
2WIK̂J + K̂IK̂JW

)
(1− δIJ)

]
+
∑
IA

(
χAχI

)
WAI

}

+
1

4

∑
I

(
χIχc

) [
(b′c − bI)K̂I + 2bIcζ(t

I)
]
+

1

16`

[
2(1 + b′c`)k̃

′ + k̃′′`+
(k̃′)2`

k̃′`− 3

]
(χcχ`)

+
u

8

∑
I

(
χIχI

) (
∂I − 2K̂I

) {
[b′c − bI(1− 2bc`)] K̂I + 2bIcζ(t

I)
}

−1

8
(χ`χ`)

{
u

4`2(3− `k̃′)

[
3k̃′ − `(k̃′)2(1− bc`)− `k̃′′

(
3− 2`k̃′

)
(1 + bc`)

]}

+
(
k̃′′ + k̃′2

)
eK̂/2W − b′cu

4
k̃′′
}
−
∑
α

bαc
4πα

(χαχc)−
b′c
8u

(χcχc)

−1

2
eK̂/2k̃′

[∑
α

Wα (χ`χ
α) +

∑
I

(
WI + K̂IW

) (
χ`χ

I
)]

+ h.c., (B.4)

where we used

ΓI
II = 2KI = 2K̂I = −(RetI)−1, K̂IJ = δIJK̂

2
I , (B.5)

30A factor u(a) is is missing from the second and third term on the right hand side of (D.2) in [?].
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and we dropped terms proportional to F I which vanishes in the vacuum. Eliminating the

static fields χα, χc by their equations of motion gives

χα =
πα

u
χc +

4(πα)2

ubαc
eK̂/2

[∑
I

χI
(
WαI + K̂IWα

)
+
∑
A

χAWαA +
k̃′

2
χ`Wα

]
,

χc =
u

4b′c`

[
2(1 + b′c`)k̃

′ + k̃′′`+
(k̃′)2`

k̃′`− 3

]
χ`

+
u

b′c

∑
I

[
K̂I(b

′
c − bI) + 2bIcζ(t

I)
]
χI −

∑
α

ubαc
b′cπ

α
χα

=

(
1− bc

b′c

)
χc +

u

4b′c`

(
2k̃′ (bc`+ 1) + k̃′′`+

(k̃′)2`

k̃′`− 3

)
χ`

+
u

b′c

∑
I

χI
[
(bc − bI)K̂I + 2 (bI + pI − bc) ζ(t

I)
]
, (B.6)

where we used the equation of motion for Fα in (??), the constraints (??) and the definitions

(??); in particular ∑
A,α

bαc q
A
αχ

A =
∑
A

pAχ
A = 0. (B.7)

Evaluating (??) at the moduli vacuum values

F I = 0 = 1 + 4RetIζ(tI), K̂I = 2ζ(tI), (B.8)

gives

Xα ≡ eK̂/2Wαχ
α =

bαc u

4

[
2
∑
K

χIζ(tI) (qα
I + pα

I ) +
∑
A

χAqA
α +

k̃′

2
χ` −

χc

u

]

=
bαc u

4

[
2
∑
I

χIζ(tI)
(
qα
I + pα

I −
pI

bc

)
+
∑
A

χAqA
α −

1

4bc`

(
2k̃′ + k̃′′`+

(k̃′)2`

k̃′`− 3

)
χ`

]
,

χc =
u

4bc`

[
2k̃′ (bc`+ 1) + k̃′′`+

(k̃′)2`

k̃′`− 3

]
χ` +

2u

bc

∑
I

χIpIζ(t
I). (B.9)

Using (??) and (??), we have

eK̂/2WAB = −u
4

∑
α

bαc q
α
Aq

α
B, eK̂/2WAI = −u

2

∑
α

bαc q
α
A (qα

I + pα
I ) ,

eK̂/2WIJ = −uζ(tI)ζ(tJ)

[∑
α

bαc (qα
I + pα

I ) (qα
J + pα

J)− 2bI − 2pI + 2bIc + bc + b′c

]

−u
2
ζ ′(tI)

(
bI + pI − bc − bIc

)
δIJ . (B.10)
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Then defining

Lα ≡ −1

2

∑
α

Xα

{
2
∑
I

χIζ(tI) (qα
I + pα

I ) +
∑
A

χAqα
A + χ`

k̃′

2

}

= eK̂/2

[
1

2

∑
IJ

(
χIχJ

)
WIJ +

1

2

∑
AB

(
χAχB

)
WAB +

∑
IA

(
χIχA

)
WIA

]

− u

2bc

∑
IJ

(
χIχJ

)
ζ(tI)ζ(tJ)

[(
bI + pI − bIc

)
(2bc − pJ)− b2c − b′c (bc − pJ)

]
+
u

4

∑
I

(
χIχI

)
ζ ′(tI)

(
bI + pI − bc − bIc

)

+
u

16bc`

∑
I

ζ(tI)

{
(bc − b′c)

(
2k̃′ + k̃′′`+

(k̃′)2`

k̃′`− 3

)

−2`k̃′
[
bc
(
bI − b′c − bIc

)
+ pIb

′
c

]} (
χIχ`

)
+
uk̃′

64bc`
(bc − b′c)

(
2k̃′ + k̃′′`+

(k̃′)2`

k̃′`− 3

)
(χ`χ`)

Lc ≡ 1

8

{∑
I

(
χIχc

) [
(b′c − bI)K̂I + 2bIcζ(t

I)
]
+
b′ck̃

′

2
(χcχ`)

}

=
upI

2bc

∑
IJ

(
χIχJ

) (
bIc − bI + b′c

)
ζ(tI)ζ(tJ)

+
u

16bc`

∑
I

(
χIχ`

){[
2(1 + bc`)k̃

′ + k̃′′`+
(k̃′)2`

k̃′`− 3

] (
bIc − bI + b′c

)
+ 2`b′cpI

}
ζ(tI),

+
ub′ck̃

′

64bc`

[
2(1 + bc`)k̃

′ + k̃′′`+
(k̃′)2`

k̃′`− 3

]
(χ`χ`) (B.11)

we see that the second derivatives of the superpotential W drop out of the Yukawa coupling:

LY = L
(
χA, χI , χ`

)
+ Lα + Lc + h.c. = L(χA) + L

(
χI , χ`

)
+ h.c.. (B.12)

Referring to (??) and (??), the D-fermion masses are determined by

L(χA) = −u
8

∑
A

(
χAχA

) [
k′A (1− 3bc`)− bck

A
]

= −mG̃

2z

∑
A

(
χAkAχA

)
(1− 4z) , (B.13)

Here we evaluated (at leading order in δ) SAB| from (??) using (??) to obtain

`ˆ̀A = 2c
∑
a

h′aq
a
Ak

′A + c
∑
a

K̃aA

[
c̃−1c̃′h′a + h′′a

]
= ck′′A + c′k′A = (∂ ˆ̀̀ A)A, (B.14)

where the last equality follows directly from (??). When we make the fermion field redefini-

tions analogous to (??)–(??), the Lagrangian quadratic in D-fermions reads

LfD
=

1

2

∑
A

χ̄ī
(
i 6∂ −mG̃

1− 4z

z

)
χi, (B.15)
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where z = bc` and here χi = C(χ̄ī)T = C(χi)T is a four-component Weyl fermion. For the

dilatino and T-modulini, we have, using (??) in (??),

L(χI , χ`) = − u

64`2

[
2k̃′ − `k̃′2 (1 + 2bc`)− `2k̃′′

(
2bc`+ 3k̃′ + 2bc`k̃

′
)

+
`

3− k̃′`

{
`k̃′

(
2bck̃

′ + 4(k̃′)2 + k̃′′(1 + bc`
)}]

(χ`χ`)

+
u

2bc

∑
IJ

(
χIχJ

)
pIpJζ(t

I)ζ(tJ)

+
u

4

∑
I

(
χIχI

) {
(bI + pI − bc) ζ

′(tI)− 2ζ2(tI) [bI (1 + 2bc`) + pI + bc]
}

+
u

16bc`

∑
I

ζ(tI)(bc + bIc − bI)

(
2k̃′ + k̃′′`+

(k̃′)2`

k̃′`− 3

)(
χIχ`

)
. (B.16)

To determine the fermion masses we evaluate this expression at the vacuum values v′(`) =

v(`) = 0. Using (??), (??), and the vacuum conditions (??), (??), we obtain

L(χI , χ`) =
u

4

∑
I

(
χIχI

) [
(bI + pI − bc) ζ

′(tI)− pI + bc + bI(1 + 2bc`)

8(RetI)2

]

− u

32

∑
IJ

(
χIχJ

) pIpJ

(RetI)2
− 3zu(3 + 7z + z2 − z3)

64`(1 + z)3(1 + 2z)

∑
I

(
χIχ`

) bc + bIc − bI
RetI

−z
2(1− 13z + 24z2 + 7z3 + 35z4 + 54z5 + 6z6)u

64`3(1 + z)5(1 + 2z)
(χ`χ`) . (B.17)

The corresponding kinetic energy terms [?] are given in Dirac notation in terms of 4-

component Majorana spinors by

LKE(χI , χ`) =
ik̃′

16`
χ̄` 6∂χ` +

i

2

∑
I

(1 + bI`)K̂
2
I χ̄

I 6∂χI

=
3iz2

16(1 + z)2`2
χ̄` 6∂χ` +

∑
I

i(1 + bI`)

8(RetI)2
χ̄I 6∂χI , (B.18)

and the mass matrix in terms of the canonically normalized fields χI
N is

mχIχJ =
u

4(1 + bI`)

{
δIJ

[
8(RetI)2(bI + pI − bc)ζ

′(tI)− pI − bc − bI(1 + 2bc`)
]
+ pIpJ

}
,

mχ`
= −bcu

(1− 13z + 24z2 + 7z3 + 35z4 + 54z5 + 6z6)

12z(1 + z)3(1 + 2z)
,

mχ`χI = −
√

3

2

u

4

(3 + 7z + z2 − z3)
(
bc + bIc − bI

)
(1 + z)2(1 + 2z)

√
1 + bI`

. (B.19)
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In the FIQS model used in the text as an illustrative example, bIc = 0, and bI = bc + pI .

Since bI , pI are nearly independent of I, the mixing simplifies considerably in the case that

all three moduli are stabilized at the same self-dual point. In this case the eigenstates of

mχIχJ are

χ0 =
∑
I

χI
N/
√

3, (B.20)

and two orthogonal combinations χb that have the same mass:

mχb
= u

8(RetI)2pIζ
′(tI)− (pI + bc)(1 + bc`)

2(1 + bI`)
. (B.21)

Only χ0 mixes with the dilaton, with mass matrix

m =

(
mχ`

√
3mχ`χI√

3mχ`χI mχb
+m′

)
, m′ =

3up2
I

4(1 + bI`)
. (B.22)

C Massive Gc-charged chiral multiplets

If some Gc-charged chiral multiplets acquire masses at the U(1)a-breaking scale as in (??),

they do not contribute to the anomalies of the effective theory below the condensation scale,

and the anomaly matching conditions (??), (??) and (??) are modified to read

∑
α

bαc q
α
I = bI − b′c − bIc +

∑
R

CR
c

4π2

(
1− qR

I − qR̄
I

)
,

∑
α

bαc q
a
α = −1

2
δXδaX −

∑
R

CR
c

4π2
(qa

R + qa
R̄) ,

2
∑
A

qa
ApA = δXδaX +

∑
R

CR
c

2π2
(qa

R + qa
R̄) , (C.1)

where bc, b
′
c are defined as in Section ?? in terms of the Casimirs of the massless spectrum

of the strongly coupled gauge group. Then (??) becomes

∏
A

|φA|−2
∑

α
bα
c qA

α = exp

−∑
A

pA lnxA +
∑
I

pIg
I − δXhX −

∑
R,a

CR
c

2π2
(qa

R + qa
R̄)ha

 , (C.2)

The contribution of (??)

LR = −
∑
R

CR
c

16π2

∫
d4θ

E

R
Uc ln

{
cR
∏
I

[
η(T I)

]2(qR
I +qR̄

I +pR
I −1)∏

A

(
φA
)qA

R

}
+ h.c., (C.3)
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gives an additional contribution to the bosonic Lagrangian (??):

e−1LR
B = −u

∑
R

CR
c

8π2

[
2
∑
I

(
qR
I + qR̄

I + pR
I − 1

)
ζ(tI)F I + qA

RF
A

]
+

1

8
LR

c

(
Fc − uM̄

)
+ h.c.,

LR
c =

∑
R

CR
c

2π2

[
ln |cR|2 + 2

∑
I

(
qR
I + qR̄

I + pR
I − 1

)
ln |η(tI)|2

+
∑
A

qA
R

(
lnxA −GA −

∑
a

qa
Aha

)]
, (C.4)

where we used (??). Gauge invariance and modular covariance of the superpotential (??)

imply ∑
A

qA
Rq

a
A = −qa

R − qa
R̄, pR

I =
∑
A

qA
Rq

A
I . (C.5)

Then defining

pr
I ≡

∑
R

CR
c

4π2
pR

I =
∑
A

pr
Aq

A
I , pr

A ≡
∑
R

CR
c

8π2
qA
Rq

a
A, (C.6)

the equations of motion (??) for the auxiliary fields Fc, F
I and FA are modified to read

ūu = e−2b′
c/bceκ−2(Ŝ−δs)/bc

∏
α

|bα/4cα|−2bα/bc
∏
I

[
2RetI |η(tI)|4

](bI−bc+p̂I)/bc

e−
∑

A
p̂A ln xA/bc ,

F I = − 2RetI

1 + bI ˆ̀
ū

4
(bc − bI − p̂I)

[
1 + 4RetI ¯ζ(tI)

]
,

FA = − ū
4
K̃AB̄

[
2ŜB̄ − p̂B − K̂B̄bc

]
, (C.7)

where

p̂I = pI − pr
I =

∑
A

p̂Aq
A
I , p̂A = pA − pr

A,
∑
A

p̂Aq
a
A = δXδaX . (C.8)

Therefore the effective potential is determined by parameters defined in terms of the modular

weights and gauge charges of the full spectrum of the effective theory at the string scale,

except for the renormalization group factor Λ2
c ∼ e−2/3bcg2

s that depends on the β-function

factor for the massless spectrum of the strongly coupled sector below the U(1)a-breaking

scale.
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