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Hadronization geometry and charge-dependent two-particle correlations on
momentum subspace (7, ¢) in Au-Au collisions at /syy = 130 GeV
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We present the first measurements of charge-dependent two-particle correlations on momentum-
space difference variables 71 —n2 (pseudorapidity) and ¢1 —¢2 (azimuth) for primary charged hadrons
with transverse momentum 0.15 < p; < 2 GeV/c and |n| < 1.3 from Au-Au collisions at /SNy =
130 GeV. We observe correlation structures not predicted by theory but consistent with evolution
of hadron emission geometry with increasing centrality from one-dimensional fragmentation of color
strings to higher-dimensional fragmentation of a hadron-opaque bulk medium.

PACS numbers: 24.60.Ky, 25.75.Gz

The analysis of correlations and fluctuations plays an duced in ultrarelativistic heavy ion collisions [, i2, 13].
important role in studies of the colored medium pro- Specifically, in-medium modification of color-string frag-



mentation and hard parton scattering in heavy ion col-
lisions affects large-momentum-scale two-particle corre-
lations (momentum difference comparable to the STAR
detector acceptance). Large-scale correlations may result
from initial-state multiple scattering [, 1], in-medium
dissipation [6] and fragmentation of the colored medium
to final-state hadrons (fragmentation of strings in p-p,
fragmentation of the bulk medium in A-A). String frag-
mentation models [1] describe correlations on (7, ¢) in
high-energy p-p collisions in terms of local conservation
of transverse momentum and net charge (canonical sup-
pression of net-momentum and net-charge fluctuations).
The corresponding process in A-A collisions is an open
question. Predictions have been made of dramatic sup-
pression of net-charge fluctuations in central A-A colli-
sions as signaling quark-gluon plasma formation [g].

In this Letter we report the first measurement in heavy
ion collisions of the centrality dependence of two-particle
charge-dependent correlations (like — unlike sign charge-
pairs) distributed on difference variables ¢a = ¢1 — ¢2
and na = 11 —n2. The data suggest that local charge con-
servation at hadronization plus increasing system density
and spatial extent result in evolution with Au-Au central-
ity from one-dimensional (1D) charge-ordering (locally-
alternating charge signs) on configuration space z (beam
axis) to two-dimensional (2D) charge ordering on (z, ¢).
Those results were not anticipated by theoretical mod-
els [3, 9]. This analysis is based on Au-Au collisions at
V/3n~n = 130 GeV obtained with the STAR detector at
the Relativistic Heavy Ion Collider (RHIC).

Charge-dependent (CD) number-density autocorrela-
tion distributions on difference variables [10] access
the charge-dependent structure of two-particle density
p(p1, p2), projected in this analysis onto momentum com-
ponents (11,72, ¢1, P2). Differential correlation analysis
is achieved by comparing object and reference distribu-
tions, the former comprised of particle pairs formed from
single events (sibling pairs), the latter of pairs formed
from different but similar events (mixed pairs). The two-
particle correlation function and pair-number density ra-
tio distribution are then defined respectively by

O(ﬁlvﬁé) = pmilﬁ(ﬁlaﬁQ) [T(ﬁlaﬁQ) - 1] )
r(P1,P2) = psiv(P1,D2)/Pmiz (D1, D2)- (1)

In this analysis, pair-number densities p(a, b; Py, p2) for
charge-pair combinations (¢ = £, b = +) were pro-
jected onto variable pairs (n1,72), (¢1,¢2) and differ-
ence variables (na,®a) as histograms of pair numbers
Nabij = €g €y p(a,b;x;,y;), where €, €, are bin widths
on variables z,y € {n,é,na,¢0a}. Sibling and mixed
pair numbers for each charge-pair type were separately
normalized to the total number of detected pairs in each
event class: fgpij = Nab,ij/ Eij Ngp,ij. Normalized pair-
number ratios Tepij = Rab,ij,sib/Tab,ij,miz are the basis
for this analysis. To reduce systematic error, ratio his-
tograms were obtained for subsets of events with similar
centralities (multiplicities differ by < 50) and primary-
vertex location (within 7.5 cm along the beam axis). Ra-

tios 7qp,;; for each centrality were defined as weighted
averages over all subsets in that centrality class. Ra-
tios were further combined to form like-sign (LS: a = b),
unlike-sign (US: a # b), and charge-dependent (CD = LS
— US) ratios (the last definition compatible with isospin
convention and net-charge fluctuation measures) [11].

Data for this analysis were obtained with the STAR de-
tector [14] using a 0.25 T uniform magnetic field parallel
to the beam axis. A minimum-bias event sample required
coincidence of two Zero-Degree Calorimeters (ZDC); a 0-
15% of total cross section event sample was defined by
a threshold on the Central Trigger Barrel (CTB), with
ZDC coincidence. Event triggering and charged-particle
measurements with the Time Projection Chamber (TPC)
are described in [12]. Tracking efficiencies, event and
track quality cuts and primary-particle definition are de-
scribed in |11, [13]. Tracks were accepted in |n| < 1.3,
full azimuth and 0.15 < p; < 2 GeV/c. Particle iden-
tification was not implemented. Corrections were made
to ratio 7 for two-track inefficiencies due to track split-
ting and merging. Small-scale structures due to quan-
tum, Coulomb and strong-interaction correlations [14]
were suppressed by eliminating sibling and mixed track
pairs (~22% of total) with |na] < 1.0, |¢pa| < 1.0 and
|pi1 — pr2| < 0.2 GeV/c if py < 0.8 GeV/c for either par-
ticle. Those cuts do not significantly affect structures in
Fig. Bl Four centrality classes for 300k events labeled (a)
- (d) for central to peripheral were defined [15] by cuts on
TPC track multiplicity N within the acceptance relative
to end-point multiplicity Ny, which corresponds to the
maximum participant number |11, [16].
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FIG. 1: Normalized LS pair-number ratios 7 for collisions in
centrality class (a) (most central) for (n1,72) (left panel) and

(41, ¢2) (right panel).

Fig. M shows ratio # for the LS charge combination on
(m,n2) and (¢1,¢2) for centrality class (a). Deviations
from unity, 7 — 1, of this per-pair variable contain a triv-
ial dilution factor 1/N (N is the mean multiplicity in
the acceptance) and are therefore typically a few permil
for central Au-Au collisions. However, the correlations
remain highly significant compared to statistical errors
(¢f. Figs. BlE). Quadrupole or vy structures (associated
with elliptic flow) plus additional same-side (|pa| < 7/2)
structure dominate the right panel. The anticorrelated
LS distribution on na in the left panel is suggestive of
charge ordering from string fragmentation in p-p colli-
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FIG. 2: Perspective views of two-particle CD joint autocor-
relations N(#—1) on (na, ¢a) for central (a) to peripheral (d)
collisions. Center bins at ¢ = na = 0, containing photon-
conversion electron pairs, were omitted from model fits.

sions [, [11], a conclusion which is however misleading.
For A-A collisions a more complete picture is obtained
from 2D joint autocorrelations on combined difference
variables (na, @A), as shown in Fig.

Invariance of correlation structure on sum variables
m + n2 and @1 + ¢o in Fig. [l implies that those dis-
tributions can be projected onto their respective dif-
ference variables to form 1D autocorrelation distribu-
tions |L0] without loss of information. If projections are
implemented on both difference variables the resulting
2D joint autocorrelation on (na,da) compactly repre-
sents all correlation information on momentum subspace
(m,n2, &1, ¢2). Shown in Fig. Bl are perspective views
of CD joint autocorrelations for four centrality classes.
Quantity N (7 — 1) [18] represents per-particle correla-
tions and is O(1) for all centralities. Fig. B distributions
are dominated by a 2D negative peak: broader and ellip-
tical for peripheral collisions with major axis along ¢a,
transitioning smoothly to a narrower and deeper peak
symmetric on (na, ¢a) for central collisions. The vertical
axis limits were chosen to display large-scale structure.
1D projections of Fig. @ distributions onto individual dif-
ference variables ¢ and na are shown in Fig. Bl Solid
dots (open triangles) correspond to na (#a) projections.

Statistical errors for # in Fig. [l (central collisions) are
40.00015 for all bins. Statistical errors for 1D autocorre-
lations are uniform on ¢ (perodic variable) but approxi-
mately double as |na| increases from 0 to 2 (finite n accep-
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FIG. 3: Projections of 2D CD joint autocorrelations N (7 —1)
in Fig. Blonto individual difference variables na (solid points)
and ¢a (open points) for central (a) to peripheral (d) colli-
sions. Solid (dashed) curves represent corresponding projec-
tions of 2D analytical model fits to the data. 2D peaks are
substantially reduced in amplitude by 1D projections.

tance). Statistical errors at na ~ 0 vary from +0.00015
for central collisions to +0.0007 for peripheral collisions,
again reflecting the 1/N dilution factor. In contrast, sta-
tistical errors for N (7 — 1) in Fig. B (0.2 = one tick, for
na ~ 0) are independent of centrality. Statistical errors
for projections in Fig. Bl are shown explicitly in that fig-
ure by error bars. Systematic errors were estimated as in
|L1]. The dominant systematic error is correlations from
resonance (p”,w) decays, estimated to be about 10% of
the peaks in Fig. Blin the range [na| < 0.5, [¢a| < 2 [19].

Joint autocorrelations in Fig. Bl were fitted with a
model function consisting of a 2D function peaked on
both na and ¢a and a 1D gaussian on na (the latter
motivated by the p-p limiting case |11, 20]) plus constant
offset, all defined relative to quantity # — 1 as

F = Ao+iz‘lk€{<‘/§ij1’€>2+<¢§::&’€>2] ,(2)
k=1

where k = 1 corresponds to the 2D peak on (na, da),
and k = 2 corresponds to the independent gaussian peak
on Na (Opa,2 — 00). Py =1 represents the observed ex-
ponential shape of the 2D peak, while P, and o, » were
fixed at 2 and 1.5 (parameter P controls peak shape).
F interpolates between the 1D gaussian peak observed
in p-p and the 2D exponential peak observed in central
Au-Au collisions. Best-fit values for the varied param-
eters and x?/DoF for the four centralities are listed in
Table [l Total systematic error for extrapolated quanti-
ties [21] in TableMwas 11% (errors added in quadrature).



TABLE I: Parameters and fitting errors (only) for model fits

[Eq. @)] to joint autocorrelation data in Fig. B for centrality

bins (a) - (d) (central - peripheral). Total systematic error

for normalized amplitudes is 11%.

centrality| (d) | (¢) | (b) | (a) [ error®(%)
S 1.19 | 1.22 | 1.25 | 1.27 8?

N 115.5(424.9(789.3| 983.0
SNAy 0981080091 0.79 | 11-12
SNA;, | -41|-68|-7.7| -7.7 6-4
Oon1 | 0.66|0.54 | 0.51 | 0.51 11-5
Onaa | 046042041 | 0.41 10-5

SNA, |-0.51|-0.11-0.15|-0.021|0.17-0.19 ©

2 380 | 315 | 314 | 329
X°/DoF | 5% | 515 | 35 315

“Range of fitting errors in percent from peripheral to central.

bSystematic error.
®Magnitude of fitting errors.

The model fits indicate that with increasing centrality the
2D peak exhibits 1) strong amplitude increase, 2) signif-
icant width reduction and 3) approach to approximately
equal widths on ¢a and na for central collisions.
Charge-dependent correlations for central Au-Au colli-
sions differ markedly from p-p data. CD correlations for
p-p collisions are dominated by a 1D negative gaussian
peak on na with o, ~ 1 [17, 20], associated with charge
ordering on z during string fragmentation [1]. For the
most peripheral Au-Au centrality in this analysis (d) we
observe CD correlation structure intermediate between p-
p and central Au-Au collisions. In the latter case a large-
amplitude 2D negative exponential peak dominates the
correlation structure, with similar widths on na and ¢a
much reduced from p-p collisions. Variation of peak am-
plitudes and widths with Au-Au centrality are shown in
Fig.H along with p-p limiting cases (bands and line) from
STAR p-p data at 200 GeV [2(] (v = 1), consistent with
ISR p-p data at 52.5 GeV [L14]. Efficiency-corrected per-
particle amplitudes —SNA for central Au-Au collisions
exceed those for p-p collisions by a factor 10, strongly
contradicting a p-p linear superposition hypothesis [18].
These results suggest that CD correlations in Au-Au
collisions, as in p-p collisions, derive from configuration-
space charge ordering but that the hadronization geom-
etry changes from 1D in p-p to 2+ dimensions in central
Au-Au collisions, contributing to the peak symmetry on
(na, ). In Fig. @ the contribution from 1D charge or-
dering (gaussian peak on 1) is already substantially re-
duced for centrality (d) (v ~ 2.5) in favor of the symmet-
ric component. A hadron-opaque medium in central col-
lisions may contribute to the newly-observed exponential
peak shape. An exponential distribution on pair open-
ing angle [radius on (7, ¢)] is consistent with: 1) correla-
tions detected only if both members of a correlated pair
are not significantly scattered, 2) scattering probability
measured by a mean free path, 3) mean path length in
the medium increasing monotonically with pair opening
angle. That picture assumes that CD correlations are
not due to parton fragmentation outside the medium.
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FIG. 4: Left panel: Amplitudes for exponential (dots) and
gaussian (triangles) peak components from Table [l for peaks
in Fig. Pl are plotted on mean path length v [1€]. Right panel:
Fitted widths o, (dots) and tan™' o4, (triangles) are also
plotted on v. Hatched regions, dash-dot line and v = 1 data
points summarize p-p limiting values. Curves guide the eye.

Contributions from charge ordering in jet fragmentation
were sought by splitting central Au-Au data at p; = 0.5
GeV/c, below which jet fragments should be negligible.
Peak structures as in Fig. Pl dominated both subsamples,
although the amplitudes were somewhat different.

HIJING [d] and RQMD [9] charge-dependent correla-
tions qualitatively disagree with data. Hijing charge-
dependent correlations are derived from the Lund model
via Pythia, and are consequently consistent with p-p 1D
string fragmentation for all A-A centralities: a 1D gaus-
sian on na with amplitude about 10% of the peak in
Fig. B (a). RQMD, dominated by resonance decays and
hadronic rescattering, exhibits a broad 2D gaussian on
(na, da), with amplitude also about 10% of data for
central collisions. Large-scale correlations as in Fig. [
observed for US and LS pairs in data are consistent with
local charge ordering but inconsistent with CD correla-
tions from decays of hadronic resonances such as the p°,
which would affect only the US pair type, further arguing
against a resonance-gas scenario.

In summary, we have measured charge-dependent
joint autocorrelations on difference variables ¢ and
na for Au-Au collisions at /syny = 130 GeV. The
data are consistent with local charge conservation or
canonical suppression of net charge fluctuations, evolv-
ing from 1D color-string fragmentation in p-p collisions
to exponentially-attenuated 2D charge-ordered emission
from a hadron-opaque medium in central Au-Au col-
lisions.  These results are qualitatively inconsistent
with standard collision models. Charge-dependent au-
tocorrelations provide unique access to the geometry of
hadronization and rescattering as the energy density and
spatial extent of A-A collisions increase with centrality.
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