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VISION 

Greetings. 

In 1974 the staff of the Controlled Thermonuclear Research Computer Center, NERSC's original 
name, began a revolution in computing. Their new vision was to provide a supercomputer to a user 
community spread over the nation, instead of only to local users, and they set about creating and 
adapting technology to do so. Over the years, the staff of NERSC and ESnet have delivered on that 
original concept, and continued to set the standards for the supercomputer centers and research 
networks that followed. 

Twenty-five years ago, the word "supercomputer" was not yet in current use, and we were just 
scientists; "computational scientist" was not yet a respectable or even understandable term. Computer 
science was only beginning to gain recognition as an independent discipline. In those early days, 
scientists ordinarily sat in a computer center, keypunching decks of computer cards for batch submis
sion, and then waiting for fan-folded stacks of printout. That was what it meant to use a computer 
center. Interacting with a large computer via a printing teletype or a "dumb" terminal was still a 
novelty for most of the country's scientists. 

The idea that interactive scientific computing could be provided to a national community from a 
central facility was truly revolutionary. The early N ERSC center achieved that goal and built the 
modern aesthetic of supercomputing, which allows scientists to interact with the machines as though 
they were in the same room, visualizing and manipulating results immediately. The aesthetic was so 
strong that for a while a delay was put in the connections for local users to give them the same level 
of access as users on the other side of the country. That arrangement ensured that the pressure 
for better service for the entire national community would be the dominant influence on the center. 

The concept worked. Numerical simulation in plasma physics and fusion research advanced quickly 
and set a new standard for scientific discovery. These scientists were the vanguard of the supercom
puter revolution. When NERSC broadened its mission to serve a larger scientific community in 
the late 1980s, new discoveries and advances over the entire spectrum of scientific research ensued. 

Another important result from the center was development of the Cray Time Sharing System. 
CTSS became the standard at other centers, and when the National Science Foundation centers in 
Illinois and San Diego were established, they also adopted the NERSC (then called the MFECCl 
model of a supercomputer center, including CTSS . 

In its 25-year history NERSC has witnessed a stunning change in the technology of computing . 
In 1974 the speed of a supercomputer was measured in megaflops and its memory was large if it had 
64,000 words. Today our measures are teraflops for speed and terabytes for memory - million-fold 
increases over the standards of 25 years ago. The history of computing technology is not N ERSC's 
history, though. NERSC 's story is about invention and scientific discovery, and it is the story of the 
computer scientists and scientists of the center whose accomplishments created its influential past 
and are creating its future. 

Bill McCurdy 
Associate Laboratory Director for Computing Sciences 
Ernest Orlando Lawrence Berkeley National Laboratory 
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Director 
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DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



LEADING 

A team of scientists in Tennessee, Iowa, 

New York, California and England 

studying the behavior of magnetic fields 

develop a computer model which shows 

how the magnetic properties of iron atoms 

change as the temperature increases. The 

resulting simulations provide new information 

about the behavior of magnetic fields. 

Physicists in Berkeley, California, trying to 

determine whether our universe wi ll continue 

to expand or eventuall y coll apse, gather data from 

dozens of distant supernovae. By analyzing the data and 

simulating another 10,000 supernovae on supercomput-

ers, the scientists conclude that the universe is expanding

and at an accelerating rate. 

Researchers in Princeton, New Jersey, seeking to better under

stand how hot gases can be fused together to yield vast amounts of 

energy, create computer simulations which build on data from 

experiments and give them new insights into physics. 

By harnessing the computing and networking power of the U .S. 

Department of Energy's N ational Energy Research Scientific 

Computing Center and the Energy Sciences Network, these scien

tists, along with thousands of others across the country, are proving 

the value of computational science as a complement to theoretical 
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N ERSC Director 
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NERSC's Cray T3E superco mputer 

marked the center's move to massive ly 

parallel processing. 

and experimental science. Additionally, computer simulations 

developed using the resources of NERSC and ESnet are giving 

scientists unprecedented understanding of such complex problems 

as combustion, protein folding, global climate changes and the 

behavior of subatomic particles. 

Located at Lawrence Berkeley National Laboratory in Berkeley, 

California, NERSC and ESnet are national facilities serving 

the needs of resea rchers at DOE facilities and universities across 

the nation. Together, NERSC and ESnet represent the most 

powerful combination of open computing and networking in 

the country. As separate facilities, they have pioneered many 

of the technologies and capabilities taken for granted in today's 

world of high-performance computing and communications. 

Funded by the DOE's Office of 

Science, NERSC's mission is to accel

erate the pace of scientific discovery 

by providing high-performance 

computing, information and commu

nications services . Our primary goal 

is to make possible computational 

science of scale, in which large, inter

disciplinary teams of scientists attack 

fundamental problems in science 

and engineering that require massive 

calculations and have broad scientific 

and economic impacts. 

To provide the computing power necessary to perform such 

calculations, NERSC has deployed lead ing-edge supercomputers 

throughout the center's existence. Most recently, NERSC installed 

the first phase of an IBM SP-3 system, which will eventually 

provide more than 2,048 processors for scientific computing with 

a top speed of 3 teraflops, or three trillion calculations per second. 

The first phase of that IBM system, with 512 processors for 

computing, has a peak performance of 410 gigaflops. NERSC also 

operates a 696-processor Cray T3E-900, and in the summer of 

1999 accepted the first three of four planned Cray SVl computers. 

NERSC's High Performance Storage System for storing and 

retrieving archival data, has a capacity of more than 500 terabytes, 

or five hundred trillion bytes of data . 
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______ R._e g_aLd in g t b e_o_ Lgin s_o_f_ M . .E..R .. SJ~-----------------

AL TRIVELPIECE 

Director, Oal< Ridge National Laboratory 

On Jan. 1, 1973, I took a two-year leave of The request for proposals to become the center led to 

absence from the University of Maryland and submissions by the labs engaged in fusion research as 

joined the Atomic Energy Commission as to their capabil it ies and dedication. After due process, 

Ass istant Director for Research in the Livermore was selected to be the site of the Contro lled 

Control led Thermonuclear Research Division. Thermonuclear Research Computer Center (C TR CCJ. 

Short ly after that, I initiated a review of the Sid Fern bach led the Livermore program at the begin-

research program's act ivities. Thi s led to a ning. A lot of hard work by more people than I can 

report, "Review of the Research Program of give credit to in this space did an outstanding job in 

the Division of Contro lled Thermonuclear turning an idea into reality. 

Research," which was presented at a meet-

ing in April at Massachusetts Institute ofTechnology. I left the AEC in 1975 t o return to teaching at the 

This report recommended, " the creation of a CTR com- University of Maryland. Time passed. The CTR CC 

puter center with its own specia l-purpose dedicated became the Magnetic Fus ion Energy Computer 

computer." Center. By some quirk of fate I ended up as the Director 
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of the Office of Energy Research (now Science) in the :::0 
Thi s recommendation in turn led to the establishment Department of Energy in 1981. One of my early con- -

of a panel, chaired by Bennett Miller, to explore this cerns was the lack of high-performance computing sup- m 
possibility. The report of the panel, " The Application port of some of the other programmatic activities in (,/) 

of Computers to Control led Thermonuclear Research," 

pointed out that entire magnetic fusion program had 

the collective computing capability of one Contro l Data 

Corp. 6600 computer. It was clear that to make effec

tive progress in understanding the properties of plas

mas as produced in some of the experimental devices 

of that time wou ld require several CDC 7600 equiv

alents. It was also clear from t he budgetary circum

stances that this wou ld be impossible. 

However, there was another possibility. Would it be pos

sible to have one 7600 equivalent at one lab connected 

to the other labs with what would at that time be con

sidered wide bandwidth? One of the arguments at the 

time was that this would allow several individuals inter

ested in tokamak transport problems to simu ltaneously 

work on the same code. This wou ld in principle allow 

a better compar ison of experimenta l results between 

the various plasma experiments. 

What was amazing to me was that this " revo lution

ary" idea got funded. One of the individuals who played 

a backroom role that proved to be essential was Johnny 

Abbadessa, contro l ler of the AEC during this period. 

He liked the idea of multi-site users of one computer 

and provided essential backing in some of the diffi cult 

discussions with the Office of Management and Budget. 

ER . I created some uproar by allocating 5 percent of 

the time available on the fusion computer system for 

projects in ER other than fusion. The idea of having 

a high performance computing resource available for 

ER programs took hold and led indirectly to N ER SC . 

I am pleased to have had the opportunity to be at the 

right place at the right time to help this outcome along. 

I hope that the future events leading to some vers ion 

of the Strategic Simulat ion Initiative come to pass. 

This is important t o the long-range efforts that the 

Department of Energy has set out for itself in vari

ous areas of science and technology development. 

But as I t old Bob Hirsch, who was the director of the 

fus ion program at the AEC, " I bel ieve that the abil i

ty of the members of the fusion and plasma physics 

commun ities to communicate with each other over the 

network will prove to be more valuable than the abil

ity to work co llect ively on plasma transport codes in 

tokamaks." I still beli eve it. 

Congratulations to everyone who has had a hand in 

keep ing this idea alive for 25 years. I bel ieve that the 

best is yet to come! 



MOR E THAN MACHINES 

Although supercomputing centers and networks a re often 

desc ribed in terms of their hardwa re, NERSC and ESnet's 

successful leadership is really a continuing story of our staff 

applying the latest technologies to provide m ore advanced 

services and solutions. NERSC has evolved the role of the 

scientific com puting staff member away from the application

specific parall el programmer towa rds the computational 

technology expert. O ur Scientific Computing staff collaborate 

with strategic use rs to port and develop scientifi c applications, 

as well as to evaluate, integ rate, and create new hardware 

with users to enhance the speed of their applica tions, answer 

questions, and conduct on-line, video and class room training. 

Two g roups within NERSC, the Center fo r Computational 

Sciences and Engineering and the A pplied N umeri ca l Algorithm s 

G roup, a re national leaders in developing speciali zed algo ri thms 

fo r studying problems in fluid dyna mics. Their applica tions 

of adaptive mesh refin em ent capabilities a re adva ncing computer 

simulations used to study such problem s as combustion and 

wea ther. 

N ERSC also benefits from the experti se of clien ts and sc ienti sts 

from other o rgani za tions. The NERSC Use rs G roup meets 

regularl y and provides guidance rega rding NERSC services and 

the direction of future development. In ea rl y 1999, the D epartment 

of Energy announced a new policy for alloca ting NE RSC's com

puting resources. The new policy broadens the role of scientific 

pee r rev iew in eva luating applications and provides fo r two add i

tional pa nels - the N E RSC Policy Boa rd , w hich helps guide 

overall development of the center, and the Program Advisory 

Committee, which brings increased scienti fic pee r rev iew to the 

program and alloca tion of resources. 

COMPUTER SCIENCE RESEARCH 

To stay at the forefront of high-performance computing and the 

underlying technologies, NERSC participates in com puter science 

research as both a consumer of sta te-of- the-a rt technologies and 

an acti vist in communicating the needs of sc ienti sts to computer 

science R&D organizations. In the consumer role, we continuall y 

eva luate and test next-generation softwa re and hardware, such as 

new mass-storage systems, compil ers, languages and visualiza tion 

tools, for potential introduction into NERSC systems. Our use rs' 

needs for high-performance com putational robustness, reliability 



and effi ciency provide a solid testbed for new ideas and designs. In 

our activist role, we stri ve to influence the direction of technology 

development and shape the national technology agenda by focus
ing on technologies that are two or three generations in the future. 

With the move to Berkeley Lab, NERSC offered joint appoint

ments to several UC Berkeley Computer Science faculty members 

who are conducting scientific and high-performance computing 

research. These appointments provide a bridge for combining and 

leveraging the complementary intellectual resources of the campus 

and the Laboratory. 

REALIZING THE POTENTIAL 

OF CLUSTERS 

Another area of intense activ ity is the development of cluster 

computing with commodity processors and open software based 

on the Linux operating system. Small clusters are ideal for parallel 

code development, special-purpose applications, and small- to 

medium-sized problems. Large clusters show prom ise of replacing 
MPPs for certain applica tions. NERSC's Future Technologies 

Group is working closely with other research orga niza tions and 

vendors to assess and develop nevv tools to more full y real ize the 

potential of PC clusters for scientific computing. 

ALL THE RIGHT CONNECTIONS 

The Energy Sciences Network , 

or ESnet, is a high-speed network 

serving thousands of U.S. 

D epartment of Energy 
researchers and collabora tors 

world wide. Managed and operat

ed by the ESnet staff at Berkeley 

Lab, ESnet provides direct con

nections to more than 30 DOE 

sites at speeds up to 622 megabits 

per second. Connectivity to the 
globallnternet is maintained 

through "peering" arrangements with more than I 00 other 

Internet service providers. Funded principally by DOE's Office 

of Science, ESnet allows scientists to use unique DOE research 

faciliti es and computing resources- independent of time and 

location- with state-of-the-art performance levels. 

_Early success led to _a broadening 

of NERSC's mission 

JAMES DECKER 

Deputy Director, 
Department of Energy, Office of Science 

The NMFECC- NERSC'spredecessor

was the creat ion of AI Trive lpiece when he 

was the Director of Research for the Office 

of Fusion Energy, and of his Deputy, Bennet 

M iller. Several years later, when I direct

ed that same office, since renamed the 

Divis ion of Applied Plasma Physics, I 

assumed responsibility for managing AI and 

Bennet's creation . When AI returned to the 

Department of Energy as Director of 

Energy Research, he selected me as his spe-

cial assistant and gave me the task of studying how to provide Vl 

the same kind of supercomputer support that fusion enjoyed to 

the other research programs in ER . At the same time, there was 

concern about the future of the supercomputer industry in the 

United States and the lack of access to supercomputers by the 

scient ific community. I was selected by the President's Science 

Advisor to chair an interagency committee charged with put

ting together a report recommending a U.S. program address

ing both the needs of researchers and the state of the industry. 

The resu lt of both of these tasks included a recommendat ion 

that the NMF ECC role be expanded to include other areas of 

research. 

We began with a pilot program that all ocated 5 percent of 

N M FECC 's resources to other ER research programs. The pilot 
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was an unqualified success. In fact, it was oversubscribed by a :::0 
factor of 20- so we changed the mission of the NMFECC from -

supporting fusion alone, to supporting al l of ER 's research pro

grams. At that time, it was the only supercomputer center ded

icated to civi lian scientific users; neither NS F nor DOD had sim

ilar centers. In 1990, the NMFECC was renamed NERSC, and 

when what later became the Office of Advanced Scient ific 

Computing Research was formed, I was named its first direc

tor, once again managing N ERSC in its broader role. I have con

tinued my interest in its progress since becoming the Deputy 

Director of Energy Research in 1986 . 

Look ing back over my nearly 25 years of invo lvement w ith 

NERSC, I think that it has been an outstand ing success. It has 

made significant contributions to al l of our research programs. 

Th rough ESnet, it has made a wide range of co ll aborations pos

sible and continues to do so. It has also made substantial con

tributions to scientific computing and rel iable high speed com

munications. I n the future, I expect that the importance of com

puting, and of NERSC, to the Office of Science can on ly increase. 

Many of the problems we are interested in solving are of such 

complex ity that they can on ly be addressed through scientific 

simulation, and N ER SC must be a major player in developing 

the too ls and techniques to so lve them. 

m 
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Collaborative services 

are key components of 

ESnet's service. 

In fact, ESnet performance levels have grown with user demands 

by a factor of more than 10,000 since its inception in the mid-1980s. 

Measurements of traffic accepted by the network from researchers 

show growth by a factor of more than 400 since 1990. 

ESnet derives its effectiveness from the extensive cooperation it 

enjoys with its user community. It is one of the most widely based 

and successful cooperative efforts within the Department of Energy, 

perhaps within the federal government. The extensive participation 

by technical and scientific personnel on a DOE-wide basis results in 

extremely effective leveraging of both effort and resources. 

An essential element of DOE research is the collaboration of teams 
of researchers located around the world. ESnet enhances the effec

tiveness of these scientists' work by providing interconnections to 

other research sites and networks in the United States and around 

the world. 

In addition to high-speed network connections, ESnet provides 

additional services in support of DOE research efforts. The flag

ship service is the ESnet Virtual Collaboration Services, or VCS -

a collection of integrated collaboration services and tools designed 

for ease of use. Tools include an MCU (Multipoint Control Unit) 

for multiple participant video-conferencing, an audio bridge, a 

data-conferencing tool and an Mbone bridge for multi-casting. 

The user-driven, collaborative framework of ESnet, with its on

going combination of reliable services coupled with state-of-the-art 

capabilities, uniquely positions it to contribute to the development 

of leading-edge technologies. ESnet is also strategically positioned 

to participate in interagency, national and international research 

and development projects, such as Internet Protocol version 6 

(IPv6), Asynchronous Transfer Mode (ATM), streaming video, 
multicast, virtual private networks and differentiated services on 

the Internet. In fact, in August 1999, ESnet was assigned the first 

production address using the IPv6 protocol. 



SHAPING 
THE 

Virtually unlimited sources of clean 

energy. Accurate blueprints of our 

genetic makeup which allow once 

incurable diseases to be eradicat

ed. Insight into how human 

activities affect our global cli

mate and how we can protect 

our planet. Knowledge of the 
most fundamental building 

blocks of our universe. Once the 

stuff of science fiction , research in 

these and other fields by scientists utiliz

ing the resources of NERSC and ESnet holds 

the promise of dramatically changing our world. By providing 

the scientific community with more powerful and more useful 

computing and networking resources, NERSC and ESnet will 

continue to accelerate scientific discovery. 

By the end of the year 2000, NERSC will have on line a 2,048-

processor IBM SP-3 supercomputer, with a theoretical peak 

capacity of 3 teraflops. Named in honor of Berkeley Lab Nobel 

Laureate Glenn Seaborg, the IBM machine will be one of 

the world's most powerful computers for unclassified research. 

NERSC selected the IBM system for its ability to handle large

scale scientific problems. To ensure that the next-generation 

NERSC system is well-suited to the demands of a production 

supercomputing center, NERSC and IBM are developing 

and testing a benchmark known as "ESP," or Effective System 

Performance. This set of tests will measure how well any 

highly parallel machine will deliver under a realistic workload. 

Additionally, The SP's architecture will also allow NERSC 

to run a variety of different-sized computations simultaneously, 

thereby providing faster turnaround of results for users across 

the country. 

FUTURE 



The new Berkeley Comput ing 

Facil ity is scheduled to open 

mid-2000 in Oakland. 

In summer of 200 0, Berkeley Lab will open its new computing 

facility in Oak land. The LB NL Computing Center will house 

NERSC's computing and data storage resources, as well as 

computers used by the Lab's scientific programs and adm inistrative 

organizations. The 27, 000-square-foot center will provide a 

state-of-the-a rt facility for the 2, 048-processor IB M SP-3 super

computer and also accommodate future systems. 

Looming large on the computational science horizon is data in ten

sive computing, stemming from increas ing rates of data generation 

from both computer simulation and experiments. For example, 

the high energy physics community is bringing on line new experi

ments which have predicted data generation rates of about 10 

terabytes pe r yea r in 2002 and 1 petabyte per year in 2005. Both 

the climate research and bioinformatics communities predict similar 

growth in data from various projects. These projected data rates 

are forcing a reevaluation of storage and bandwidth requirements, 

and are lead ing to new tools in scientific data management. 

The Mass Storage Group at NERSC will continue to provide the 

storage med ia and baseline technology for large amounts of data. 

This group has increased the tertiary storage ca pacity at NERSC 

at an exponential rate, and kept ava ilable storage capacity ahead of 

the demand. At the same time that raw capacity was increas ing 

exponentiall y, NERSC transitioned its storage management system 

completely to HPSS. As a developer site, NERSC is able to 

influence the HPSS consortium to prov ide tools for the requi re

ments of the data intensive applications. 

In summer 1998, NERSC began laying the found ation for large

scale data transfers from high energy and nuclea r physics 

experiments expected to generate up to 1.5 terabytes of data per 

yea r. Massive amounts of data from simulations produced at 

NERSC were poured into Brookhaven National Laboratory at 

an average of 50 gigabytes a day. In all, about half a terabyte was 

transmitted by NERSC, demonstrating that unprecedented 

quantities of data could be entered, processed and stored as planned. 

In August 1999, NERSC and Oak Ridge N ational Laboratory 

began developing a d istributed high-performance storage system 

testbed called Probe to help meet that future data demand. Probe 

uses award-winning technology to support the gigabyte-per-second 

and petabyte-scale capacity needed in global climate modeling, 

human genome mapping and high energy physics. Probe, based at 

ORNL and Berkeley Lab, wi ll be used to study ways to contain the 

cost of large storage systems, reduce long-distance network traffic 

and help scientists understand complex relationships by improving 

the performa nce of visuali zation applications. 



NERSC is also developing tools for scientists to manage their data 

more effectively. The Scientific Data Management (SDM) Group is 

presently involved in various projects including tertiary storage 

management for high energy physics applications, data management 

tools, and efficient access of mass storage data. An important aspect 

of a scientific investigation is to efficiently access the relevant subsets 

of information contained within much larger datasets. The main 

problem is that the time to access a subset from a large dataset stored 

on a mass storage system may take many minutes to hours. This 

slows down the effectiveness of data analysis to the point that much 

of the data is never analyzed . Increas ing access time of such subsets 

from hours to minutes is the key to effective analysis . 

The NERSC SDM group has developed optimization algorithms 

for reorganizing the original datasets to match their intended use. 

Further, the SDM group has designed enhancements to current 

storage server protocols to permit control over physical placement 

of data on storage devices. At the analysis level this involves the 

application of clustering algorithms and organization of data into 

bins. The work of the SDM group is unique among supercom 

puting centers and we are not aware of a comparable research 

effo rt elsevvhere. 

As the Human Genome Project continues to decipher the secrets 

of our genetic makeup, scientists around the world are ga ining 

new insight into our understanding of the biology of health and 

of disease. Computational tools are crucial in making the discoveries 

possible. To streamline the retrieval of key information from the 

ever growing banks of data, NERSC's Center for Bioinformatics 

and Computational Genomics (CBCG) provides tools for the 

ana lys is of biologica l sequences in the areas of sequence analysis, 

protein structure and function prediction, and large-scale genome 

annotation, as well as tools for access to biological information 

through database integration and data mining. 

GIRDING FOR THE DATA GRID 

In the last two years the vision of a computational grid has ga ined a 

large number of followers. The grid is envisioned as a unified collec

tion of geographically dispersed supercomputers, storage devices, 

scientific instruments, workstations and advanced user interfaces. 

The most significant aspect of the grid for NERSC is the data grid. 

The petabyte datasets discussed above are community resources 

to be sha red by geographicall y distributed researchers. Therefore 

NERSC is investigating research issues related to large datasets 

distributed over a wide area network. In particular, NERSC is 

A d v a..n c i n g t h e 5 t a t e o f 
Plasma Physics Research 

STEVE JARDIN 

Princeton Plasma Physics Laboratory 
Chair, NERSC Program Advisory Committee 

The 25th anniversary of NERSC is 

of specia l significance to me 

because my profess ional career 

began at about the same time as 

NERSC (then MFECC) was being 

founded. Our research group at the 

Princeton Plasma Physics 

Laboratory ( P P P U was at that 

time, and still remains now, one of 

the biggest users of N ERSC. Of 

course, many things have changed 

dramatically since those early days. 

I remember we ll when each user in our group was allo

cated 7 minutes of computer time per day on the 36Mhz 

CDC 7600 NERSC "supercomputer" and we had micro

fiches mailed across the country to get our output. But 

that was the cutting edge then, and N ER SC has man-

aged to stay at the cutting edge of supercomputing dur- m 
ing its entire li fetime. This has enab led groups like ours 

to remain at the cutting edge of computationa l physics 

during this same period. 

Many of us think that one of the greatest things about 

NERSC is how they are always able to keep the com

puting environment seem ingly unchanged as it evolves 

in major ways. The N E R S C staff has always been very 

sensitive to the sometimes conflicting needs of their users 

to perform productive work even as the major 

upgrades they were demanding are in progress. As new 

generation computers, networks, and file storage sys

tems were brought in, the transitions have been made 

in such a seamless manner that our production work 

was virtually un interrupted. 

Each major procurement at N E R S C has enabled us to 

tackle new problems that would previously have been 

impossible. It is remarkable how far computational plas

ma physics has developed during the 25 years of N ER SC. 

The mathematical models that we now use have 

increased dramatically in their resolution and realism. 

Computat ional physics has now firmly established itself 

as an essential ingred ient in plasma physics research, 

and it is diffi cu lt to imagine how this trans it ion would 

have occurred were it not for our long and fruitfu l asso

ciat ion with NERSC. 
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helping develop middleware for the data grid, DPSS and 

NetLogger. DPSS provides high-performance data handling 
and architecture for building high-performance storage systems 

from low-cost commodity hardware components. 

One recent project which builds on DPSS, and which can be 

considered a prototype application of data-grid technology, is 
the China Clipper project, named for the 1930s commercial air 

service which spanned the Pacific Ocean and opened the door to 
the reliable, global air service taken for granted today. In this 

project, high energy physics data generated at the Stanford Linear 
Accelerator (SLAC) are shared among storage systems at SLAC, 
NERSC and Argonne National Lab. One of the early successes 

was a sustained data transfer rate of nearly 60 megabytes per second 
from SLAC to the data archive in Berkeley. 

In the expanding field of distributed computing, a new toolkit 

called NetLogger, developed by computer scientists at Berkeley 
Lab, is making it easier to track down the problems and eliminate 
the chokepoints in such widely distributed systems. NetLogger has 
proven to be invaluable for diagnosing problems in networks and 

in distributed systems code and is being adopted by researchers at 
other national laboratories and universities. The toolkit's approach 
is novel in that it combines network, host and application-level 
monitoring, allowing users to monitor exactly what is happening 
inside a distributed application - from the time a request for data 

is sent and received to the time the data are starting to be read, the 
point at which the read is completed, and the time when processing 
begins and ends. 

NETWORKING THE FUTURE 

Hand-in-hand with many of the advancements being propelled by 

. NERSC will be enhanced network services and capabilities. ESnet 
will continue researching, developing and implementing new tech
nologies to serve its broad-based community of scientists. Among 
the capabilities ESnet is working to foster are remote experimental 

operations, distributed parallel computing, remote/shared code 
development, remote and distributed data access, collaborative engi
neering, scientific visualization, and teleconferencing and videocon
ferencing. 

ESnet will continue to help develop, assess and implement leading

edge telecommunications capabilities and services. Current projec
tions call for an additional growth factor of more than 1,000 within 

the next five years to support DOE's role in proposed new intera

gency programs, including the ability to network at terabit-per-sec
ond (1 ,000 million megabits/second) levels. ESnet is already well 

along in its plan to accommodate such performance levels. 
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1973 

In June, Alvin Trivelpiece, deputy director 

of the Controlled Thermonuclear Research 

(CTR) Program of the Atomic Energy 

Commission. looking to significantly expand 

the use of computers to aid in reaching 

the goal of fusion power, solicits proposals 

for such a computing center. 

Proposals are submitted by Los Alamos 

Scientific Laboratory, New York University, 

Princeton Plasma Physics Laboratory, 

Lawrence Livermore Laboratory and Oak 

Ridge National Laboratory. 

In October, Lawrence Livermore Laboratory 

is named as the site for the new center. 

1974 

John Killeen is named as project manager 

for the new CTR Computer Center in 

March. The center, later to be renamed 

NERSC. is part of Livermore's Computation 

Department, headed by Sid Fernbach. 

In July, local researchers begin running 

jobs on a borrowed Control Data Corp. 6600 

computer (serial no. 1 ), a machine 

described as "on its last legs." Remote 

access is provided via four acoustic 

modems, which were manually answered 

and had a capability of 10 characters 

per second. A primary goal is to secure 

a new machine. 

The Atomic Energy Commission is 

abolished and the Energy Research and 

Development Administration is created. 

The RJET, or Remote Job Entry Terminal, 

is delivered to Princeton Plasma Physics 

Laboratory in February to allow direct 

connection to the center computer. The 

terminal, based on a PDP-11 minicomputer, 

can produce text or graphical data, and 

is also equipped with a card reader for 

data input. Access is by a leased line with 

a capability of 4,800 bits per second. 

In August, four terminals are added at 

PPPL, using specially designed hardware 

and software. The four dial-up modems 

on the CDC 6600 are replaced with 16 

self-answering modems. 

A new CDC 7600 computer is installed at 

the center in Livermore in September and 

connectivity is provided by the 16 dial-up 

ports on the 6600. File management is 

provided by a CDC 6400 machine. 
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1976 

Access is provided via leased 56-kilobits

per-second lines and remote access 

terminals are added at UCLA and UC 

Berkeley. This is the beginning of the 

Magnet ic Fusion Energy Network 

(MFEnet), which w ill eventually become 

the Energy Sciences Network, or ESnet. 

Remote access results in the CDC 7600 

being run at full capacity. Additional time 

is purchased on a CDC 7600 at Lawrence 

Berkeley Laboratory. Jobs are driven by 

car to Berkeley in the evening, run 

overnight and then returned to Livermore 

in the morning. 

Cray Research produces its first CRAY-1 

computer, which is four times as fast as 

the CDC 7600 and has more memory. 

A seventh access terminal, located at 

Science Applications International in 

La Jolla, is added to the network. 

The CTR Computer Center is renamed 

the National Magnetic Fusion Energy 

Computer Center (NMFECC). 

MFEnet begins providing data links 

between the fusion energy research 

sites and the Livermore facility. 

1977 

The facility signs a contract for a CRAY-1. In 

April, the user magazine "Buffer" debuts. 

Steve Wozniak and Steve Jobs start selling~ 

the Apple II. Although not immediately 

apparent, personal computing has arrived. 

energy-related agencies. 

~I 

c "l '. 

1978 

In May, the new CRAY-1 with a peak speed of 

138 Mflops arrives. 

NMFECC undertakes a major software project 

to convert the 7600 operating system (LTSS 

or Livermore 11me Sharing System), utilities 

and libraries to the new CRAY-1. The resulting 

system is called the Cray 11me Sharing 

System (CTSS) and begins use in June, with 

24-hour reliability provided in September. 

The CTSS allows interactive use of the CRAY-1 

and is adopted by six other computer centers. 

The center's number of users reaches 

1 ,000. NMFECC forms its own Operations 

Group. 

As part of the center's move to its new 

building, four major computers and 

network equipment with a total value of 

$25 million are moved in November. 

Downtime is less than four days. 

The Automated Tape Library system is 

delivered. 

J 
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1980 1984 

The NMFECC staff makes the move to 

the center's new building, completing the 

transition from World War 11-era barracks 

buildings to a dedicated facility at LLNL. 

American Satell ite Corp. is selected to 

replace the land-based access lines. In 

past years, problems with the telephone

company-owned lines had caused 

disruptions in service to the center. 

1982 

MIT is among three sites added to the 

center network. Universities account for 

27 percent of NMFECC's computing 

resources, an increase of 3 percent over 

the previous year. The major users- Los 

Alamos, Lawrence Livermore and Oak 

Ridge national laboratories, General 

Atomics and Princeton Plasma Physics 

Lab- use 64 percent of the resources, 

with the remainder going to other labs. 

Silicon Graphics Inc. is founded. 

The Department of Energy's Office of 

Energy Research asks the NMFECC to 

expand its services to include researchers 

in other fields. Th is will result in 13 

additional sites join ing the network. 

Thinking Machines is founded. 

To accommodate the additional users, 

now numbering 3,500, a CRAY X-MP is 

added to the NMFECC. The arrival of the 

new machine and addition of 500 new 

users produces a heavy workload for the 

consultants, rocketing the number of 

contacts from 25 to more than 100 per day. 

MFEnet staff meet with their counterparts 

at computing facilities in Japan, England 

and West Germany with an eye toward 

establishing international connections. 

1985 

The center acquires the first CRAY-2 

supercomputer, the most powerful 

computer in the world at the time. 

The four-processor machine, along with 

the two-processor X-MP, allows 

multiprocessing of codes, which greatly 

accelerates the speed of computing. 

The CDC 7600 is retired. 

DOE's Office of Energy Research 

determines that enhanced networking 

facilities are needed to improve access 

to supercomputing facilities and 

laboratories. It is recommended that 

MFEnet be combined with a similar 

network supporting high energy physics 

research . 

Th inking Machines debuts its Connection 

Machine. 
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1986 

A formal proposal for creating the Energy 

Sciences Network is approved and ESnet 

is born. Responsibility for operating the 

new network is assigned to NMFECC. 

Jim Leighton is named head of the new 

network. 

The National Science Foundation launches 

f ive supercomputing centers: the National 

Center for Supercomputing Applications, 

the San Diego Supercomputer Center, 

the Cornell Theory Center. the Pittsburgh 

Supercomputer Center and the John von 

Neumann Center for Scientifc Computing. 

Sid Karin, an early NMFECC user, recalls. 

" I encapsulated what I had learned from 

[NMFECC] in the formulation of the original 

proposal to the NSF to establish SDSC." 

An IBM 4381-M11 Data Cell library 

is installed to support the Central File 

System Testbed. 

Kendall Square Research and Tera 

Computer enter the supercomputing 

business. Computing pioneers Sperry-Rand 

and Burroughs close up shop. 

1987 

Adequate storage is a key issue for the 

center. The Cray-2's 1/0 structure is 

modified to allow installation of another 20 

gigaby1es of storage. An IBM 4381-P141 

tape library is installed to support the 

Central File System production system. 

The broadening role of NMFECC in 

supporting DOE programs finds nearly a 

third of the computing resources going to 

projects other than fusion research. Basic 

energy sciences account for nearly 15 

percent of the total allocations, health and 

environment 14 percent, high energy and 

nuclear physics 12 percent and applied 

math 2.5 percent. 

~~nergr. Science~~ 
~ NetwOn\ 

1988 

ESnet begins providing networking 

seNices in January. 

A second CRAY-2 goes on line in August. 

1989 

Dieter Fuss, one of the four original 

staff members of the center. is named 

acting director after John Killeen 

suffers a debilitating stroke. 

The CRAY-1 (serial number 6) is retired. 

ESnet deploys commercially suppl ied 

multiprotocol routers via T1 lines. 

Cray Computer Corp. is founded. 

Honeywell gets out of the business. 

- -~ -;.'.:~ ~~ ,-
'I ·-~ 

~ ---- ~- -~~ 
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1990 

An eight-processor CRAY-2, the only 

one of its kind, is delivered and has 

a peak speed of 4 Gflops. Even with 

the additional hardware, demand for 

cycles is four times what the center 

can provide. 

The center is renamed the National 

Energy Research Supercomputer 

Center to reflect its broadened 

mission. 

NERSC signs a contract to buy a 

CRAY-3, the first computer to be built 

by Seymour Cray's latest enterprise, 

t he Cray Computer Corp. 

CRAY T3E·900 
15l2' 2SGI 
"Mt':UR•c•• 

1991 

C. William McCurdy, a co-founding 

director of the Ohio Supercomputer 

Center, is chosen as the next director 

of NERSC. 

NERSC cancels its contract for the 

CRAY-3 and opts to acquire a Cray 

Research C-90 instead. The 16-

processor C-90 has a theoretical peak 

speed of 16 Gflops. 

Intel launches its Paragon machine built 

around off-the-shelf processors. 

1992 
/ 

1993 

The Center for Computational Sciences 

and Engineering (CCSE) is established 

as a resource for developing new 

mathematical algorithms and 

applications software for modeling 

complex physical phenomena on high

performance computers. 

IBM re-enters the supercomputer 

market with its RS/6000. 

In June, the Top500 list of 

supercomputer sites around the world 

debuts. NERSC's Cray C-90 is tied 

for 14th place on list. 

NERSC is one of five national 

laboratory organizations joining with 

IBM to develop the High Performance 

Storage System (HPSS) aimed at 

creating new tools for moving very 

large data objects between high 

performance computers. 

1994 
An 8-processor Y-MP is installed as an 
interim machine untii"ihe -::-1 ~6--p.::ro~c~e=s~s:::or=::~!!::OAs part of the High Performance 

Parallel Processing project, a Cra 
C-90 arrives. The new machine arrives arrives at NERSC. 

on the last day of August and is name 

the A Machine. 

1995 

In April, DOE asks Lawrence::l:ivermore 

proposals on the future oper<Jtion of 

NERSC. In November, DOE announces 

its decision to relocate NERSC to 

Berkeley Lab. Joining in the migration 

to Berkeley are ESnet and CCSE. 

ESnet is the first major network to 

convert to the new Asynchronous 

Transfer Mode technology on a <ll..-_.l.liw 

nationwide basis. 

y Computer Corp. and Ken d811 ,..._ 

S uare Research close the books. 

--~ 
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center since it was founded. 

Staffing of the new ERSC, rechristened 

the Nationa~ergy Research Scienffic 

Computing Center, begins .~ the 

new _Cray J90s are installed at Berkeley 

Lab and pcovide uninterrupted s-ervice 

';;..,hen the C-90 is mo~ed (ahead of 

~ schedulei:Sfmagi':_ i:.._ moved in M; y. • 

............. -~ 

Seymour Cray dies on October 7. 

Cray Research Inc . is acquired by Si licon 

Graphics Inc. 

Intel closes its Supercomputing Systems 

Division. 

In August, NERSC becomes ~e:first 
center to achieJe a checkpoint/restart 

capability on a massively f!arallel 

processor machine. The T3E'900 

passes acceptance tests in 

September. 

ESnet begins plannr g its OC12 

network. 

The National Science Foundation 

refocuse.s its supercomputing 

program under two partnerships

Na~onal CompDta~l Science __ 

• NERSC provides data analysis and 

simulations for the Supernova 

Cosmology project. hi<t concludes 

that the universe is conti l!ling to 
1999 

NERSC's mass storage convf rsion to 

HPSS is completed. 

Working with SGI/Cray, NERt c 

implements scheduling soft are on 

the T3E and achieves overall 
I 

availability of more than 90 percent. 

the fas est applicaf , he irst science A new allocations policy is adopted, 

code to breali the teraflopsJ:la~er; increasing the role of scientific peer 

• Phil @o ella.Teader of .. NERSC's Applied revie~ in·det ermining NERSC_.....-~ 

Numerical Algor ithms Group, is na rT).eEI• -~;ilo~at ions and opening·KlERSC to 
--~.:- -- - ,....,._... 

recipient of the lEE~ Sidney Fernbach the general scientific community. 

Awarg .. at..SC98. _,.- - ~__.--- /_ 

--- NERSC announces thej?.L0..,:urement of 

On the systems side, RS'C beg~:_ a new IBM SP-~,ifsnext-gen eration 
storage library to --- supeJC??~f87 ~hen fully installed, 

m1ss1ons the Cray C- ~~than December 2000, the 

90, the only e moved from LLNL~ystem will have 2,048 processors 

NERSC's two Cray T3~~ ~ated to large-scale scientif'/ 

merged into a sing!~.,_, rocessor comptttiAg .. ~ak perfor';V'nce 

supercompu~,.rufrned MCurie. capability of more th'ii"i1'3 efaflops. 

In a networking demonstration of the 

feasibility of "differentiated services" 

between Berkeley Lab and Argonne 

National Laboratory, two video streams 

are sent over the Internet. The priority

marked stream moves at eight frames 

per second, while the standard version is 

transmitted at just one frame per 

second. 

Compaq buys Digital Equipment Corp. 

ESnet is assigned the first production 

I Pv6 address. 





BLAZING 
THE 

Teraflops of computing power, terabytes of data storage and terabits 

of network capability are givens in today's world of high-perform

ance computing and networking. The ability to routinely access 

data, computers and expertise is now essential to scientific 

research, but when the forerunners of NERSC and ESnet 

were first proposed, skeptics said it couldn't be done and 
even if it could, there'd be no value in doing it. 

Through the years, however, NERSC and ESnet 

pioneered many of the computing and networking 

practices taken for granted today, and served as 

models for other agencies. These practices include 

remote access by thousands of users, high-perform

ance data storage and retrieval, and providing on-line 

documentation and around-the-clock support for the 

user community. 

The idea for creating such a center came in 1973 from 

Alvin Trivelpiece, then head of the Atomic Energy 

Commission's Division of Control led Thermonuclear 

Research. Lawrence Livermore National Laboratory was 

chosen as the site for the new center, winning out over proposals 
from Los Alamos Scientific Laborato ry, New York University, 

Princeton Plasma Physics Laborato ry and Oak Ridge National 

Laboratory. The idea, said John Fitzgerald, who was named 

program manager in 1974, was that if magnetic fusion were to 

advance, researchers needed the same kind of computing 

horsepower then available only to the national defense programs. 

Along with John Fitzgerald, the management included Dieter 

Fuss as the programming supervisor, H ans Bruijnes, the deputy 

director, and John Killeen, the director. 

TRAIL 
I 

NERSC's original mi ssion 

was to enable computational 

science as a complement to 

magnet ically controlled 

plasma exper iments such 

as this one. 



The first Cray-1 to arrive at Livermore is installed. 

De livery of the Cray-2 caught the cent er's in terest . 

The center, originally called the Controlled Thermonuclear 

Research Computer Center, began p roviding cycles in July 1974, 

using a cast-off Control Data Corp. 6600 computer. Access was 
provided at 110 baud via four dial-u p modems. "The reason they 

let CTRCC use it was because nobody else wanted it- it was 

the last 66 00 and it was in an unclassified area," recalls Keith 

Fitzgerald, who helped maintain the first machine and today heads 

N ERSC's Mass Storage Group. But the 6600 worked and got the 

center up and running. Within a yea r, the center was home to a 

Control Data Corp. 7600, which Fitzgerald also helped install 

and maintain. 

Along with this upgrade in computing power, the new center was 

also providing users with remote access . Following the pattern of 

Remote Job Entry Terminals, or RJETS, already in place at 

LLNL, the center provided a similar terminal for researchers at 

the Princeton Plasma Physics Lab. The RJET consisted of a 

PDP- II computer, four terminals, a printer and a data ca rd reader 

and went on line in March 1975. The center provided similar local 

computing equipment to Oak Ridge, Los Alamos and Live rmore 

labs, as well as to the General Atomics research center in San Diego. 

Called User Service Centers, these centers provided fully integrated, 
powerful computing resources for local computing, as wel l as 

immediate access to the main computer. 

"These sites were not accustomed to in ter-lab com munications," 

John Fitzgerald sa id. "There wasn't a system or tradition in place 

-we had to invent it. The delive ry of high-pe rformance comput

ing resources to a distributed community was a brand new idea." 

The center changed its name to the N ational Magnetic Fusion 

Energy Computer Center in 1976-77 and took steps to acquire a 

Cray- 1 supercomputer, the first one deli vered to LLNL. In those 

days, Bruijnes notes, the computers weren't delivered with software 

-each center had to develop their own. 

To take ad vantage of the Cray-l's capabilities, the center undertook 

a major software project to convert the 7600 operating system 

(LTSS or Live rmore Time Sharing System), utilities and libraries 

to the new CRAY -I. The resulting system was called the Cray 

Time Sharing Sys tem (CTSS) and allowed in teractive use of the 

CRAY-1. CTSS was later adopted by six other computer centers. 

Over the years, additional supercomputers such as the Cray-2 and 
Cray X-MP were installed at the center. Each time, the staff 

worked diligently behind the scenes so that researchers could seam

lessly move their jobs from one computer to the next. In fact, 

Keith Fitzgerald recalls, the center created a Cray-2 simulator for 

debugging the operating system before the system was installed -



and actually had CTSS up and running for the Cray-2 before the 

computer was completed. H aving the operating systems up and 

running before the vendor did was a hallmark of the center, 

Bruijnes said. 

In the earl y yea rs, accessing archi ved data also required staffe rs to 

move around behind the scenes. When a user filed a request, an 

operator would retri eve the nine-track tape from a rack and load it, 

then notify the user that the data were avai lable. Delivery of the 

A utomated Tape Library in 1979 changed that, allowing hands-off 

access . 

Another innovation aimed at helping users was the center's exten

sive on-line documentation, then a rari ty, but today the norm. 

During the 1980s, the center broadened its research mission to 

support other programs within DOE's Office of Energy Research. 

In 1990, the name was changed to the Na tional Energy Research 

Supercomputer Center to refl ect the la rger mission. 

In the mid-1980s, the National Science Foundation decided to 

establi sh a g roup of supercomputer centers to support its resea rch 

community. One of the success ful p roposa ls was submitted by Sid 

Karin, vvho had been a fusion researcher at G eneral Atomics and a 

user of the Livermore center. Karin , who today heads the NSF's 

National Partnership for Adva nced Computational Infrastructure 

and the San Diego Supercomputer Cente r, drew heav il y on the 

Livermore center's experience in hard ware, facilities a nd network 

p rotocols. 

Also in the 1980s, the remote access capabilities pioneered by the 

cen ter and MFE net (Magnetic Fusion Energy Netwo rk) and the 

growth of other resea rch networks pointed to the need for a more 

comprehensive approach for networking among D OE facilities. 

In 1985, A lvin Trivelpiece, then director of DOE's Office Energy 

Research (or E R, now the Office of Science), recommended that 

MFEnet a nd a similar network se rving high energy physics 

resea rch be joined . The result was the Energy Sciences N etwork , 

or ESnet, w hich was established in 198 6 and began provid ing 

ER-wide networking services in Janua ry 1988. 

Th~ . 
tnergY. Sc1ences 

Network 

A Valid Model for 

Scientific Computing 

SID KARIN 

Director, San Diego Supercomputer Ce nter 

National Partnersh i p for Advanced 
Computational Intrastructure 

I was responsib le for the General 

Atomics User Service Center in 

the very early days and was a 

smal l user of the CDC 6600, CDC 

7600 and Cray-1 at CTR CC 

( later MFECC, now NERSC). 

Whi le I had previous ly acquired 

some experience with what might 

wel l be termed high performance 

scientific comput ing, my early 

NERSC interactions const ituted 

my rea l introduction into supercomput ing. My own career 

was strongly inf luenced by those experiences, as were 

many other careers. That is only one of the ways in which 

N ERSC had enormous impact upon the field. 

I have a clear recollection of sitt ing in front of a PDP-

11 switch panel here in San Diego, with a voice tele

phone crad led on my shoulder, acting as a remote servo

mechani sm for Barry Howard to help in debugging 

MFEnet (now ESneO . NERSC pioneered remote 

access to supercomputers and took the concept of time

shared supercomputers out of the classified environment 

and brought it to the rest of the scientific community. 

We take these things for granted these days, but they 

were qu ite controvers ial at the time and I am proud to 

have played a smal l part in help ing make them happen. 

I encapsulated what I had learned from NE RSC in the 

formu lation of t he original proposal to the NSF to estab

lish S DSC. Remote interact ive access to a supercom

puter was a key point and NERSC was the proof of its 

efficacy. Moreover, it was the very existence of both 

N ERSC and also NCAR that paved the way for the NS F 

Supercomput er Centers program. 

N ER SC has remained at the forefront of supercomputing, 

computat ional sc ience and engineering, high perform

ance computing - whatever name is in fash ion - for 

all of its history. In the early days there was litt le com

pet ition for the leadersh ip role . Today there are many 

more respectable partic ipants, yet N ERSC remains 

among the leaders. This is a remarkable sustained accom

plishment. Congratulations to everyone at NERSC on 

your 25th anniversary. 
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The new look of computing at NERSC in Be t·ke ley 

Initially, E Snet operated at speeds of 56 and 256 kilobytes per sec

ond. By 1989 , E Snet had begun deployment of commercially sup

plied multi protocol routers and T 1 backbone lines, which provided 

speeds of 1.5 megabits per second. This configuration became full y 

operational in ea rly 1990, with 19 major ER-supported sites con

nected to the backbone. Although the performance level supported 

by the T 1 backbone seemed quite res pectable at first, by ea rl y 199 1 

it was becoming clear that a band width upgrade would be required 

within a ve ry few yea rs, and planning for T 3 (45 megabits per sec

ond) capability began almost immediately. 

E Snet also bega n providing international connectivity in support 

ofER program activities. International connectivity was shared 

and coordinated w ith N A SA, N SF, and D A RPA (the D efense 

Advanced Resea rch Projects Agency), an approach that established 

a framework for future interagency cooperation. In the same time 

period, E Snet began connecting to regional NSF networks, thereby 

providing more ubiquitous network communica tions through 

which unive rsity researchers could utili ze D OE/ER laboratori es 

and facilities . 

In 199 1, several key decisons were made which changed the direc
tion of NERSC. First, Bill McCurdy was chosen as the second 

permanent director of the center. His selection was noteworthy in 

that he came from outside the Law rence Livermore community 

and he was a resea rch scientist- a chemical physicist- as 

opposed to a computer scientist or engineer. Within si x months 

of McCurdy's arri val, NERSC canceled its contract with C ray 

Computer Corp. fo r the C ray-3 machine, and also halted develop

ment of operating system software. Together, these changes set 

the stage for NERSC to devote even more resources to ad vancing 

the state of com putational science. 

REINVENTING SCIENTIFIC 

COMPUTING 

In the mid-1990s, N E RSC and D OE began two transitions which 

would dramatica ll y change the nature of computational science in 

the D OE community. 

The first was the procurement of a C ray T 3E-600 , the first mas

sively parallel processor-architecture machine to be installed at the 

center. The MPP architecture allows scientists to scale up their 

models to achieve larger, more accurate simulations. The MPP 

architecture, which marked a fund amental change in the comput

ing en vironment, also led to the consideration of operational 

changes for the center. 



In 1995, the Department of Energy also made a decision to seek 

proposals for the future operation of NERSC. Lawrence Livermore, 

where the center was then housed, and Lawrence Berkeley national 

laboratories both submitted proposa ls. U ltimately, Berkeley Lab's 

proposal was selected and the decision to move the center was 

announced on November 3, 1995 . Among the reasons cited for the 

change were the integration of the center withER-sponsored 

resea rch at Berkeley Lab, the proximity to UC Berkeley and the 

opportunity to combine intellectual resources. The Berkeley 

proposa l also call ed for revamping the o rga ni za tional structure of 

NERSC to allow the cente r to operate with fewer staff members. 

The decision by DO E also resulted in the t ransfer of ESnet ad min

istration, which had been under NERSC, from Li vermore to 

Berkeley. The Center for Computationa l Sciences and Engineering, 

which had been established several yea rs earlier, also made the 

move to Berkeley Lab. 

Horst Simon, who was hired as the new director of TERSC in 

earl y 1996, remembers tou ring the future center with Bi ll Kramer, 

who had also just signed on as head of the High Performance 

Computing Department. "We had no machines and no people 

working for NERSC at Berkeley." O uts ide the fac ility, things were 

not much more encouraging. "The crews had dug trenches for 

the power cables and when we saw the ditches, they were fi lled with 

muddy water," Simon recall s. "We were worried that the job 

would n't be finished in time. H owever, under the muddy wate r, 

the cables were already install ed and connected." 

The physica l move of NERSC and ES net was achieved just two 

months later with no downtime to clien ts. New Cray ] 90 supercom

puters were instal led and brought on line in Berkeley befo re 

machines in Livermore were shut down for the move. The result 

was a nearly transparent transition. Kramer recalls, "It 's always 

a challenge getting up to speed with a new system, but this was the 

The machine t·oom in Berkeley takes shape. 

An Enviable Resource 
for Advancing Scienti f ic 

Understanding 

BASTIANN BRAAMS 

Cha i r, NERSC U sers Group 
Executive Committee 

Courant Institute of Mathemati cal 
Science s, New Vorl< University 

From its incept ion in 1974 as 

the computer center for t he 

Fus ion program, NERSC has 

been tremendous ly va luable 

to computationa l research in 

the energy sciences. As the 

Nat iona l Magnetic Fusion 

Energy Computer Center, it 

provided the U.S. Fusion com

munity w ith supercomputer 

access of a kind that was envied everywhere 

and that created a national co l laboratory for 

fusion theory before the name "collaborato

ry" had been invented. 

Now, as the National Energy Research 

Sc ient ific Computing Center, it is the unique 

high-end resource for open computat ional 

research in all the Office of Science. Supporting 

research across physics, chemistry, geoscience 

and bio logy, from massively parallel compu

tations in climate research, ca lculations of 

large-sca le electron ic structure in chemistry 

and materials science, particle and f luid mod

ell ing of plasma turbulence, to calcu lations of 

protein dynamics and genome analysis, NERSC 

is enabl ing researchers in the Office of 

Science to advance science and technology for 

energy production and management, for 

understanding environmental effects and glob

al change, and for fundamental understanding 

of matter. 
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A ndrew Can ning 

Co-reci pient of t he 1998 

Gordon Bel l Pl'ize 

Phillip Co lel la 

Reci pient of the 1998 

Sidney Fernbac h Award 

NER SC pioneers (from left ) 

John Fi t zgera ld, Hans Bru ijnes 

and Dieter Fuss in f ront of the 

center's f irst home in Livermore 

first occasion I can rememeber where our system analysts had to 

wear hard hats- we were working on the ]90 at the same time 

construction crews were fini shing the new machine room." Simon 

credits the NERSC staff at LLNL for making the move go so 

smoothly. "They ca rried out their responsibilities to the ve ry end 

and the transition was hand led extremely professionally. Without 

their support, the transition would not have worked nearly as well," 

Simon said . "Their efforts really reinforced the N ERSC trad ition 

of going the extra mile to anticipate and exceed the needs of our 

users. We believe we're continuing that tradition and building on 

it as we enter our next 25 years." 

Since the move, NERSC installed the 12 8-processor C ray T 3E and 

upg raded it to 696 processors. N ew storage systems were installed 

and the Cray ]90s were upgraded to provide more powerful vector 

com puting resources. 

N E RSC also developed new resea rch programs and became inte

grated with existing computer science resea rch efforts at Berkeley 

Lab and on the U C Berkeley campus. Among the areas of research 

a re distributed computing, data storage, data management, 

computer a rchitectures and data intensive computing. As in the 
past, N ERSC's ability to bring varied intel lectual resources to 

bear on difficult problems resulted in new approaches and innova

tive solutions. 

NERSC 's leadership in the fi eld was recogni zed at SC98, the 

annual conference on high-performance computing and network

ing. Andrew Canning, a member of NERSC's Scientific 

Computing G roup, joined resea rchers from Oak Riclge N ational 

Laboratory, Pittsburgh Supercomputer Center and the Uni ve rsity 

of Bri stol in winning the 1998 Gordon Bell Pri ze for the fastes t 

applica tion. The team won for their 1,024-a torn first-principles 

simulation of metallic magnetism in iron which ran at 657 gigaflops 

(billions of calculations per second) on a 1024-processo r C ray/ SGI 

T 3E supercomputer. The group later ran their simulation at 1.02 

terafl ops on an even la rger C ray T 3 E , making the code the first 

teraflops application with true scientific results. 

Also at SC98, Phil Colella, leader ofNERSC's Applied Numerical 

Algorithms G roup, was presented with the Institute of Electrical 

and E lectronics Engineers Computer Society's 1998 Sidney 

Fernbach Award , given each year to one person who has made "an 

outstanding contribution in the application of high performance 

computers using innova ti ve approaches." Colella was honored "for 

fundamental contributions in the development of softwa re method

ologies used to solve numeri ca l partial di fferential equations, and 

their applica tion to substantially expand our understanding of shock 

physics and other fluid dynamics problems." 



For 25 years, the staff of NERSC and ESnet have continually 

defined and advanced the state of high-performance computing and 
networking for researchers across the nation . Perhaps the largest 

overall contribution of the center has been to help prove the validity 

of computer simulations as "real" science, noted Dieter Fuss. 

Initially, there was skepticism that computer-based research would 

ever rival theoretical or experimental science. Today, he said, it's 

standard procedure to generate simulations before conducting an 
experiment. 

"One thing the center can be truly proud of is that we were recog

nized as being the first to do something that has become really 

important to this country, both in computing and networking," 

John Fitzgerald said. "It's nice to have been involved with an 

organization that pulled off this achievement." 

Thi s document was prepared as an account of work sponsored by the United States Government. 
While this document is believed to contain correct information, neither the United States 
Government nor any agency thereof, nor The Regents of the University of California, nor any of 
their employees, makes any warranty, express or implied, or assumes any legal responsibility for 
the accuracy, completeness, or usefulness of any information, apparatus, product, or process dis
closed, or represents that its use would not infringe privately owned rights. Reference herein to 
any spec ific commercial product, process, or service by its trade name, trademark, manufacturer, 
or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favor
ing by the United States Government or any agency thereof, or The Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or reflect 
those of the United States Government or any agency thereof, or The Regents of the University 
of California. 
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