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ABSTRACT

The coalescence of liquid drops at planar interfaces was studied
‘theoretiCaliy and experimentally. The mechanism of coalescence was found
" 'to occur in two parts. In the first part, the drop (phase 1) approaches
the interface.through the continuous medium (phase 2) and deforms the
interface by creating a spherical depression in it. The thin spherical
‘'shell of phase 2 material between the drop and the interface is slowly
sqﬁeezed out under the combined action of surface and gravity forces.
The phaée 2 film becomes thinner at a rate inversely proportional to the
cube of its thickness. When the film becomes sufficiently thin, the
second part of the mechanism occurs. Because a denser liquid always
overlies a less dense liquid at one of the interfaces of the film, the
interface is inherently unstable with respect to long-wavelength dis-
turbances (Taylor instability). If such a disturbance is introduced
into the proper interface, the disturbance will grow exponentially in
time until the film disintegrates, causing coalescence of the drop.
A sufficiently intense disturbance of any wavelength can also rupture
the metastable film, causing coalescence. The ease of rupture of the
phase 2 film increases with decreasing thickness of the film. The
disturbances can originate from any source yielding a fluctuating
pressure at the interface, i.e., mechanical vibration, thermal convec-
tion currents, Marangoni instability, or other. Because these dis-
turbances arrive randomly in time, coalescence times are also random.
Drop rest-times were predicted to decrease with decreasing drop radius,

decreasing phase 2 viscosity and decreasing frequency of disturbance.
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The effect of ‘dengity difference and interfacial tensign‘depends upon
whether filmM thinning or film rupture is the-rate—determining step in
coalescence. |

Coalescence measurements were made in an all-glass thermostatted
cell. The two-component systems water—benzéne, water-anisole, ethylene
glycol-benzene, tributyl phosphate-water, and water-Aroclor 1248 were
studied. Both artificial sonic‘and artific&al subsonic disturbances were
found to decrease the drop rest-times, as predicted by the theory.
Measurement of the naﬁural sonic pattern present in. the coalescence cell
by means of a special microphone showed the presence of intense but short-~
~time disturbances. Studies with surfactants showed that concentrations of
less than 0.02 mM of surface-active agent in the water-benzene system
could increase coalescence times by a factor of 2. _ Experimental changes
in .drop size and system properties agreed with the thebry, qﬁalitatively.
Because-of the microscopic nature of the theory and the mécroscoﬁic nature
of the experimental results, exact éxperimental Verifiﬁation of the theory

is not possible.



~I. INTRODUCTION

A. Motivation for Problem

The industrialvphysical scientist or engineer is frequently faced
with the_probiem_of either separating}a liquid dispersion into its components
or making such a dispérsion‘stable for a lohg period of time. A major
factor in the study of these problems is the rate of coaléscence of drops
of the dispersed phaée. Although much information has Been obtained on
coalescence by studies of the rate of separatioﬁ of a.dispersion, a more
complete understanding of coalescencé réquires a detailed analysis of a
simple system. Several workers have studied the coalescence of a drop
at a Tlat interface, but no complete theory has been proposed. It was
the goal of this work to prpvide‘such a theory and to test it experiment-

ally o

B. Literature Review“

When é drop (phase-1l) of a more dense liquid falls through a less

dense fluid (phase 2) to the interface between the phase 1 and phase 2
liquids, the drop often remains at the interface a period of time before
it coalesces with the bulk phase-1 material. This time period has been
called the coalescence time, drop rest-time, or drop life-time. One of
the earliest discussims of coalescence was by Reynolds who observed drops
of water floating on the surface of ponds.l In this case, the phase 2
fluid was air. One of the earliest thorough investigations was by
Mahajan who allowed drops of methanol, ethancl, ethér, turpentine, and
kerosene to fall through air onto the surface of the same flu&ds.e He
obSerVed stepwise coalescence in several cases, and noted that coalescence
times increased with movement or oscillation of the interface, with
viécbsity, with purity of the fluids, and with saturation of the air
above the fluid.

' Cockbain and McRoberts moted that the rest-times of drops were
not constant, but that if a sufficient number of drops was examined,

a reproducible distribution curve could be obtained.5 By plotting the




logarithm of the fraction of drops which had not coalesced in time t vs 1,
these authors concluded that coalescence consisted of two distinct processes.
The first consisﬁed of drainage of the phase 2 film, and the second of a
localized displacement of the stabilizer molecules at the interface, causing
rupture of the film. This mechanism cannot account for the stability of
drops ‘in a pure two-component system, however. Gillespie and Rideal
replaced.the segond mechanism with a theory involving a probability of
rupture.4 The results of later investigators did not agree with the
mathematical formulation of their-theory.5’6 Gillespie and Rideal also
noted an increase in stability with drop radius. '

Picknett,5 and Elton and Picknett,7 studied the effect of the
addition of salts to the agueous phase in the water-anisocle system and
noted a marked decrease.in drop rest-times. Watanabe and Kusul proposed
that coélescence occurred because of a defect in the emulsifier layer
around the drop at the point where the drop contacts the interface.

Another investigation in emulsified systems was by Nielsen, Wall and

Adams, who noted that any factor that disturbs the interface on a molecular
scale decreases the stability of dr0ps.6 A series of papers from McGill
University postulated a mechanism for partial coalescence, and investigated

9-13

the effect of temperature change and electric fields on coalescence.

15,16

Derjaguin and Proklrloro'v,ll‘L and Prokhorov, have investigated

the coalescence of two drops of liguid brought into contact in air.
Several meteorological papers have considered coalescence between water

17,18

droplets in a cloud.

C. Scope of Work

It was immediately recognized from the great variety, and
occasional lack of congistency, in the theoriesg described in the literature
that a basic understanding of the coalescence process could be obtained
only by study of a relatively simple system. Accordingly, the scope of

this investigation is governed by the following considerations:

(a) Coalescence would be at flat interfaces only;

(b) Only the first stage of coalescence would be examined;

(c) The 1liquid systems considered would not contain a third component,
a restriction that was later relaxed to allow the study of the

effect of minute traces of a contaminating material;
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(d) An explanation.of the:random nature of coalescence times
was of majorvimportange;Jand> .
(e)  The effect. of drop sizerand s&stém prppertieévén drop
rest-times should be_ascertained,‘ | - '
-+ A theoretical description of the coalescence process.for a
single drop 1s presented in Section II. This theory accounts for the
random nature of:coélescence'times and the effect of drop size and
systém properties. ' Section III contains a description of the equipment
used in the experimental study, and the.method of operation of this
”equipment. Certain calibrations were necessaryvfor the sonic disturbance
generating and detecting equipment. The-techniques of calibration and
their results are also included 'in Section ITI. The experimental results
obtained in the study, and a limited discussion, are found in Section IV.
A compafisbn of the experimental results with the theory, some suggestions
for futufé‘wofk,*appiications, and a short summary, are given in Section
V. Appehdix A contains typical examples of the statistical calculations
used infthe study. - All the experimental coalescence data measured are
presented in special tabular ‘form in Appendix B.
. A- form for the presentation'of coalescence data has been adopted

5,9

from the literature. ‘A plot of the fraction of drops coalesced within
‘a certain time 't, vs time t, corresponds to a statistical distribution
‘curve. ‘Accordingly, such a graph will be called a coalescence distribu-
tion curve. It should be emphasized that the. coalescence measurements
used in making such & plot are taken one at a time. )

A conventidn has been adopted for didentification of the drop
and continuous phases.’  The drop phase is always called phase 1, whether
it be more or less derise than the continuous phase. The continuous
phase 1s always called phase 2 in the discussion. In a liquid-system
name, the first fluid is phase 1; .the second fluid, phase 2. TFor
'ekample, in the water-benzene system, water is phase lv(the_drop phase)

and Yenzene is phase 2 (the continuous phase). -
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II. THEORETICAL STUDIES

In this section, the theoretical coalescence model on which the
experiments were based is developed. The first two sections describe the
factors suggesting this type of approach and give an overall picture of

the model. The last four sections describe the model in detail.

A. TFactors Suggesting This Approach

Many workers have noted the random nature of coalescence times
but few have even attempted to suggest an explanation, and none have given
adequate explanations. The approach used here was suggested by several
significant observations in coalescence experiments, and by a number of
studies of the hydrodynamic stability of cylinders and flat surfaces. 19-2h

Several models have been proposed for the shape of a drop after it
has been released from the dropping. tip and approaches the interface. One
of the first of these models,’suggested by:Gillespie and Rideal,h is
depicted schematically in Fig. 1(a). Derjaguin and Kussakov had observed
interferometrically a similar depression when a glass plate was pressed
against a bubble of air submerged in a vessel of water.es Der jaguin and
Prbkhorov,l4 and Prokhorov,16 had also observed depression in each of
two drops of hexane which were pressed together in an atmosphere of air.
Two models were suggested by Picknett,5and»by Elton and P_i_cknett.7 They
found that when the drop was distant from the flat interface, it approached
" the interface at the same rate that a solid sphere would approach an
infinite wall through a viscous medium. This- rate of approach was inversely
proportional to the separation distance between the sphere and the wall.
When the sphere was sufficiently close to the wall, its rate of approach
became equél to that of a circular disk approaching an infinite wall
through a viscous medium. This rate of approach was inversely propor-
tional to the cube of the distance of separation between the disc and the
wall. The sphere and the disc models are shown in Fig. 1(b,c) respect-
ively. Charles,9 and Charles and Mason,ll applied the sphere-approach
model to the coalescence times of high interfacial-tension systems, such

as mercury and glycerol solutions. They felt that this was a system in

5-7,%11

-



(a) (b)

MU-.26976

Fig. 1. Drop-approach models: (a) Gillespie and Rideal
model, reference 4; (b) Spherical model, reference
5; (c) Disc or flattened sphere model, reference 5.



which the drops would remain highly spherical because of high interfacial
tension. (This conclusion is incorrect because of the very great density
difference'that more than offsets the interfacial-tension effect.) They

applied the disc- approach model to systems of lower interfacial tension,

such as water- hydrocarbon systems. _ _

' Because the special design of the coalescence cell used in this
work eliminated the interfaCial meniscus (see Section III) which usually
makes observations in ‘the plane of the interface 1mposs1ble, the rate-of-
approach problem could be resolved "It was observed_that if the phase 2
liquid were of low viscosity, the drop would reach a motionless, quasi-
equilibriuml pqs‘;i‘tigr_l (with respect to the interface), within 0.1 sec after
leaving the dropping tip "With the highest viscosity phase'2 liquid used
(203. cp), the time period from the moment of drop release until the quasi-
equilibrium p051tion was reached was about 0.3 sec, only a small fraction
of the total coalescence time. A photograph of the drop in the quasi-
equilibrium poSition is shown in Fig. 2. Note that the drop remains almost
spherical and thatlthe interface is locally indented to accommodate the
drop. A model that fits these experimental observations is described in..
the next two sections.

An entirely different approach was used to explain the random
nature of coalescence times in this work. Lord Rayleigh,l9’20 and
G. I. Taylor,21 have investigated two types of hydrodynamic instability
which now bear their names. These instabilities are initiated by small
disturbances and, under certain conditions, they can grow very rapidly
and eventually cause disintegration of fluid formations. Hydrodynamic

instability is proposed as the final step in a coalescence process.

B. Theoretical Model.
The theoretical modél will now be described. Although the theory

is developed for the case in which phase 1 is denser than phase 2, the
model is equally applicable to the converse situation.

A drop of phase-1 liquid falls from the dropping tip and descends
to the nearly motionless quasi-equilibrium position at the interface shown

in Fig. 3. This idealization .is physically analagous. to the situation
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Fig. 2. Photograph of drop (indicated by arrow) in quasi-
equilibrium position at interface.



=

MU.26935

Fig. 3. Film-thinning model.
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photographed in Fig; 2. The drop is separated from the phase 1 material
below the interface by a thin film of phase 2. The amount of depression

of the-interface. by the drop can be computed by assumlng that the drop is

a solid sphere and the 1nterface behaves as a taut but deformable membrane.
The thin film of phase 2 is gradually squeezed out under the action of
gravity and surface forces; however, it is shown that this process is an
extremely slow one. If the film becomes sufficiently thin before the
instability discussed next sets in, the rate of thinning is further retarded
by the electroviscous effect and disjoining forces.

We suppose that a mechanical disturbance creates & system of surface
waves in one or both of the interfaces between the phases. Because of the
Raylelgh-Taylor instability, under the proper conditions, these waves will
grow exponentially in time until the spherical shell of phase 2 is ruptured.
Phase 1 material will then flow through the "hole", causing coalescence.

It is very.important to note that the shell must be inherently metastable
(discussed in a later section) or unstable for coalescence to occur in a
short pefiod of time because of the extremély slow rate of thinning of the
film under the force of gravity° This point is illustrated by a numerical
‘example in a later section.
. What is the source of the mechanical disturbances that create the
wave systems? These disturbances are caused by the sounds and vibrations
fpresent in any buillding housing scientific laboratories contain;pg pumps,
compressors,. blowers, or similar apparatus. These disturbances, modified
by their travel through the solid walls and floors of the bﬁilding, undergo
interference, scattering, and absorption, and arrive at the coalescence cell
as discrete, randomly spaced bursts of sound. The random time of their
arrival is one of the major'factors that determines coalescence times. The
other more subﬁle factors arise from the nature of the instability process.
A theory descrlblng the manner in which these disturbances create waves,
and a method for thelr experlmental analy51s, is given in a later section.
' The three topics just described and the assumptions involved in

their discussion form thé remainder of this section.
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C. Thinning-film Model

1. Assumptions
The thinning-film model is based upon the following major assump-

tions:

(a) The drop behaves like a solid sphere, having the same volume as
the 1iguid drop.

(b) The drop falls off the dropping tip and instantaneously reaches
a quasi-equilibrium position in. the interface determined only by
surface and gravity forces. _ |

(¢) A film of phase 2 liquid is trapped beneath the drop, uniform in
~thickness, but very thin in comparison to the radius of the drop.

(d) The fluid flow in the film is laminar, and the flow pattern is
symmetrical about a vertical axis. Velocities in the radiél
direction are negligible in comparison to tangential velocities.

(e) The film of phase 2 decfeases in thickness with time under the
action of the surface and gravity forces. The potential energy
released in this manner is converted into kinetic ehergy of
motion of the phase 2 liquid. This kinetic energy in turn is

dissipated in the form of heat by viscous forces.

The assumptions are all reasonable physically, with the possible exception
of uniform film thickness, which is more carefully examined below. The
model is developed in the first two subsections. The effects of additional

forces are discussed in the third subsection.

2. Quasi-Equilibrium Force Balance

The quasi-equilibrium position reached by the drop according to
assumptions (a) and (b) is shown in Fig. 3. The drop sinks into the
interface until the center of the drop is a distance w above the level
of the interface. Thus p, the angle between the vertical axis and a
line drawn from the center of the drop to the point at which the drop

surface "touches"

the interface, is related to w by w = a cos p, where
a is the drop radius. (If p is greater than ﬂ/2 then w is less than zero

and the drop center is below the level of the interface.) In this
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idealized model, the surface forces act on the drop periphery at an angle
p with the horizontal. Thus, the surface forces produce the upward force,
‘ - . .2 '
FU = (2ms) o sin p = 2m0a sin“p. (1)
The mass of phase 1 liquid above the interface level is acted upon
by gravity to produce a downward force. The volume of the drop between
the level of the interface and a horizontal plane dividing the sphere into

27

hemispheres is given by

Lo (5s2 + 5a2 + w2).

6

Adding the hemispheric volume above the horizontal dividing plane, we get
the total volume of the drop above the interface,

2nad 4+ % ma’ cos P (singp + 2).

5

(Note that if the center of the drop is below the interface, the sign of
the second term in this expression will be negative and it will be sub-
tracted from the hemispheric volume.) The gravity forces, therefore,

yield a downward-force component

FD= (pl-pz)g {%-ﬂaB(l + % cos P sinzp + cos p) ]. (2)

We have here neglected the buoyant force resulting from the presence of
the film of phase 2 because of assumption (¢). The force balance is derived

by equating Eq. (1) to Eq. (2). After some simplification and rearrangement

we get
o
5 5 = Q(p))
Doga
where
Qlp) = 1 <l + %— cos p singp + cos p> (3)
sinp ’

1

The function of Q(p) is given graphically in Fig. 4.
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Fig. 4. Plot of Q(p) as a function of p.
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3. Thinning Model

According to assumption (b),the drop reaches the quasi-equilibrium
position defined by Eq. (3) instantaneously. Then the thin film of phase
2 liquid begins to decrease in thickness because of the combined action of
the surface and gravity forces. During this time, the angle p remains
constant. Successive thicknesses of the film h'are shown, greatly

exaggerated, in Fig. 5.

a. Fluid Velocity. Let us first calculate the fluid velocity in

phase 2. By assumptions (c) and (@),we realize that the flow pattern in an
arbitrary small area is the same as the laminar flow between two infinite
parallel plates, i.e. the flow has a parabolic velocity distribution.

Therefore, the tangential fluid velocity, u¢(r,¢), obeys the relation

uy(rs9) = (r-2)(am =) ¥ (9) (1)

Here r and ¢ represent the radius and polar angle coordinates, respectively,
of the spherical coordinate system, and h' is the thickness of the spherical
shell. ¥(¢) is an angular function to be determined presently. We hote
that at either r = a or r = a + h', the velocity is zero. In addition,

the boundary condition that the velocity must be zero on the vertical axis
requires that ¥(0) = 0. At an arbitrary angle ¢, the area of a differential
element of the cross-section of the shell equals 2Tr sin ¢ dr (the same

as an element of the area of a right circular cone). The volumetric rate

of flow of phase 2 out through this differential area is obtained by multi-
plying the area by the flow velocity, and the total rate of flow can be

found by integrating across the channel:

a+h'
N¢ = 27r sin ¢(r-a)(a+h'-r) Y(P) ar
a
b3
= 7Ta)+ sin ¢<%— + I—%—)Z[/((b), (5)
where
= B
a
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Force h'(t)

MU-26978

Fig. 5. Exaggerated view of thinning-film model. Film
thicknesses at three values of t are shown.
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. .k /H H
If we define H(H) = a <€_ + 3 );

- the flow rate through the channel at an angle ¢ + AP is given by

= ()8 [$(6) cos ¢ + LD sin ], G

N ag

In deriving Eq. (6), we have assumed Ap small so that sin 5D S0,

cos &P & 1, and Y(¢+og) = P(¢) + -Ed—)-£¢ Now, we note that the volume
contained in a spherical sector bounded by two rlght circular cones of

vertex angles ¢ and ¢+4p), respectively, is given by o

;%'an[cos ¢ - cos (o) 1.

Thus the total volume contained in the spherical shell channel between

¢ and ¢+5b is given by

% ﬂ[(a+h)5'- a” 1lcos ¢ - cos(optrg )] . (7

The volumetric flow rate of fluid out of the channel must, by a material
balance, equal-the time rate of change of the channel volume. Equafing
the time derivative of Eq. (7) to the difference between Egs. (6) and

(5) and simplifying, the differential equation defining W(¢) is found by

%% + Y cot ¢ = 3 ;ﬁ%g%f SE N | (8)

The solution to the homogeneous equation can readily be found by quadra-

tures, as
WH = k:csc ¢, , (9)

where k is an arbltrary constant of 1ntegrat10n
The particular solution is found by the Lagrange method of variation of
parameters by assuming

¢% = k(P) ecsc ¢ . . (10)
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The complete solution is then found as
=K csc ¢ + 2 cot ¢ 2’ () & | (11)
Zﬁ = scC + co (bm at

Using the boundary condition y(0) = O to find k, and substituting the result

into Eq. (%), we finally obtain the velocity expression

_ 12a(R-1) (1+H—R)(1+H)2
¢ (5 + on0)

(cot ¢ - csc @) %% ' (12)

o

where R

b. Energy Dissipation. At this point we make use of assumption (e)

.. by.equating the rate of work done in decreasing the film thickness to the
rate of energy dissipation in the volume of the film. The rate of energy
dissipation is equal to the integral of the viscous dissipation function,
®, over the film volume. Begause of the vertical symmetry, the only

2

nonvanlshlng terms in @ are
‘ . 2
. o ou, N1 :

v 1 ¢ . |sin 6

‘®=“2 {[2<r sin 6 Q9 > :‘+ { <51n6 :1
2 ' |
u
Lr@ry

Here Ho is the absolute viscosity of the phase 2 liquid, and € is the

azimuthal angle of the spherical coordinate system. 7

Let us investigate the magnitudes of the partial derivatives appearing in
(15). a&t can be easily shown that u¢ contains variable terms of

order H2, —5% variable te?ms of_drder H,_énd ?%? variable terms of order

H2. Thus the energy dissipation integfal reduces to
: . 8u¢ o _
JI‘Dd":M“z(&)d" ]
v v

1+H
Jﬁ Jﬁ (cot ¢ - csc ¢)2 sin ¢ R2(2+H-2R)2d¢ dR,
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where
X = om adp [ 12(141)° i ]2* - (14)
2L gt 9. o L

The result of the integration, upon dropping all H terms of hlgher povers

than -3 (H is much less than 1, by assumption (c), is

. a’u - : . .
o (dE)2 R |
2kt H5 <a70' | P(p), o (15)

where
"P(p) =cos p -1 - (4 £n cos p/2).

The rate of energy dissipation is equal to the rate of work done on the

film by force F, or -F a %% . Equating the rate of energy dissipation to
the rate of work done, we find ' '
o |
2k ma“p, Kp) '
at = - 2 df (16)
F 0

. If F is constant, Eq. (16) can be.inﬂegratéd to yield the result

N

2 .
ty-ty = lg—7%9—j1l"')-(cos P-1-44ncos P/2)< -;g - ";§‘> (17)
| 3 ”Héw Hl )

A special case of Eq. (17) is of interest. TIn the limit as a
becomes -very large and p becomes very small, the thlnnlng spherical shell
approximates the case of a dlsc of radlus c approachlng an 1nf1n1te plane

through a v1scousfmed1um.?_Tak1ng the limit of Eq. (17),

7 1im’ ' = 1lim a (cos p - 1 - 4 &n cos p/2)
a — ® a — oo '

p—-0 p -0

lim alL [(1— p2/2 + pu/Qh) -1-k (—p2/8 - pu/i92)} = lim - b
a — © : a —so0n 1
p >0 p -0
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But in the 1limit, ¢ = a p, and we find

T 1N
_ 2 1l 1 oo )
ot = F <h‘, 5 - ot 2 ) X (18)

2 1

This is the result originally found by Reynolds.29 '

c. Drop-Approach Solution. The force F is a combination of FU

and Fp (from Egqs. (1) and (2), respeétively; or twice Fj. Substituting
2 Fy=F into Eq. (17), we get the final result,

3. v O o

' 1

bty = 22 5y Ay -1y ), (19)
h' .~ h!

Whére

cos p - 1 -(4 4n cos p/2)

I(p) = —5
sin~ p

A plot of J(p) as a function of p is given in Fig. 6. If hi >> h) and if
a time scale is chosen such that t.= 0, then Eq;'(l9) becomes the simpler

1
form

by - 22 (L) | (20)
h <
Now by use of either Eq. (19), or Eq. (20) and Eq. (3), we can determine
the film thicknéss af any time from a knowledge of the drop radius and
thé.physical propéfties of the system. Plots of film thickness as a
function of time for the éystemsvwater-benzehe and water-anisole for
several drop sizes are given in Fig. 7. Ewers and SutherlandBo have
stated that the thickness of a soap film would -have to be less than 50 K
for it to be ruptured through random molecular motion. .We:note from

Fig. 7 that, with the possible exception of the veryﬁémallest drops,

the times needed for these films to decrease in thickness to 50 R are
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Fig. 6. Plot of J(p) as a function of p.
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Fig. 7. Dimensionless film thickness H, as a function of time
t2 for the water-benzene and water-anisole systems.
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several orders of magnitude greater than the experimental rest-times of
1 to 100 sec in Table XVI. We can therefore conclude that an additional
mechanism other than the squeezing out of a thin film by surface and
gravity forces is needed to explain drop coalescence. This additional

mechanism is proposed in the next section.

9,11

d. Comparison with Flattened-Sphere Model. Several workers

2>

have combined Eq. (18) with an expression due to Derjaguin and Kussakov,
to derive an expression giving the rate of approach of a flattened sphere
to an infinite plane through a viscous medium. It ig of interest to
compare the film thicknesses calculated by means -of Eq. (18) with the
more realistic model of this work. Because, in both cages, the film
thickness decreases with the reciprocal of the square root of the elapsed
time, the ratio of the film thicknesses computed from the two models will
be a constant for a given system. As one might expect, the ratio of the
times for the film to decrease in thickness from H. to H. calculated from

1 2
the two models, is a function of the angle p only. The ratio is

t2 - tl (spherical-shell model)
T = = bk J(p) Qo) (21)

by -ty (flattened-sphere model)

A plot of this ratio as a function of p is given in Fig. 8. Note that when
p is small, the spherical-shell model gives a faster rate of thinning, but

when p is large, the flattened-sphere model gives the faster rate.

e. Pressure Drop in Film. Chappelear stated that the pressure

drop in the flowing film might be so great as to distort an easily deform-
able drop and thus invalidate the assumption of uniform film thickness.51
This possibility was investigated by solving the Navier-Stokes equations
for the pressure drop. Dropping second order, time dependent, and

gravitational terms, the tangential direction Navier-Stokes equation in

spherical coordinates becomes52

2 2
;6P=M[§_“@+ga“¢ R O R }(22)
r op 2 8r2 r dr rg’ 8¢2 2 o rgsin2¢> :
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Fig. 8. Plot of T vs p.
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Taking the various partial derivatives of Eq. (22), we find that
S 124 ) - RPN o
ok ———%wﬁig— 5% (cot ¢ - csc ¢)(~6R2+MR+2HR). R (23)
op  R{H +2H")

. If we note that H << R (or equivalently, assume no pressure gradient in the

r direction), Eq. (23) upon integration from ¢ = O to ¢ = p becomes

-48ug aH
P-P = -4 — Un cos p/2
©  gtop® 94°

Substituting the value of dH/dt from Eq. (16), we get as the final result

for the pressure drop across the film

Lo An cos p/2
- tg IR, (2)

where p is found by Eg. (3).

Some values cf this pressure drop for the water-benzene and water-anisole
systems are given in Table I. Because these pressure drops are insignifi-
cant in comparison to the l-atm pressure prevailing in the cell, the

supposition of Chappelear appears to be incorrect.

4. Electrical Effects and Disjoining Pressure

Several additional factors might modify the results in Eq. (19)
for very small values of h'. Because the theoretical and experimentsl
studies were not designed to examine these factors, they will be discussed

in a brief and qualitative manner.

a. Electroviscosity. Whenever an electrical double layer at an

interface in an ionic liquid is sheared, a potential difference, known as

a streaming potential, is set up in the plane of the shear. This potential
will tend to retard the flow due to the effect of the potential on the ilons
of the double layer. Because this retardation produces an effect identical
to that of viscosity, the retardation is known as the electroviscous effect.

It has been studied extensively by Eltono35’5u



ol

Water-anisole

Table I. Calculated pressure drop across film.
System Drop radius Pressure drop
(cm) (aynes/cn®)
Water-benzene 0.5 L81
Water-benzene 0.05 4810
Water-anisole 1.0 21h
0.05 4000
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Elton has calculated the change in the rate of approach of two
parallel‘diécsrdue to the ¢lectrnviscoué effect. He dssumea that the
" Reynolds equation (18) was applicable, with the bulk viscosity.replaced
by a viscosity including the electroviscous effect. A numerical example

of his calculations is given in Table II. The bulk viscoéity was assumed

Table IT. Calculated effect of electroviscosity on approach rate of
two discs.? :

Distance of separation Time in ionic liguid Time in non-ionic
(cm) 2 (sec) _ liquid
(sec)
107 ‘ 2.5 X 10° 2.h x 100
5 x 107 , 1.1 X ioLL 9.6 X 107
- L
2 x 1077 1k x 107 6.0 x 10
107 - 1.4 x 10° 2.4 x 10°
5 X 1070 , 2.0 x 107 9.6 x 10°

a
From reference 33.

to be 1 cp, the force between the disks was 1000 dynes, and the disk

radius was 1 cm. He assumed that the zeta-potential in the ionic fluid
- was 100 mV, the dielectric constant was 80, and.the electrical conduct-
ivity. of the fluid was 10_6 ohm_l em™t (these values correspond to the
pronerties of water). Tt should be noted thét_the electroviscous effect
is not of great importance until the distance of separation is less than
10 cm.

Calculated film thicknesses at coalescence (see Sec. V-A) are
not much smaller than lO_)+ cm for larger drops. In the case of Picknett's
experimentation with the water-anisoie system, the drop sizes were very

small, and calculated viscosities based on Reynolds' thinning model showed
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the predicted effect of electroviscosity.u Further, Picknett alsc
observed a decrease in drop rest-times with increasing concentration of
electrolyte in the aqueous phaée. According to Elton's result, the
effective viscosity of an electrolyte solution decreases with increasing
concentration of electrolyte. .Picknett's coalescence data again seems to

confirm the presence of an electroviscous effect.

b. Disjoining Pregsure. When a fluid is squeezed out between two

bodies, a resisting force can be measured which is not due to the viscosity
of the fluid. This force is a measure of the long-range attraction of the
molecules of the two bodies on the molecules of the fluid. It is manifested
only when the fluid layer is very thin. Derjaguin and Kussakov have termed
it the disJjoining pressure and have measgured its magnitude in a number of

25,26 These workers forced

systems as a function of the film thickness.
bubbles of air or hydrogen against the lower surfaces of glass or mica
sheets submerged in various liquids. A typical value of the disjoining
pressure was 500 dynes/cm2 for a film thickness of ILO—5 cm. Theoretical
calculations of Frenkel indicate that the disjoining pressure should
vary as the reciprocal of the cube of the film thickness,55 but his
calculated values of the disjoining pressures were low by an order of
magnitude. Elton has suggested that the disjoining pressures measured
were really due to the fact that the film had not yet reached an
equilibrium state.Bu Comment on this statement is beyond the scope of
this work.

The disJjoining pressure would alter the film model by adding
an additional term to F in Eq. (16). If the term were dependent on
film thickness, the integral over H would then include this additional
force term. Disjoining pressure has little effect on drop rest-times

if the drops are not exceedingly small.
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~‘¢.. Electric Double-layer Repulsion. JIf the diffuse.electric

double layers adjacent to two interfaces overlap, the interfaces can
be expected to repel one another. The magnitude of this repulsion
increases with increasing potential drop:across each double layer, and
. will increase with decrea81ng film thlckness Derjaguin and Kussakov
state that for -aqueous fllms, the effectlve double layer thlckness is

N

10 to . lO =2 cm for pure water and less for electrolyte solutlonsol

Thls effect, therefore, 1s_probab1y th of great importance in coalescence
measurements in pﬁre systems, but ie extremely impoftant when surface-
active agents or eleetrolytes are preseht°~ The eiectric-double-layer

effect will be discussed further in Sec. V.

D. Film Instability

Thé méchanism that causes the rupture of the phase 2 film and
thus coalescence, is discussed in this sectien.l Because of the great
difficulty of this problem, instability is discussed in terms of highly
idealized models and simple geometries. The direct application of the
theory to the gquantitative prediction of drop rest-times is, therefore,

somewhat difficult.

1. Rayleigh Cylinder

One of the first stability analyses was performed by Lord .
Rayleigh on a cylinder of ideal fluid free from gravitational effects.lg’go
This problem serves as an excellent introduction to stability analysis.

To illustrate a particular point,. a somewhdt different approach than
Rayleigh's was developed in this work.:

We know from everyday observetion that thin cylinders or threads
of liquids are inherently unsfable and will break up into a geemetric
configuration having less surface afea, namely, a series of small spheres.
Rayleigh considered such a cylinder;.ofiginally of‘radius a, and infinite
'in length, to be perturbed by an arbitrary infinitesimal disturbance.

He wished to determine whether this disturbance would grow in time until
the cylinder disintegrated, or whether it would decay and disappear. The
disturbance (mathematically) can be expanded in a Fourier series, and,

if only linear operations are .performed, only a-single term of the series
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need be studied. The radius of the cylinder, after perturbation, can be

described by
r =a + asin kx, A (25)

where @ is the amplitude of the component of the disturbance having a wave
number, k = Eﬂ/x. The mean radius a is not necessarily equal to ao. By
physical reasoning we can see that the volume of the cylinder per wavelength
must be the same both before and after perturbation is applied; For the
disturbancevto»grow in timé, the surface area of the cylinder muét decrease.
We can calculate the surface area of the cylinder by meé%s of
Pappus'! theofem,vwhich states that the surface area generated by a plane
curve revolved about an axis is equal to the length of that curve times

36

the distance traveled by its centroid. The length of a sine wave can
be found by integrating a differential arc length element. The length

of & sin kx equals

om

Lo V14 0P® cos®x ax
K
0

1l

k 1+ 7k

a1l o+ o“x° E 0P ' (26
T x em, 2.2 /7 26)
. 1+07k .

where the substitution, X = kx, has been made.

2 2 . _
E 2, . 9;E§—§
» 1+ k

is the normal elliptic integral of the second kind, and can be simplified to

L. ol 2m P2 5 |
N 1 - =5 sinX ax
| 22

0

il

2 2
L ok

1467%% )

the complete elliptic integral of the second kind.57 The elliptic integral
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can be expanded in a power series, and because of the small value of the
argument (o was assumed infinitesimal), the series can be terminated after

the second term to yield_

a2k2 ~ 1 a2k2
Y - B A Sy
1+ k . 1+ 'k

The length of the sine curve is thus

N 2 2
1+ k
K 27T<1‘

a%k® ~oem /L1 22)
—— ) 2 = (1+5Fa% ,
a2/ K \ n

=i

where several simplifications have been made. OQObviously, the sine wave
is longer than the length of the side of the original cylinder. The
centroid of the sine wave travels 27T in generating the surface, giving

a total surface area per wavelength of

N 1 22>
5 =— <l+£06k ‘ (27)

The volume of the cylinder can be found by a simple integration:

m 22 2 2
T rEdX = Eﬂ%é - E. , (28)

<

M

W
O M

But this volume must equal the volume of the unperturbed cylinder,

2ﬂ2a02/k. Equating the two volumes, we find

2
~ 1 < :
a ~ ao ( - -)I :é- ) 7 <29)

o}

Thus the mean radius of the perturbed c¢cylinder 1s less than the radius
of the original cylinder. Substituting Eq. (29) into Eq. (27), we find

the new surface area is

a 2 ‘
g = uﬂz Eg <:? - %‘ng + % a2k2j> ) (50)
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Subtracting out the original surface area, the change in area due to

perturbation is

- (31)

If we have kao < 1, the surface area decreases upon perturbation and the
criteria of stability of the Rayleigh cylinder has been found. The
resolution of the paradox concerning the length of a generating line in

the surface is that, to compensate for the greater volume of fluid that

is included in the peaks of the sine wave than is excluded from the valleys,
the mean radius of the perturﬁed cylinder must decrease. It will be demon-
strated later in this section that a similar situation does not occur in
the case of a sphere.

Rayleigh showed that if kao < 1, the Fourier components of the
disturbance grow exponentially in time. Depending upon the original
amplitude of the components and their time constants, one or more will
grow to a size comparable to the radius of the cylinder and cause it -to
disintegrate. Rayleigh computed_the values of the time constants using
ideal fluid theory, but the study has been extended to cases with a real
38,39 ho, b1

inner‘fluid; and with both real inner and outer fluids.
these cases, the viscosity caused the magnitudes of the time (or growth)
constants to decrease, but it did not affect the stability criteria. This
fact i1s characteristic of stability studies.

Rayleigh also showed that a wavelength 4.508 times the initial
cylinder diameter grows in amplitude more rapidly than any other. As an
example, he showed that a disturbance corresponding to a 4.508 cm wave
length on a l-cm jet would grow as exp[t/0.115]. Boys confirmed the
theory experimentally in a qualitafive manner, 2 and Castleman has applied
the theory to atomization studies.uB

The driving force for this, the Rayleigh instability, is the
decrease in potential energy of the system due to a decrease in surface
area. The next subsection considers an instability due to another type

of driving force.
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2. Flat Film-Taylor Instability

Suppose that a . glass of water is resting on a table. Experience
tells us that any small irregularities in the surface will tend to be
damped out. However, if we turn that éiass of water upside down, the
iregularities will become very Jjagged and spikes of water and ailr will
form. This example is an illustration of the Taylor instability. If
an interface is accelerated normal to itself in a direction from the
denser to the less dense medium, the interface is stable and irregularities
will die out. (By convention, the acceleration to which a system is
subjected 1s oppositely directed to the force acting on it.) However,
if an interface is accelerated in a direction from the less dense to the
denser medium, irregularities of the surface will tend to grow. In this
study, the only acceleration cf interest is due to gravity. Therefore,
the driving force for the Taylor instability is the reduction of the
gravitational potential energy of a system.

The Taylor instability was proposed by Taylorgl for an ideal
fluid and was checked experimentally by Lewis. Bellman and Pennington
extended the theory to include the effects of surface tension and vis-
cosity.22 Bankoff has proposed a model of high-flux heat transfer based
on the effect,2 and Aranow and Witten have explained the origin of

b5

Schaefer's expansion patterns by means of the theory.

a. Inviscid Solution. The Taylor ihstability will now be used

to explain why the thin film of phase 2 liquid described in Sec. C above
]
disintegrates in much less time than that calculated from the drop-approach

model alone. The analysis is based on the following major assumptions:

(a) The fluids behave in a nonviscous manner and their state of
motion can be described by a velocity potential. The inviscid
restriction is relaxed in the next subsection. The fluids are
incompressibie.

(b) For simplicity, a two-dimensional problem will be solved, i.e.,
the fluid velocities do not vary in the y direction. This
assumption is not a very restrictive one and relaxation of it

produces results gsimilar to those found below.
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(c) Only infinitesimal disturbances will be considered. This
restriction is caused by the mathematical difficulties of
treating 2 more general, nonlinear case.

(d) All velocities are very small.

Suppose a layer of fluid density, Pp and thickness, 2h, to lie
between two semi-infinite (in the z direction) layers of fluid, the upper
fluid with a density Pys the lower one a density pj- At a time t = O the
interfaces are perturbed in an arbitrary manner. The form of the inter-
faces can be expressed at any instant later, not violating assumption (c),
by the following expressions, which are the decomposition of the disturbance

into a Fourier seriesg

[e4) . ‘
n, = n§1 ah,n exp[qnt] cos k x + h,
and
[oo]
N, = n§l a—h,n exp[qnt] cos an’ - h,' (32)
Here, the amplitude corresponding to a wave number kn is an. The growth

constant q is the quantity of interest. If q is real and positive, the
disturbance will grow in time; if it is real and negative, the disturbance
will be.damped out; and if it is imaginary, the disturbance will remain

. the same in magnitude, but the surface will oscillate in a periodic manner.
If q is imaginary, q = Cpk, where Cp is the phase velocity of the waves.
Because only linear operations will be performed, we can solve this problem
in terms of a single Fourier component and fhen generalize the result.

Therefore, let the surfaces be represented instead- by

]

o explgt] cos kx + h,

"

and

M4 -Bexplgtlcos kx - h . {33)
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The geometry is depicted schematically in Fig. 9. At this point,
the goal of this computation can be seen. If one or both of the waves
grow exponentially in time, they will gquickly achieve such an amplitude
that the film will be ruptured. It is not necessary for the film to
become thinner only under the action of ordinary surface and gravity
forces, because a new driving force for film rupture has been considered.

The motion of each layer of fluid must obey the.equation of
continuity, which, by assumption (a) is expressed by Laplace's equation

v2®=—5323+5\’-%=0,
ox dz
where @ is the velocity potential.

By use of the method of separation of variables, a solution of the form
® = cos kx (A explkz] + B expl-kz] )

is found. Because the velocity potential of the two semi-infinite masses
of fluid must vanish at infinity, the three velocity potentials in the

system can be written

®, = A cos kx exp [-kz] ;
@2 = (Bexpl-kz] + C explkz] ) cos kx; (34)
®5 = D cos kx exp[kz]

The constants A, B, C, and D, can be found from the kinematic boundary

L6

condition, noting assumption (c):

o) _ '(%i“)) | | (35)

ot/ interface
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MU-26934

Fig. 9. Sketch of geometry of flat-film model with Taylor
instability. Waves shown correspond to Eg. (33) at t = O.
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If the necessary differentiations are performed on Egs. (33) and

(34), the following algebraic equations result:

ag explqt] cos kx = Ak exp[-hk] cos kx

(Bk expl-hk] - Ck exp[hk]) cos kx,

and :
-Bg explat] cos kx = (Bk exp[hk] - Ck exp[-hk]) cos kx
= -Dk expl[-hk] cos kx
These equations can easily be solved by determinants to yield the
constants,
6/
A= 3% explat + hk] ,
_ ___Bq explgt]
B = 5% sinh ohk (v expl-hk] + explhk] ),
__ _Bg explat]
C = - Sk et ok (exel-nkl + v explnkl), (36)
and
D = %% explat + nk],

where amplitude ratio, v = /B has been defined.

The velocity potentials in the three phases may be related to one

another with the equations of motion. By use of assumption (a), the

equations can be‘integrated to giveu7
L a2 - Q - u2
P T Ot ’

where a constant has been absorbed into the derivative term.

(37)
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Further, by use of assumption (d), the term involving the square

of the velocity_u2 can be dropped, and the equations become

© |/

-2 g, | (38)

where the potential term Q has been replaced with gz because only gravita-
tional forces need be considered.

Let us first look at the case of no interfacial tension. Then
the dynamic boundary condition requires that there Be no discontinuity
in pressure across the interfaces. If Eq. (38) is written for each phase,

and the pressures are equated at the interfaces, we derive the two

equations

200 N od

o2 _ > (39)
1 K E )z=h EP T T P < ?T.)z=h " 8Py
and

/5@ 23D, N

2 _ 3

"QKTE z=-h 8Pplp T Pz &5’5 ) =-h &Pz - . (5o)

If the changes of variables, £ = z-h and {=z+h are introduced into Egs. (59)

and (LO) respectively, the equations become

pa— —

o {é@l(i+h)_}ézo —gpl(a explgt] cos kx)

8@2(E+h)
= o, | —5— _gpg(a explat] cos kx),
£=0

o2, (£-n)
o |t o -gpg(—B explgt] cos kx)

%, (£-n)

o -gp_(-p explgt] cos kx)
S 3

t =0
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Evaluating these expressions at t = 0, we find

DquE ' _pqu

T - 8Py = onp e (Y cosh 2hk + 1) - geyy,
and

-0a° | o
ESinn ZmE (Y *ocosh. 2nK) + g0, = = 4+ gpy

Equations (41) and (L42) can each be solved for 7,

2
-
k sinh . 2hk
v = 5 > s
! SN
— + g(p2-pl) + == coth 2hk
and
2 2
05q ( Poa
P A - ——
r g 95 pa) + —5— coth 2hk
Y = 5
-
k sinh: 2hk

(41)

(k2)

(L)

Now, if ¥ is eliminated from Egs. (4%) and (L4) we obtain after

some simplification the following quartic equation for g

Ly 2
+
a [0105 Py~ + (plp2 + p2p5) coth 2hk ]

\

2
+ q [ngg(DB-pl) + oekg(DB-Dl) coth 2hk]

+ kggz(pe-ol)(QB-pg) =0

If, now, we assume for simplicity that P, =P (which is the

2
physical situation in coalescence), we can solve Eq. (M5) for g

(45)
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@ =% T3 /2
(pl + Ps + 2plp2 coth 2hk)

(46)

From this striking result, we see that there are not just two, but four,
growth constants. The two imaginary values of q correspond to waves
traveling in the positive and negative x directions, the negative real
value corresponds to damping, and the positive real value represents
instability. The sign of the density difference term does not affect
the presence or absence of a real positive gq. To resolve this para-
doxical situation, let us lock at the case when h is very large; then

Egs. (43), (44), and (46) reduce to

N kg(p -0,)
V=5 sinh. 2hk - ——=—— sinh: 2hk - cosh 2hk, (47)
2 Py
and
(p,-p,)kg
P17Po
Suppose p., 1s greater than p2; from physical intuition we would expect

1
the upper interface to be unstable, and the lower one stable. Substitute

the positive value of q2 from Eq. (48) into Eq. (47). We then find that

o
v = - (25}-+9 sinh  2hk - cosh 2hk,
2

which has a very large absolute value (the negative sign merely indicates
that our sign convention in Eq. (33) was incorrect). Thus, the unstable

wave is of much greater initial amplitude at the upper interface than at -
the lower as expected. If we substitute the negative value of q2 into

Eq. (47), we \find

v = sinh 2hk - cosh 2hk,
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which approaches zero as h becomes large. This indicates that the stable
wave exists predominantly at the lower interface,'again confirming our
intuition. Suppose now that h is very small. Then vy in‘Eq. (hB)approaches
-1, and we see that béth'thé;stable“and'the unstable%waveé must have equal
initial amplitude.

Before continuing, we can summarize two important conclusions.
First, in a system containing two free interfaces, two wave systems exist
corresponding to a éingle wave number. If the interfaces are far apart,
the wave systems act independently of one another, each in a separate
interface. If the two interfaces are close together, however, both wave
systems exist in each interface, the relative initial amplitudes of the
waves in the upper and lower interfaces depending upon y. Second, if a
denser phase overlies a less dense phase in the layered system, the system
will always be inherently unstable.. The growth constant of the instability
increases without limit as the wave number inéreases.

Let us now see how these results are modified by the inclusion
of interfacial tension. The Young-laplace equation,u8 shows thét the
difference in pressure on the two sides of an interface is not zero, but
is equal to the interfacial tension times the sum of the'reciprocals of

the radii of curvature of the interface. By assumption (c), these pressure

differences are47
3°n 2
( ) = h = —g(0k” explgt] cos kx), : (49)
and : a n h | : - :
(P24P3)“ = o(px® explat] cos kx). (50)

2
The effect of Egs. (L49) and (50) is to add the term ok~ to the
denominator of Eq. (43) and the numerator of Eq. (L4). The quartic

equation in .g now becomes
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L 2
a [plp5 + o, + (ppp, + p2p5) coth 2hk]
2. - 3
+q [pgkg(p5 p,)(1+coth 2hk) + ok (pl+p5)

+ 20k5p2 coth 2hk]

+[k2g2(pe-pl)(p5-92) + okug(pB-pl) + 02k6] = 0. _ (51)

If again we let Dl=05, Eq. (51) can be solved for q2 by the quadratic
formula to yield

5 5, | T+
o -(ok e, + ok”P, coth 2hk ) _.JRl
T 0'2 + 0.2 + 206, coth ohk
1 2 172 ©° :
where
6[ 2_ 2 2
R, =Xk lo“0," (coth 2hk-1) 1
2 2 2, 2 2
+ K [g™(p -p,) (0 40,7 + 20,0, coth 2nk) 1 (52)

Two criteria now determiﬁe the regioh of stability of the film.
Negative values of q2 (stability regions) will always result both if the
radicand in Eq. (52) is always 2 O, and if the numerator of Eq. (52) is
always negative. Because the term (coth2 2hk -1) is always >'O, the

radicand is always 7 0. The second condition is fulfilled if

k ¥ [

Q0.

1/2 .

<pl-p2)] , for p, > o, (53)
We have derived an upper limit on the valwe of wave numbers that

will permit instability to develop. The limit is based only on physical

properties, not geometrical ones. Thé result is the same as that found by



Iy

2
Bellman and Pennington for a single interface. e If, now we eliminate q2
between Egs. (43) and (L44) (including the ok terms), we are able to

derive the following expression for -y,

-Eg(pl—pg)(pl sinh = 2hk + p, cosh 2hk) inJR2
V= 29p2

d
il

2. o
2 - i .
[ g(pl pz)(p1 sinh 2hk + p, cosh 2hk)] + h@wpg 3

_ _ 2
2] 8(pl p2) - ok”

<=
i

= —g(pl-pg) - ok . _ (54)

By allowing h to become very large, we can see which choice of the sign
of the radical corresponds to the wave normally predominant at the upper
interface and which corresponds to that predominant at the lower. It is
easily shown that a choice of + for the sign will give very small values
of 7y, and a choice of - will give large values, which corresponds to the
wave of instability. These results are in agreement with those of Keller
and Kolodner,25 if we further assume that o = 0.

We have reached an additicnal interesting conclusion, in showing
that the presence of a nonzero interfacial tension has placed an upper
limit upon the value of the wave number k that will cause an instability
to propagate. It is obvious that the real positive value of g must reach
& maximum between k =0 and k = [%(pl—in]l/g. This is shown in Fig. 10,
where values of g ve k for different film thicknesses are presented.
Physical properties corresponding to the water-benzene system were used
in making the plot. Corresponding values of 7y are shown in Fig. 11. We
note that if 2h is large, the values of g corresponding to a given k are
large, but the values of <y corresponding to the unstable wave are small.

Let us now apply this discussion to the coalescence of a liquid
drop. Trom the stability criterion, Eq. (55), we note that the smallest

wavelength that can cause instability is still much larger than the
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diameter of most liquid drops. Therefore, for an instability to develop,

the longer wavelengths must originate in the interface between the phases

rather than on the lower surface of a drop: This wave will be stable on .
the lower interface because here'p2 is above. This wave will be propagated
through the phase 2 film to the upper (or drop) interface. The efficiency
of propagatioh v increases as 2hk becomes smaller, i.e., for a given value
of film thickness, the efficiency is highest for large wavelengths (small
k); for a given wavelength, the efficiency increases as the film becomes
thinner. The rate at which instability grows depends upon both h and k,

as can be seen in Fig. 10. This discussion will be incorporated with the

’ drop-approach model in a later section.

b. Effect of Viscosity. The exact sclution for the effect of

viscosity on the stability of a free surface entails the soclution of the
Navier-Stokes equations. Bellman and Pennington solved the problem for

a single free surface and found that it was only possible to find an upper
bound for the values of q2 without resorting to 1epgthy numerical tech-
l’liqueS-22 They found that viscosity had no effect con the stability
criterion but that it did decrease the values of q2.

A method has been developed by Stokes for computing the rate of
viscous damping of surface waves.u7 The method involves the very strong
assumptions that the flow be irrotational, and that velocities be very
small at points distant from the interface. If, however, the viscosities
of the two phases are small and of the same order of magnitude, this method
produces results very similar to those obtained by means of the Navier-
Stokes equations, even though fhe assumptions are partially violated.
Several situations will be examined to illustrate this point. Because
an unstable wave grows in amplitude as a positive exponential term and

viscous damping acts as a negative exponential, the value of the growth

constant with viscous damping is given by -

Q,=a+ T, (55)

where 71 is the viscous damping constant.
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" The method cohsists of-equating the average rate of dissipation
of energy due to viseosity to the rate of change of: the energy .contained
in the progressive surface waves. The amplitude of the. waves. then
decreases proportionally to the term, exp[tt]. If we assume that thi

7

motion is irrotational, the average rate of dissipation of energy is

_E; = uf/ ?_;EE ;s': 3 o .‘ (56)
2

av

where u = P and gﬁ represents différéntiation with respect to the
outward normal. The integration is performed over the bounding surfaces
of the fluid mass and the bar indicates a time average. The total energy
(both potential and kinetic) contained in the progressive waves is given

byu7

_ - . .

EW = pkxyh o = ds . _ (57)
pX av. ..

If we equate the average rate of dissipation of energy to the rate of

change of the wave energy,

, ol - v - R . - .
T = o (58)
2Ew . M N .

Let us first calculate 7 for the case of two superposed fluids.
By study of Eq. (34), we see that the velocity potentials will be of the
form o ‘ '

@l = Cl expl-kz] cos(kx-qt),

and

o, = C, explkz] cos(kx-qt),
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where C is a constant, and 1 and 2 represent the upper and lower phases,
respectively. These potentials stand for‘progressive waves, The velocity

in each-phase is found by computing the negativé.gradient of the velocity ,
potential. If the amplitude of the waves is infinitesimal, the normal
derivatives can be found by differentiating in thelz direction. The
results of the integrations over surface areas one wave length A in the

x direction and unity in the y direction are

— 3 2

Ep. = =2KHy O A
1

O 3 2
2

Ew = ';- Dl k C 2)\_;
1

and
— 1 2
By = 5P ECn

From Eq. (58) we find the viscous damping factor as

+
o Mo
PP

T = -2k (59)

49

This is the same result as obtained by Bankoff. Koussakov computed

the viscous damping coefficient by means of the Navier-Stokes equations

50

and found (for low viscosities),

E o p, + pu
- —2k2 171 2 2 , (60)
(Epl+oe)(pl+92)

<:%1“2 1/2 :
Dgul . )

where
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If the viscosities of the two phases are small, Koussakov's
result is very similar to that of Eq. (59). If the results of Eq. (59)

are used to compute q by means of Eqg. (55), we find
v

o -('bi-pé)—}l/e L . : 1)
= k_ - -
h L g_ (o1%0,) | = SR :

where the value of ‘¢ for two superposed layers was taken from Taylor.21

Bellman and Pennington estimated an upper bound for qV of

1/2
(p)-0,) w/ “1-*“2) 21 2 My T
|

et
+
RN CRN) < o, P17P2

Tbe‘approxiﬁate method gives a result slightly less than the
upper bound estiﬁate. On the basis of these two comparisons, the
approximate method seems to yield good results, provided the viscosities
are_low.u | .

; Let us ﬁow apply this fechnique to the thin-film case discussed
in the previous section. For simplicity; velocity potentials of
progressive waves are used instead of the stationary-wave velocity
potentials of Eqs. (34) and (36). If the surface integrals of Egs. (56)

and (57) are evaluated and the results simplified, we find

o e, 22
ED,l = -2ul k By a A
22
— ik BT o
By o™~ (V™ sinh Uhk + 2y sinh. 2hk),
2= sinh2 2hk :
22
— oy K Ban - .
Byop = -5 (2y sinh 2hk + sinh . Lhk),
a sinh™ 2hk :
. 22
E = - 2u, k A
D,5 HB B q_ J



222
plB Ya A

Ew’l E’, : 2k 7

22
p25 q M

bk sinh®" ohk

(Y* sinh. bnk + 2y sinh  2hk),

22
923 a A

= (2Y sinh  2hk + sinh: khk),
Lk sinh™ 2hk

and

DBBQQEK o
B3 © T v (62)

~where 1, 2, and 3 indicate the three liquid layers, and the subscripts U
and L denote whether the surface integratidh was over the upper or lower
interface, respectively. '

Because the waves in one interface determine the amplitudes of the
waves in the other interface through the ratio ¥, we can assume that 7T
is given by Eq. (58), where ED and EW are the totals of the contri-

butions of both interfaces. Then, the damping factor is

W
-2x° {:(72+1)u1 + 5 [(¥P+1)(sinh  bnk + by sinh  2nk] }’
T - 2 sinh 2hk .
P
Dl(’yg+l) + 22 ~ [(72+1) sinh  Uhk + Wby sinh. 2hk‘):]

2 sinh™ 2hk
(63)

where pl=p5 and ul=u5.

The limiting cases for small and large values of 2hk are of interest.

When 2hk is very small, T becomes
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o
2 (V2+l)“1 * T (v1)°® . (64)

5
2 > 2
(V+l)ey *+ oo (V4L)

1im = =2k
2hk -0

where 2hk is large, T becomes

5 My tH |
2 (65)

lim T = -2k -
P17P5

2hk —large

As a check on the assumption that we should add the contributions
of the two interfaces, we can easily show that an energy rate balance
around each interface individually, if 2hk is large, produces the same
result as Eq. (65).

A graph of values of T for various film thicknesses is given in
Fig. 12. For low viscosity fluids, the correction to the growth factor

is quite small.

3. Spherical-Shell Film-Rayleigh Instability

We have seen that a cylinder is inherently unstable because its
curved surfaces decrease in surface area when they are perturbed. Is the
same situation also true in the case of a spherical-shell film? This
gquestion will be investigated by the same technigue used to study the
stability of the flat film with one exception. The effect of gravity
will be ignored because of the extreme difficulty of describing its effect
on a curved surface.

The following assumptions are made in the treatment of the

spherical shell model:

(a) The model is geometrically a spherical shell very thin in
comparison to its radius. )

(b) Theliquids dealt with are inviscid and their velocities can be
described by a velocity potential. The validity of this assump-
tion is ascertained by studying the effect of viscosity on a flat

film.
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(c) The effect of gravity on the model is negligible.
(d) The velocity patterns are symmetrical about a vertical axis.

(e) Disturbances produce initially infinitesimal perturbations of

the spherical surfaces.

. A sketch of the model is given in Fig. 13. Because of assumption

(b), the fluid flow in each of the three regions obeys Laplace's equation

which, in spherical coordinates, is

V-Q(D:%:g - GQST? J,—e—l-—_i <Sin<b§%>=o (65)
r© sin ¢ 0O¢ |

To solve Eq. (65) by the method of separation of variables, we substitute
O(r,®) = R(r) X (¢), and find

2
r2 é—% + 2r %% - n(n+l) R=0, (66)
dr
and
/
sii %Eﬁ (\sin ¢ %> + n(n+l) X=0, (67)

where n(n+l) is the separation constant.
The first of these is Cauchy's equation, and by making the transformation

W .
r =e we find

R(r) = C; o cgr'n'l _ (68)

Equation (67) has bounded solutions over the entire sphere only

51

if n is an integer. Making the substitution pu= cos ¢, we find the only

finite solution to Eq. (67) to be
X(n) = ¢5 B (w), (69)

where'Pn(p) is the Legendre polynomial. Thus a solution to Laplace's

equation is

o = Anrn P_(n) + Bnr‘n’l P (1) (70)
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Fig. 13. Spherical-shell model—Rayleigh instability. Surfaces
are perturbed by a Legendre polynomial of order 6.
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In fluid region 1, @l must be bounded at 0, and in region 3, &, must be

>

bounded at infinity. Therefore, the velocity potential in each of the

three regions must be an infinite series, a representative term of which

is
® = &
n,l An ¥ Pn(u)’
© _ = (B ™ +cr ™y p (n)
n,2 n ' n n+/?
and
o -p Bl B
n,3 Dn r. Pn(“). (71)

Because of the orthogonality of the Legendre polynomials, we can express
the shapes of the interfaces as infinite series of Legendre polynomials

where the constants are determined by means of the appropriate ortho-

gonality principles.,52 These series are
U i %1 ‘exp[qht] B (1),
and
ngo= ey + i Bo, 0 explg 1P, (1) (72)

The subscripts I and O refer to the inner and outer interfaces respectively.

In all the work that follows, we equateonly eigenfunctions correqupding
to the same eigenvalue. For this reason, it will be expedient to express
only a single term of the various infinite series. This is analagous
to the use of & single term to represent the Fourier series in the flat-
film problem. B

Tnvoking assumption (e) we can determine the constant terms in

T

the velocity potentials from the kinematic boundary condition

o @9)
ot~ T \or

interface
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The velocity potentials can then be found as

o gt ] | , | | ' ' v
o = - 2D e (W) ‘ | (73)
n a
1
Ba explat]P_(u) n
d - - n r (. n+2 n+2
o o2, L |n (-vay ta, )
- 5 -2y ) -
: r-n;i on+l n+2 n+2 on+ly |
+ — (al 8, -y, 2, 1, (74)
and
v . N
oo Bl ni 7
(n+l)a2 , :

o
where the amplitude ratio ¥V = < .

B

The dynamic boundary conditions are based upon the use of the

Iy
Young-Laplace eguation 2 (invoking assumption c):

g
1
d
|

O(l + L )
- = L
I,1° 71,2 R, R, ]

1 1
P -P = c<:—— + ——j) .
e T L3 T P\Ry R, Jp . (76)

The sum of the reciprocals of the radii of curvature can be found from a

53

general expression given by Landau and Lifshitz as

-
}_l

'R R

5 o B
- = = o —_— n-1 (n 2 I (77)
) + : =+ {.B }' e ( ) (n+2)

where we have again noted assumption (d). If the drop is not too small,

the first term in Eq. (77) can be neglected in comparison with the
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second term. Because of assumption (c), the equations of motion give the

ressure at any‘/point as
y

P _. ¥ | |
-l | (78)

-«

We use Egs. (76), (77), and (78) to obtain the two expressions

XD X ap (u)
) I . o B (n1)(me), (79)
=2, ° r=8y 2y
and.
a®2 acb5 BP,_ ()
Py at L - P53 55 . =0 ——;——— (n- l)(n+2) (80)
=8, r=a, o

If Egs. (73), (74), and (75) are substituted into Eqs. (79) and

(80), and the resulting equations are solved for v, we find

_ a0y n+2
2 1 2
pod (2n+1) \ Ay,

2n+1 . 2n+l -
Y

Y= 85 4
' ' - ' . 2n+1 )
2 2 ( 2n+2 a]_ag >
a (n-
_P% et N\ S/ olnnl)(ne2)
n - ontl Pn+l P~ )
a2 - al » 1
| (81)
and
2n+2 2n+1 ,
Pzq &, . qu n+l +_c(n-;)(n+2)
. n+1 v ¢n+l - ay 2n+1 : agd
. Y =
- 0 n+2 n
S 2q (2n+1) <:al 8,
' 2n+1 2n+l n(n+l)
a - a

. . (82)



-56-

If we equate Egs. (81) and (82) and expand a, as a binomial series in

2
powers of (h' /al), we finally arrive at

.2
qlL a12 [plg(n2+n) < gi-> + 9192(2n+l)<‘§i‘>q‘

+ q—j_‘i n (n+1)(n-1){(n+2) [’Dl(2n+l)<2_; >2 " 2%(; > ]

1

. { g n (n+l)én-l)(n+2) <% >]2 o (83)

%9

Also, note that we have set PP Cube and higher powers of (h'/al)
‘have been dropped because of assumption (a). Equation (83) can be solved

2
-for q by means of the quadratic formula

2 -Mi(Me-LLLN)l/Q

where L, M, and N are defined by

2
2 2, 2 h' ht
~al [pl (1’1 +n)<a> .+ plp2(2n+1)<51- ] p)

n(n+l)(n-1)(n+2) [pl(2n+l) <% >2 + 2o, <£—i>],

L

=
I

1

N = [ on(n+1iig—l)(n+2) <% > ]2.

Now we can investigate the stability of the thin spherical shell.

and

The shell will be inherently stable if the growth factor g is imaginary,

. e . . . . .
or if g 1is always negative. The term q2 will be negative only if both
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of the following conditions are met

2

M~ - 4IN 20 -
(M°- MLN)l/g S M _ S | (83)

‘Computing the value of the radicand in Eq. (84), we find

() el

1 1

which is always 2 O. The second condition-will.be met, since the
product LN is 2'O_, because both L, and N are always positive or zero.

We thus arrive at the interesting conclusion that the spherical shell
model is always inherently stable under the effects of surface forces
alone. A Rayleigh instability cannot exist in a spherical shell. This
fact may perhaps explain the remarkable resistance to mechanical damage

of scap films and bubbles,u8’5u

L. Flat or Metastable Film—Iarge Disturbances

‘ The discussion thus far has been confined to the effects of
infinitesimal disturbances. *If the film is inherently unstable, these
grow with time until the film is ruptured. Can a disturbance be of such
‘infensity that it might cause a rupture even if the film is inherently
stable? The film can be‘ruptured provided that it is in a lower state
of potential energy after rupture than before. ILet us consider an
iﬂfinite film of thicknegs 2h, and suppose that a disturbance of wave-
length A is imposed'upon it. 'This flat film initially had a surface
area (per unit width) of 2\ per wavelength and a volume of 2h\ per
wave length. TIf the volume corresponding to each wavelength were
reformed into a cylinder after the film was rupfured, each cylinder
would have the"volume 2h)\ = ﬂrz and the surface area 27r = 2(2hﬂ%)l/2.
Now if the surface area of the cylinder is less than that of the flat

film, we see that a sufficiently intense disturbance can cause the film
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to break up (reduce its potential energy). This surface area criterion is
fulfilled if A > 2mh. Obviously, this stability criterion is lesé restric-
tive than the one based on a Taylor instability (Bq. 53). For reference, .
we will call this the metastable flat film.

It is of great interest to determine the energy of a wave system
with sufficient amplitude to rupture a thick film. Only one exact solution
to the equations of ideal fluid motion for arbitrarily large waves is
known—-=Gerstner's trochoidal wave.h6 The surface of the fluid can be

described by the parametric equations

) 1 .
x = L + F exp[bk] sin 6,
and
z= b - % explok] cos 6, (86)

where 6 = kA +.qf.

Here A and b are parameters that give the horizontal and vertieal coordinates,
respectively, of a fluid particle when the wavelength is zero. Parameter b
also describes the amplitude of the waves b = -« corresponding to an
infinitesimal wave and b = O corresponding to the largest possible wave,
a cycloid. (In order to describe the shape of the free surface boundary
of a liquid film as the waves grow in amplitude, it is necessary to shift
the origin of the coordinate system to keep the volume of fluid per
wavelength a constant.) Figure 1k illustrates trochoidal waves of success-
"ively larger amplitude. It can be shown that a trochoidal wave of wave-
length A = 2m/k will cause the rupture of a film A/T or less in thickness—
this is the same criterion as the surface area criterion discussed above.

The energy of a trochoidal wave can be found easily. We will
examine the case of a ligquid of density p Tbounded by a vapor of negligible
density. The total energy is made up of fhree contributions, ﬁhe kinetic N
energy, the potential energy due to gravity and the potential energy due

to surface forces. Thus we have

E=E +E +E . (87)
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Fig. 14. Trochoidal waves. The amplitudes correspond to a wave
number k = =/ 6 and the parameter b indicated on the
drawing. The limiting cases of a straight line and cycloid
are shown. '
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The energies are given per wavelength and per unit width of surface. The

kinetic energy is given by

, 2 A2 ' D L2 :
i T = I
Ekz___c__g___ 1 - . , (88)
2N

where ¢ is the velocity of propagation of the wave, and I' is the height of
the wave crest above the trough. The potential energy due to gravity is

given by

2 2 .2
_ gp AT T T
Eg— S 1 - 2}\2 (89)

The potential energy due to surface forces is given by the surface tension

times the increase in surface area due to the wave,

2m

k >
BE.- =0 J[ dz 2m
o] 1+ dx;) :dx - %

0

e —

T
2 " 27
= = ¥ ] , =l
ol Jf A/@i K, cos 6. ae = |
0

where K1 =1 + exp[@bk] and K_ = 2 exp[bk] .

2
The integral can be evaluated as shown in Byrd and Friedman57 to give the

final result

EO_=0[§ <l+exp[kaE Zexp[bk/2] —i—z-r], (90)

1+ exp[bk ]/

where

. <2exp [bk /2] | -

1 + explbk]
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is the complete elliptic integral of the second kind. The surface area is
shown as a function of exp[bk] in Fig. 15. Wave propagation velocity c

can be computed from the requirement that the kinetic energy of a progressive
wave must equal the sum of the surface and gravitational potential energies.
The total energy is analogous to the energy of activation used by chemical
kineticists—it represents the energy barrier that a system must cross in
order to pass from one state to another. Figure 16 is a graph of the total
kineticand potential energy per unit area of a trochoidal wave with

F = 2h in the water-air system. It is also a graph of the energy barrier
that must be exceeded in order to rupture a water film'Of thickness 2h

(not inclﬁding the energy required to overcome double layer or disjoining
ﬂorces)e Although the calculations described in this section pertain to
éingle-phase systems, they could be extended to co&er the more general

case cof a film placed betwéen.two semi-infinite layers of another fluid.

E. Effect and Analysis of Disturbances

The disturbances discussed in the previous section can arise in a
ﬁumber of ways, i.e., through fluctuating fluid pressures caused by sonic
or 'subsonic noise, ‘through fluid motion caused by thefmél or velocity
gradients, through interfacial turbulence caused by chemical potential
gradients, or even by fluld motion caused by molecular-scale disturbances.
"In general, the most important disturbance is that caused by sonic or
subsonic noise. The manner in which such disturbances may arise is dis-
cussed in the first subsection below. The magnitude of the disturbance
produced by a falling drop is discussed in subsection 2. A method for
analyzing the randcm pressure fluctuations induced by natural external

disturbances is given'in subsection 3.

1. Disturbances Caused by Sonic or Subsonic Noise.

The following description gives a possible way in which a dis-

turbance might arise through a sonic noise. Suppose a plane wave of sound

53

impinges upon the interface between two liquid media. A portion of the

sound beam will be reflected back into the first medium, and another portion
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will be refracted because of the change in'acoustic impedance between the
media and will pass on. into the second mediumw. A pressure will be exer@ed
on the interface between the media because of the difference in momenta of
the sound beams on opposite siaes of the interface. If the interface is
the boundary between two liquids, surface waves can be imposed upon the
vinterface and the pfésSure will do work on the fluid partiéles composing
these waves. The waves will then propagate along the interface away from
the point of incidence of the sound beam. The rate at which energy is
carried away by the waves is determined by the group velocity of the waves.47
By such an argument, we could write an energy balance around the point of
incidence of the sound beam which would enable us_po compute the wave
amplitudes. A knowledge of the intensity of thé soﬁhd, its angle of
incidence, its frequency, and the’ physical properties of the two liquids
~1s needed. Sufficient information for our purposes can be obtained without
a detailed solufion of the problem, however.
First, let us calculate the energy carried out of the system by
.the surfacé waves. The energy of a progressive wave is given by
%'g (py +p,) - of (91)
"per unit area of surface. The energy is carried out of the system at the
group velocity, which is equal to a constant times the phase velocity.
The constant lies between 1/2 and 5/2, depending upon the wavelengths.
: Therefore, the rate at which energy is carried out of the system by surface

waves 1s proporticnal to
| 2
+ .
C, glp, + p,) Q"
-where Cp is the phase velocity of the waves. The phase velocity is given
by the expression '

g o]
2+ = k (92)

p:l.-'- P lepg

un

2 2.2 2 <?ﬂ2 lo,-p, |
C =V AN =V —1§_ =
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Here v is the frequency of the disturbance in cps.
Now the energy available for producing the surface waves will be propor-
tional to the energy of the sound wave which, in turn, is proportional

to the square of the sound pressure.55 Let us now express the propor-

“tionality between the energy available for producticon of surface waves

and the rate of transmission of energy along the surface. After some

rearrangement we find

2

2 Prms )
o = ; (93
¢, & (o) +p,) . .

where Prms is the root-mean-square sound pressure ﬁn dynes/ch. We can now
state several qualitative conclusions. The amplitude of the waves produced
is proportional to the sound pressure. If the freguency of the sound is

low and the density differences between phases is small, the waves will be

of large amplitude (gravity waves). If the surface tension is low and

the sound frequency is in the low sonic range, the amplifude of the waves
will also be iargé (capillary waves). Thesé conclusions are in agreement

with the results obtained far the trochoidal waves or metastable films as

- we would éxpect.

2. Disturbance Produced by Falling Drop

Lét'us now calculate the amplitudes of the waves that are produced

"by a drop falling to the interface and creating it own disturbance. The

énergy released when the drop falls is Just the potential gravitational
energy, apprbximately o

3 T 8’ Mo g L, . ‘ (9k)
where L 1is the distance between the center of gra&ity of the drop before

and after 1t falls. Because of the small velocities, the energy dissipated

by vigcous forces has been ignored. The energy of a system of progressive
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waves 1s

1. ’ 2 ,

5 8(Py + Py) a” A, (95)
where A is the area covered by the wave system. If Eq. (94) is equated
to BEq. (95), the amplitude of the waves can be found as

8 L
_8 L 6
o 3 T a (51—1—5;7 r (96)

As an example, for the water-benzene system, if a = 0.3 em, L = 1 cm,
and A = 10 cmg, the amplitude is 0.03%88 cm. This result will be used to

. explain the erratic data often found when large drops were used.

3. Analysis of Random External Disturbances

It was found that the externally-generated random disturbances
observed in the coalescence cell could be measured by means of a sensitive
microphone and a wave analyzer. The equipment, operating techniques, and
results are discussed in Sec. IIT and Sec. IV. However, the theoretical
method of analysis is more appropriately discussed first.

The assumption was made that the random disturbances observed
in the coalescence cell were generated by the operation of equipment,
footsteps, etc., and were modified by interference, scattering, and
absorption, to reach the coalescence cell in the form of very short
periodic sounds. An excellent way of analyzing such sounds is to impose
low- and high-band-pass filters so that an arbitrarily narrow range of
frequencies can be observed. The use of a microphone and a tunable device
such as a wave analyzer enables one to measure the frequency spectrum of
a noise that is periodic in time.

It would be desirable to use a wave analyzer that would measure
the amplitudé'of an infiﬁitesimally narrow frequency band. However, a
wave analyzer in fact admits a rather wide band of frequencies. Corres-

’ ponding'to'a‘trﬁe frequency spectrum, g(w), a wave analyzer actually

yields
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B = [ xle, o) ale) as, (om)

e}

for a given wave number setting @ Here the kernel of the integral

equation is a function such that

[oe)

JF K(e, u»a%) dw =1, (98)
-0

for all ab.

This kernal represents the band width accepted by the wave analyzer, and

€ 1is a measure of the narrowness of this band. Ideally, in the limit,

€ should approach zero so that the kernal approaches the Dirac delta

function.55 Then Eq. (97) becomes

[o)
~

Blo) = | slow)el@ w =g), (99)

O

=00

and the wave analyzer yilelds the true frequency spectrum} The kernal could
be found by fitting an algebraic function to the experimental response curve
supplied by the wave analyzer manufacturer.

The solution of Eq. (97) would be very different or impossible,
however. Therefore, the assumption will be made that the kernal equals
& Dirac delta function, and the result of Eq. (99) will be used.

The frequency spectrum of a time function can be found by taking
the Fourier transform of the time function. According to our assumption,

the disturbances are of the form

s
1 P cos a%t, a S¢S g

£(t) = ﬁ | (100)
k o, |t] >a

The Fourier transform of f(t) is given by
[o]

() - 2= [ 2 (101)

glw) = == J £(t) expliwt]at 101
21 ’

~C0
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Inserting Eq. (100) into Eq. (101) and integrating, we find
sin (u%ab) a
N o ® =%

Supposé, instead, that the time function is displaced from the origin of

(102)

time as follows

N

Pcosew (t-t ), t -a 1<t +a
o] O (o] e}

£(t) = (103)
0, t<t -a, t>t +a
@] e}

By making a simple algebraic transformation, we can find the Fourier

transform of Eq. (103) as

P expli wbto] sin (a»a%) a
g(w): w - W

N2 T o}

(104)

A displacement in time of f(t) has only introduced a phase-angle
change in its-frequency spectrum. Because the wave analyzer does not
yield phase information, we shall never be able to determine the exact
time at which a disturbance occurs. However, if the disturbance is
repeated frequently enough in time so that the inertia of the wave analyzer
meter is overcome, we will be able to measure the amplitude, time duration,
and frequency of the disturbance. Because coalescence data are fairly
reproducible, the disturbances must occur with sufficient frequency to
give a response on the wave analyzer. Equation (102) is applied to

appropriate experimental data in Sec. IV.

F. Summary of Model

The model developed in this chapter will now be briefly summarized.
A liquid drop falls off the dropping tip and almost instantaneously reaches
a8 quasi-equilibrium position at the interface. Its position can be deter-

mined by means of a force balance on the drop. The force of gravity and
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the surfacevforces attempting to restore the planar shape of the interface,
gradually sQueéze the film of phase 2 out from beneath;the drop against
the viscous forces. If the film becomes much thinner than 10~ cm,
electroviscous, disjoining-pressure, and double-layer repulsion forces
also help to retard the thinning of the film. It can be seen that the
drop may not coalesce in tens of thousands of seconds, if film thinning
is the only important effect. However, the upper surface of the phase 2
film is inherently unstable with respect to long-waveiength disturbances.
It can also be ruptured by almost any sufficiently .intense disturbance,
especially as it attenuates. As the film becomes thinner, the efficiency
with which long-wavelength disturbances can be propagated into the upper
film surface becomes greater. These low-frequency disturbances may be
beats generated by interference between higher frequency sources, for
example. A wave perturbed by low-fregquency disturbances will grow’
exponentially in time at the upper interface until its amplitude is
sufficlent to rupture the film and cause coalescence. An intense dis-
turbance might rupture the metasgtable film even though its wavelength

is too short to promote an unstable situation.

The shape of the drop rest-time distribution curve can now be
explained qualitatively. Until the phase 2 film is sufficiently thin,
no disturbance will be intense enough either to rupture the film directly
or be propagated through to the upper surface of the film (if the dis-
turbance = has a sufficilently long wavelength to cause instability).
Disturbances arrive in the system randomly. When the film is thicker,
the disturbances cause waves that grow much more rapidly, thus causing
the median drop rest-time to be lower than the average of the lowest
and highest rest-times.

Table II1 contains a summary of the way in which the various
parameters developed in the coalescence model vary with physical properties.
The variation of film thickness h' with physical properties was determined
from Eq. (20) and from the graph of J(p) vs Q(p) given in Fig. 17. It
will be noted from the graph, that to a good approximation, J(p) is
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TABLE III. Effect of system properties on model parameters.

Parameter Property As property decreases,

parameter — —
q2 Lp Decreases
(real q) o Increases
2h Decreases
Iyl k Decreases

2h Decreases (weakly)
s) Decreases
[T[ Mo Ho ¢ Decreases
pl, pz Increases
k Decreases

2h Decreases (weakly)
a2 ‘ P Decreases

rms

JaAYe} Increases
o Increases
k Increases
h' a Decreases
(t,held constant) Ja%s) Decreases
o] Increases

o Decreases
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TABLE III (continued)

Parameter Property As property decreases,
parameter ——
N k _ v Decreases
(gravity waves) Py * P, Decreases
Lp Increases
» k v _ Decreases
(Capillary waves) oL * by Decreases

o Increases
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Fig. 17. Graph of J(p) vs Q(p).
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inversely proportional to Q(p). The behavior of qg, Y, T, and a2 were
determined from Egs. (52), (54), (63), and (93), respectively.

We see that to promote rapid coalescence by means of the Taylor
instability, we require a rapidly decreasing h', a large q , small
absolute values of y and 1, a large ag, and a value of k that satisfies

the expression

—_—

' 1/2
| Bley - 0p) /
—_— = >
L . R (105)
A small value of Mo and a large value of Prms will assist in satisfying

the h' and ae requirements. But we note that, with regard to &p and o,
the requirements of the thinning model and the Taylor instability model
are different. A small Ap and a large o are required in the thinning
model, and the opposite is true in the Taylor instability\problem. This
paradox gives a theoretical explanation for the experimental difficulties
in predicting coalescence times.

In the case of the metastable flat film, a rapidly decreasing
value of h' and a large value of a2 are required for rapid coalescence.
Again, a small value of Ho and a large value of Prms will assist in the
satisfaction of the h' and a2 requirements. But where the thinning model
requires a large value of o, the rapid rupture of the metastable flat film
is promoted by a small value of o. A low value of Ap will promote rapid
coalescence, both by decreasing the value of h' for a given t and by
increasing the value of ae.

As discussed in Sec. V, the often conflicting effect of various
physical properties on the two steps in the coalescence process makes the

prediction of drop rest—times a most difficult problem.



III. EXPERIMENTAL EQUIPMENT, TECHNIQUES OF OPERATION,
CALIBRATIONS, AND PROPERTY MEASUREMENT

The types of experimental equipment and techniques used in
this study are divided into four categories. The equipment and techniques
used in the coalescence studies;, sonic studies and in the materials
preparation are described in the first three sections. The equipment
and techniques used in measuring physical‘properties are described

in the final section.

A. Coalescence Equipment and Methods of Operation

1. Equipment Description

a. Bath_stteno A three~tank circulating water system was
used to provide a constant-temperature bath for the coalescence egquip-
ment and the physical property measuring equipment, and storage for the
various liquids used. A photograph of the experimental area, and a
schematic diagram of the water-bath system are shown in Figs. 18 and
19, respectively. The temperature of the water was controlled at 25OC°
in a 30-gal Plexiglas tank by a Hallikainen Thermotrol Unit (Hallikainen
-Instruments, Berkeley, California) that actuated two 500-watt immersion
heaters. The Thermotrol Unit meintained a constant femperature by a
proportional control with reset mode of control. Chilled water at
40°F was circulated through a copper coil immersed in the bath to re-
move excess heat. Fresh filtered water was added through a solenoid
valve during the night to make up for evaporation losses. Water was
pumped from this tank by an Eastern Model D-11 Pump (Eastern Industries,
New Haven, Connecticut) into a 21 X 21 X 8-in. Plexiglas tank located
on a table several feet away. This tank was equippedeith clamps to
hold flasks of liquid materials and a polyethylene rack to hold
pycnometer botties. Water was returned to the 30~gal tank by gravity
flow.
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From left to right are shown

Fig. 18. Main experimental area.

the sonic disturbance-generating equipment, an oscilloscope,
experimental tank and concrete pillar, 30-gallon tank and
temperature controller, and a table with glassware and a

constant-temperature bath (partially visible).

-gL-
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Fig. 19. Schematic diagram of the constant-temperature bath
system.
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The experimental 12 X 12 X 12-in. Plexiglas tank was bolted to
a l/2—in. steel plate which in turn was bolted and grouted to a re-
inforced concrete pillar 4 ft. high which weighed 2600 lbs. This
pillar was itself groﬁted to the concrete floor of the laboratory
which rested on solid earth. The pillar was designed to eliminate
accidental movement of the coalescence equipment during operation and
to damp out the effects of vibration in the building. A removable
aluminum rod framework was bolted to the tank to hold the coalescence
cell. Another Eastern D-11 Pump was used to circulate water to this
tank and drainage was by gravity. \

Beckmann differential thermometers, which had been calibrated
against a platinum resistance thermometer, were placed in all three
tanks. Gillespile and Rideal suggested that the random coalescence
times they observed might be due to temperature gradients in their
cel]_.LL To check on such a possibility, temperatures were measured at
12 uniformly spaced points in the experimental tank. All temperatures
were found to lie in the range 24.99% to 250012°C. It seemed unlikely
that temperature differences of this magnitude could affect coalescence
times. To further improve the temperature control, all the tanks and
most of the interconnecting rubber hose lines were insulated with
glass wool.

b. Coalescence Cell and Glass Assembly. The coalescence cell

was designed with several special provisions. A means for flushing
out the interface to remove contaminants and then making the interface
planar was provided. The meniscus at the interface could be eliminated
so that observations could be made in the plane of the interface. The
cell was 'designed so that drops of the denser phase could be allowed
to fall to the interface, or drops of the lighter phase could be allowed
to rise to the interface from below. A photograph of the‘cell appears in
Fig. 20.

The cell was constructed from a 2-in. pyrex glass tee. %A plane
glass observation window was sealéed into the sidearm of the tee.. The
bottom of the tee was sealed and three sidearms were attached, one of

which was connected to a female ground glass Jjoint inside the cell.
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Fig. 20. Coalescence cell.
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When phése 1 was the densef fluid, a glass cup was inserted in this
joint, and the interface at which coalescence took place was adjusted
to be in the plane of the lip of the cup. If phase 1 wetted the glass
better than phase 2, and if the level of the interface outside the cup
was below the lip of the cup, no meniscus was present in the cup. The
interface in the cup could bevmade nearly planar. When phase 2 was
the denser phase (drops released upward), the cup was replaced with a
glass adapter that held a dropping tip. (A cup, a glass adapter, several
metal dropping tips, and a metal dropping tip adapter are shown in
Fig. 21). In this case, the meniscus could not be eliminated and the
interface was slightly éurvedu The function of the other sidearms is
explained in the next section. An aluminum bracket attached the cell
to the rod framework that supported the cell in the thermostat.

The cell top, shown in Fig. 22, fit the cell by means of a
ground glass joint. Dropping tips were attached onto a glass tube which
passed through the cell top. An enlarged portion of this tube (about
3 ml in volume) provided enough residence time for the drop-forming liquid
to come to thermal equilibrium with the rest of the liquid. Also attached
to the cell top was an air filter to prevent dust from being drawn into
the éell when the liguid levels were changed. The filter consisted of
a Millipore No. HAWG02500 O.45-p~pore cellulose filter disk (Millipore
Filter Corp., Bedford, Massachusetts) held in a glass joint by a Teflon
O ring.

Teflon stopcocks minimized contamination of the liquids, and
clamped spherical ground-glass join;s were used for all connections.
Because no grease was used on the ground glass joints, all connections
were placed above the water line in the thermostat. A Syringe Micro-
buret Model No. SB2 (Micro-Metric Instrument Co., Cleveland, Ohio) used
to form drops was attacheq<to a small laboratory jack mounted next to the
experimental tank. '

c. Dropping Tips. The dropping tips were made according to the

specifications of Harkinss6 so that the volume of the drops could be
determined accurately. The specifications required the dropping tip

to be cut off at right angles to its length in such a manner that the
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Fig. 21. A coalescence cup, a glass dropping-tip adapter with a
dropping tip, two dropping tips, and a metal dropping-tip
adapter.
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Fig. 22. Coalescence cell top, with air filtering mechanism
and attached dropping tip.



_82-

edges are sharp and free from defects under 10X magnification. The
following technique was used to make the tips:

Five of the seven dropping tips were hypodermic needles that
-had been cut off about a centimeter above their bases with a hacksaw.
The other tipsvwere made by'soldering a short piece of stainless steel
tubingvon toithé Luer base of a hypodermic needle. Then; five-5/16 in.
Holes were dfilléd into a 3-in. brass block. .A 1/16 in. deep circular
. -area was milled into a smaller brass block. The circﬁlar area was
lightly greased, and the block containing the holes1was placed on top
of the circular area. The dropping tips were placed on the ends of
hypodermic syringes which were then inserted into the holes of the
jbrass block. Molten Wood's metal (which melts below the boiling
:point of water) was poured into the holes of ﬁhe_brass block and was
“drawn up into the syringes so that the dropp;ng tips were completely
filled with and surrounded by Wood's metal. Aftep the Wood's metal
" solidified, the smaller block was removed,_leaving'a thin eircular
disk of Wood's metal attached to "the larger block. This disk contained
the ends of the dropping tips. The Wood's metal and the rough™ends
-of the dropping tips were ground away using successively finer grades
of emery cloth on a rotary power grinder. The final polishing was
by hand, using crocus cloth. Fig. 23 shows the brass block containing
four droppiﬁg tips after the final polishing. The dropping tips were
removed from the block by mélting the remaining Wood's metal with
boiling water.

The tips were used only if the edges were sharp and free from
defects under 4OX magnification. The outside diameters of the tips
were measured with a 200X microscope and a travelling table, the
position of which could be determined to within 1lp. Table IV gives
the average radius of each of the seven tips used. The radii were
determined by averaging six uniformly spaced diameter measurements
on each tip. In no case did a measured diameter of a tip differ by
more than 1% from the average of the six measurements. Tips 2 and
3 were damaged during the course of the experiment and were replaced

with Tips 4 and 5, respectively.
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Fig. 23. Brass blocks used in polishing dropping tips. Note
the hypodermic syringes in the block on the left, and the
circular groove in the block on the right.
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TABLE IV. Dropping tips.

Dropping tip No. Dropping tif made from Outside radius

(cm)
.1 Stainless steel tubing 0. 2406
@ Hypodérmic needle 13G 0.1202
;3 Hypodermic needle 19G - 0.0530
L Hypodermic needle 13G 0.1208
5 Hypodermic needle 19G 0.0535
6 Hypodermic needle 26G 0.0236
7 Stainless steel tubing 0.1362
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2. QOperation

“Bach ¢toalescence run can be divided intco four main operations:
a cleaning procedure, an equipment assembly stage, the experimental
run itself, and an analysis of the data (uswally a statistical analysis).

a. Cleaning Procedure. To minimize the effect of either

soluble or insoluble contaminants on the experimental results, an
elaborate primary cleaning procedure and a simpler secondary cleaning
procedure were adopted.  The primary procedure was carried out between
major sets of experimental runs, i.e., whenever the liquid materials
were changed or whenever az different ef%ect was being studied. The
secondary cleaning procedure was used after eaoh day's operations. The
primary procedure was never used less frequently than every four days.

For the primary cleaning procedure, each piece of glass or
Teflon used in the coalescence equipment was carefully rinsed with acetone
at least three times or until all water-soluble material had been re--
moved. The acetone was removed by rinsing under hot running waters
Each item was then immersed in chromic acid cleaning solution, which
was then heated to about 200°C with infrared lamps for 6 to 24 hours.
Next, it was removed from the hot acid and rinsed either under running
distilled water, or with at least 20 rinses of distilled water. Then
each item was rinsed at least three times with filtered, deionized,
distilled water (the method of preparation of this water is described
below in Sec. C), and was wrapped in aluminum foil. The wrapped
glassware was dried in an oven =2t l3OOC and was stored in a dust-tight
wooden box until used. Flasks, beakers, pipettes, and other materials
used in the work were also cleaned in this manner.

The secondary cleaning procedure consisted of the following.
The equipment was completely dissassembled and each part caréfully
rinsed three times with one of the liquids used in that particular
study, before feaééembly. The chief purpose of the secondéry cleaning
procedure was the removal of dust and other insoluble contaminants. No
part of the equipment which would come into contact with the liquids was

ever touched with bare hands after it was cleaned.
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b. Assembly. The coalescence equipment could be assembledrso
that either the phase 1 liquid was the denser phase (drops were allowed
to descend to thé interface) or the phase 2 liquid was the denser one
(drops were allowed to rise upward to the interface). The assemblage
of the equipment and the method of operation of the two modes were
similar.

In both cases, the cell was attached to the rod framework by
the cell bracket. Because of the fragile nature of the cell, a special
mechanism to hold thg rod framework rigidly outside the experimental
tank while the cell was being attached was devised. This mechanism is
illustrated in Fig. 24. When phase 1 was the denser liquid, a coales-
cence cup was inserted in the female s.t. joint inside the cell and
the appropriate dropping tip was attached to the cell top. The distance
between the end of the dropping tip and the interface in the cup was
adjusted to a minimum either by wrapping a short piece of thin Teflon
tape (Scotch Brand Plastic Film No. 547, 1/2 in. wide, made by Minnesota
Mining and Manufacturing Co., St. Paul, Minnesota) around the male joint
of the coalescence cup before inserting it into the cell so as to raise
the cup lip, or by inserting a dropping tip adapter between the dropping
tip and the cell top. One of these adapters, machined from a hypodermic
needle Luer joint, is shown in Fig. 21. The distance from the end of
the dropping tip to the interface was generally adjusted to about two
drop diameters, so that the drop was never forced to the interface, but
was allowed to fall freely. The complete assembly for the mode in which
phase 1 was the denser liquid is shown in Figs. 25, 26, and 27. The
part numbers in the following descrdiption: refer to Fig. 27. Phase 1
liquid was admitted to the cell from funnel F1 until it reached a level
about 1 cm below the lip of the coalescence cup. Phase.Z liquid was
admitted to the cell from funnel F2 until it reached a level about 1 cm
above the end of the dropping tip. Funnel F3 was used to fill the hypo-
dermic>syringe attached to the microburet and the interconnecting tubing
up to the dropping tip with phase 1 liquid. By careful manipulation of
the syringe plunger and stopcocks S1, S2, 83, and Sk, it was possible
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Fig. 24. Framework for holding coalescence cell during
assembly.
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Fig. 25. Coalescence equipment for phase 1 denser than phase 2.
The swimming-pool speaker can be seen on the left side of
the experimental tank, ard the microburet on a laboratory
Jjack on the right side. The coalescence cup 1s in the cell.
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Fig. 26. Close-up view of coalescence equipment for operation
when phase 1 is denser than phase 2.
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Fig. 27. Schematic diagram of coalescence equipment for operation
when phase 1 is denser than phase 2. The legend is explained
in the text.
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to eliminate all the air bubbles in the tubing. The interface in the
coalescence cup was flushed free from contaminants by causing the cup
.to overflow with the liquid from funnel Fl. -Excess fluid could be re-
vmoved from the cell with hypodermic syringe Hl, and the interface in
~ the cup could be made planar by adjusting the position of the plunger in
- syringe HZ2. ‘BEven ..very slight concavity or convexity in the interface
" in the cup could be detected by observing the mirrorlike reflections on
the interface. Thé syringe in the microburet could be refilled from fun=
nel F3 during a run by manipulation of stopcocks S2 and S3.

The complete assembly for the mode in which phase 2 was the

denser liquid is shown in Figs. 28, 29, and 30. The part numbers refer

" to Fig. 30. In this mode, the coalescence cup was replaced with a

~glass adapter with the appropriate dropping tip. . Phase 2 liquid was
admitted to the cell from funnel F1 until the liquid level was the
minimum distance above the end of the dropping tip. Phase 1 liquid was
admitted to the cell by means of a pipette inserted through the opening
-in the cell top. The hypodermic syringe held by the microburet and

the interconnecting tubing up to the dropping tip were filled with phase
1 liquid through funnel F2. The interface was freed from contaminants
by means of a pipette inserted through the opening in the cell top.
‘Nothing was provided for meking~the.interface planar. - Excess liquid
could be removed from the cell by means of syringe Hl. The syringe

in the micrcoburet was filled from funnel F2Z when necessary.

c. Experimental Run. Before an experimental run was begun, it

was necessary to allow the cell and its liquid contents to come to
thermal equilibrium with the thermostat.  Because the liquids were
stored in a constant-temperature bath at 25°C, and because the room
temperature never departed by more than 3 or 4 degrees from this point,
it was decided that one hour was adequate for thermal equilibration.
.After one hour,; the interface was fenewed once. . After an additional 15
minutes, the experiments were begun.

Fifiy coalescence measurements were found sufficient to enable
the coalescence distribution curve to be drawn accurately.3’lo’ll' The

< —

circulation of constant-temperature water in the experimental tank caused
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ZN-3110

Fig. 28. Coalescence equipment for operation when phase 2 is
denser than phase 1. Note the glass adapter and dropping
tip in the coalescence cell.
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Fig. 29. Close-up view of coalescence equipment for
operation when phase 2 is denser than phase 1.
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MUB-1034

Fig. 30. Schematic drawing of coalescence equipment for
operation when phase 2 is denser than phase 1. The
legend is explained in the text.
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excessive vibration in the coalescence eell, and so the .pump supplying
- water to this tank was shut off while coalescence measurements were
being made. In most of the experiments, a run of fifty measurements
-was subdivided into four groups of 12 or 13 coalescence measurements
each. The temperature of the experimental-tank-water would fluctuate
over -the range 25 1 0.1°C during the half-hour time required for the
12 or:13 measurements. The size of the hypodermic syringe in the
-microburet was selected so that this number of drops could be produced
© without refilling the syringe.

* The procedure used during a run in which phase 1 was the denser
one was as follows: When 15 minutes had elapsed since.the irterface
renewal, the water pump was shut off and measurements were commenced.
The first coalescence time in any group was discarded. Bach drop was
rapidly formed almost to full size with the microburet. The drop was
~allowed to hang from the dropping tip for one minute in order to come
to thermal and chemical equilibrium with the surrounding fluid; then
the drop was wvery slowly fdrced off the dropping tip by an additional
movement of the microburet. The technique- of drop formation was the
same as the one recommended in the drop-volume method of measuring

‘surface ‘or interfacial tension.48 In runs 1-27, the drops were aged

. for 15 seconds rather than for 1 minute. Also, in runs with extremely

small. drops, the microburet control was not sufficiently delicate to
allow the.drops to be -aged .for a full minute. ' The coalescence time
was measured with a stopwatch from the time at which the drop reached
the interface until the first-stage coalescence process occurred. The
‘stopwatch had been calibrated previously against an electric timer.
With the exception of the systems using very viscous liquids, the time
" that elapsed between the drop's falling off the tip and its reaching
the interface was less than 0.1 sec..'The-reaction time of .the ex-
‘perimenter in actuating the stopwatch was also less than 0.1 sec, and
the two reaction. times involved in a singel measurement were.considered
to be.self-cancelling. . After every 4 or 5 drops, the interface was

made very slightly concave 'so that the drops would remain approximately
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in the:center of the cup prior to coalescence. After. either 12 or

.13 coalescence times were measured, the water pump was turned on, the
interface was renewed .and made nearly planar, the syringe was refilled,
and . the cycle begun again. The procedure when phase 2 was. denser than
.phase 1 was nearly the same. In some runs, the method of grouping was
‘changed so that a different type of analysis could be made.

-As many as three complete runs were made in a day. Either 30
minute's time was allowed between runs, if the cell was opened to
change dropping tips, or 15 minutes, if the cell was not opened. In
the high-frequency sonic-disturbance runs, the 12 groups of 3 runs
in a day were permuted by means of a table of random permutations57
to minimize any error caused by cumulative contaminati on.

d. Analysis of Run. ' Several items were computed for each

run,  to characterize the shape of the coalescence time distribution
curve. . These items included the average time E,median time tm s

and t - and the wvariance . o .

the 10-and 90-percentile pointSft;lo 90 °
The 10-and 90-percentile points were more representative of a run than
the lowest and highest coalescence times, which were often lnexplicably
erratic. .

Subdivision of a run into four groups provided a useful
statistical test for the consistency of the data in a run. Each of the

- four groups. was considered to be a separate treatment with 12 or 13
replications. = An analysis of variance was made on each run to determine
if: the difference between groups or treatments (i.e., the group average)

57

. was statistically significant. Snedecor's F-distribution5 was used

- .to check for statistical significance of the differences between groups.

Although a large number of runs showed significance even at the l% level,
it was not felt that this was sufficlent a priorl reason for discarding
the data. However, it was noted that each run discarded because of
accidental contamination of the test fluids showed very strong signifi?
:cance” at the l% level. A numerical example of an analysis of variance
on a run is given in Appendix A-l. The variance of the data in a run

was calculated from:this analysis of variance, and, as a result, it has
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a nunber of degrees of freedom corresponding to a subdivision into
fbur'groﬁps rather than a variance calculated on the basis of a
single group.

- The drop volume was calculated from the interfacial tension,
the density difference between the two phases; and the dropping tip
radius by the drop-volume (or drop—weight)‘procedure,u‘ The relation

between the drop volume and the other variables is given by

2nrof (r/vl/3) ) » (106)
Apg

3

where v 1s the drop volume in cm~, r 1is the dropping tip radius

in cm, f(r/vl/3) is ‘a tabulated function, and the other.variables have
their usual significance. Experimental values of f(r/vl/3) for
r/vl/3 between 0.30 and 1.60 are given by Harkins,56 However, for
small values of the dropping-tip radius, recourse must be made to

59,60

the theoretical values of Lohnstein which were checked experi-

mentally at later date by.Dunken,6l Lohnstein's tables give f(r/a)
where a, the capillary constant, equals <E£ﬁ)l/2 . Because of the
relative inaccessibility of this tabulatigi?vthe values are repeated
in Table V.  Ordinarily, the use of the calibrated microburet would
provide an additional check on the drop volume. However, it was
found that leakage in the Jjoints between the syringe and the dropping
tips was so great that the volumes measured on the microburet were
seriously in error. _

A1l of the experimental data, including the points of sub-
division into groups,; the various statistical parameters described

above, and comments, are given for each run in Appendix B.
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TABLE V. Drop-volume method correction factor.?

r/a f(r/a) r/a f(r/a)
0.00 1.0000 0.1 0.805°
0.01L 0.9520 0.2 0.7k
0.02 0.9258 0.3 0.701
0.03 0.9047 0.4 0.679
0.0k4 0.8863 0.5 0.657
'o.o5 0.8698 0.6 0.643
0.06 0.8547 0.7 0.637
0.07 0. 8407 0.8 0.634
0.08 0.8275 0.9 0.627
0.09 0.8151 1.0 0.608
0.10 . o.8033b

v ———- . P © s o S — P P P S )

a
From reference 61.

bThe two different values of £(0.10) are due to a difference in
calculation methods in the two regions, O to 0.10, and 0.1 to
1.0. The accuracy of the drop-volume method for this range of

r/a is such that either value of £(0.10) can be used.
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B. Sonic Equipment

A variety of types of electronic equipment were used in the
sonic studies. The equipment and techniques, and results of the loud-

speaker and microphone calibrations, are described below.

1. Equipment Description

It was desired to produce and detect sonic frequency disturbances
within the coalescence cell which was submerged in the thermostat.
Several types of loudspeakers and microphones were constructed or
purchased before statisfactory results were obtained. The first unit
to be tested could be used either as a loudspeaker or as a microphone.
It consisted of the sensing unit of a sound-power telephone (Wheeler
RV-10z, SPT-102 Cartridge for Sound-power telephone, Wheeler Electronic
Corp., Waterbury, Connecticut) mounted by means of an O-ring gasket in
a brass case. The electrical leads were brought out of the case through
a éhielded coaxial cable contained within a long copper tube. This
unit was called the telephone speaker or microphone and is illustrated
in Fig. 31. Because of bad resonances and water leaks when the unit
was used as a speaker, and large size and poor sens;tivity when the unit
was used as a microphone, the unit was discarded after a few experi-
mental runs.

A swimming-pool speaker (Universal Model MM-2FUW Flush Mount-
ing Underwater Loudspeaker made by Universal Loudspeakers Inc., White
Plains, New York) was then purchased and mounted on the side of the
experimental tank. It proved to be very satisfactory over a wide
range of frequencies.

A small microphone was made by sealing a barium titanate
piezoelectric disk into a vial filled with transformer oil in a manner
similar to suggested procedure62 for constructing a hydrophone. This
device was more sensitive than the telephone microphone, but un-
fortunately, it also proved to be sensitive to the radio-frequency
electromagnetic radiation'produced by the Thermotrol unit. The

microphone finally adopted was made by drilling several small holes



Fig. 31.

Photograph of telephone

speaker or microphone.
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through the center of the back of the sensing disk of a Turner Model
9X Microphone (Turner Microphone Company, Cedar Rapids, Iowa) and
soldering the back of the disk to a small brass case. Attached to the
case was a long copper tube for mechanical support and a coaxial cable
connected to the disk leads. Transformer oil was poured into the
coaxial cable sheath until it reached a level at which the hydrostatic
‘ pressure inside the disk was the same as the pressure in the cell or in
the experimental tank. This technique eliminated the'hydrostatic
pressure effect on the bimorph Rochelle-salt sensing element of the
disk. This microphone was so sensitive that, with the oscilloscope
described below used as detector, it responded to the disturbance
produced by a small Allen wrench falling on the floor 15 feet away from
the concrete pillar. Fig. 32 is a photograph of this crystal microphone.
Sounds of various frequencies were produced by connecting a
General Radio Type 1210-B R-C Oscillator (General Radio Company,
Cambridge, Massachusetts) to a McIntosh Model MC-30-watt Audio Amplifier
(McIntosh Laboratory, Inc., Binghamton, New York) which was in turn
connected to the loudspeaker. The beat frequency éxperiments were
performed using 2 R-C Oscillators in parallel. In some experiments,
white noise was generated by replacing the R-C Unit Oscillator with
a General Radio Type 1390-A Random Noise Generator (General Radio
Company, Cambridge, Massachusetts). The voltages imposed on the loud-
speaker as well as those produced by the microphone were measured with
a Tektronix Type 541A oscilloscope (Tektronix, Inc., Portland, Oregon)
with a Plug-In Unit Type D having a voltage sensitivity of 1 mv/cm.
- Random noise measurements were made by connecting the crystal micro-
rhone to either'the oscilloscope or to a Hewlett-Packard Model 30ZA
wave analyzer (Hewlett-Packard, Palo Alto, California). (In some of
the early work, the older Mpdel 300A Harmonic Wave Analyzer was used).
Impedance measurements were made‘on the swimming pool and telephone
speakers with a General Radio Type 650-A impedance bfidge with the
oscilloscope and a Trimm, Inc. B-42 Headsét (Trimm Inc., Libertyville,
Il1linois) as null detectors. When the impedance bridge was used as

a modified Wheatstone Bridge (see next section), a General Radio Type



Fig. 32.

Photograph of crystal microphone.
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219-M decade condenser was shunted across arm A of the bridge. An

overall view of the electronics equipment is given in Fig. 33.
2. Calibration

So that sound pressures in the coalescénce,cell could be
related to power dissipation in the loudspeaker, it was necessary to
measure the impedances of the telephone and swimming'pdlespéakers,
perform an absolute calibration on the crystal microphone, and measure
the microphone response to various speaker power inputs. Thesé
calibrations were performed over a frequency rahge extending from
either 50 or 65 cps up to l0,00C cps. ' '

A speaker was considered to behave electri;ally aslan in—
ductance in series with a resistance. Two methods can be used to
measure the impedance with an impedance bridge. The first_method,
called the Method of A-C Resistance with Reactance, deﬁérmineé the
resistance very accurately, and the inductance less accurately, by
means of the modified Wheatsﬁone Bridge circuit shown in Fig; 34 (a).
The second method, called the Inductance Méthod, measufes»the in-
ductance very accurately and the resistance less accurateiy by means
of the Maxwell Bridge shown in Fig. 34(b). In both methods, the
speakers were lmmersed in water, the R-C unit oscillator was used for
the power source, and an oscilloscope and a headset were used aé null
detectors. The following arbitrary convention was set up to determine

which method should be used in different frequency ranges.
If R>2 XL, the Method of A-C Resistance with Reactance was used;
if XL > 2R, the Inducténce Method was used;
if XL/é <RLZ XL’ the arithmetic average of the results of

the two methods was used.
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ZN-3114

Fig. 33. Photograph of the electronics equipment used
in the study. From left to right on the shelf
are shown the R-C oscillator, amplifier, and
random-noise generator. On the table, from left
to right, are the decade condenser box, headset,
impedance bridge, and harmonic wave analyzer. The
oscilloscope with a camera for photographing the
oscilloscope trace is shown at the right side of the
photograph.
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RC oscillator RG oscillator
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Fig. 34%. Schematic diagrams of the impedance bridge circuits.
All electrical parts not identified by name on the
drawing are parts of the internal mechanism of the
General Radio 650-A impedance bridge: (a) modified
Wheatstone Bridge circuit; (b) Maxwell Bridge circuit.
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The following formulas were used to relate resistance R, inductance

L, inductive reactance XL’ impedance, Z, current I, voltage E, and

power P:
2 = [R? + (2awn)21Y2
)(L',= ZKVL;
. _E - (107)
= 5
and
P = 12 R

- Here v represents the frequency in cps.

The resi$tance,inducﬁive reactance, and impedance of the
telephone and swimming-pool speakers are given in Figs. 35 and 36,
respectively. An absolute microphone calibration technique is given

63 This technique yields the voltage produced by the

by Beranek.
sound pressure field that would exist at the microphone location, if
the microphone were not there. The technique requires the test micro-
phone, a sound source,vand a unit that can act as €ither a microphone -
or as a speaker (a reversible transducer). The theory is based on the
electrical reciprocity principle and does not require any absolute
standards. 1In principle, the calibration should be performed in an
anechoic (echo-free) chamber, but this is impractical for a liquid
system. One can check to see 1f his test chamber is large enough
“(an infinite chamber would be physically analogous to an anechoic
chamber) by seeing if the pressure calibration remains the same when
the spacing between microphone and speaker is changed.

The calibration techniquevis illustrated schematically in
Fig. 37. In the first step (Fig. 37a),the test microphone and the
reversible transducer are alternately exposed to the same sound source

at the same distance d (cm), to yield the microphone voltages, eéc
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Fig. 35. Impedance, resistance, and inductive reactance of

the telephone speaker.
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Fig. 36. Impedance, resistance, and inductive reactance
of the swimming-pool speaker.
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Microphone reciprocity calibration technique:

Responses of crystal microphone and telephone
microphone to swimming-pool speaker are measured;
Response of crystal microphone to telephone
speaker 1s measured.
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X .
and eoc s respectively.

In the second step (Fig. 37b), the test

microphone 1s exposed to the reversible transducer now acting as a

speaker at distance, d (cm).

The voltage response of the test

microphone, Eoé 5 1s found corresponding to the current, I$ , driving

the reversible transducer.

is the acoustic impedance of the medium p c, where

p

The only additional information needed

is the density

of the liquid and c is the velocity of sound in the medium, and A, the

wavelength of the sound in the medium.

Then, Mz , the voltage

e -z . . .
sensitivity (volts/dyne cm ) for the reversible transducer is given

by
i .
NACTAAC
!

RS

The corresponding voltage

is given by

In terms of the frequency, ¥ , voltage E;

transducer, and impedance ZX
and (109) can be changed to
’ 1 1
//ﬁoc_ //;oc 24 7°
i
X x
) 4
\\FT \\?oc P

X 10

[

—

i
{

|
|

i/z

(108)

sensitivity for the test microphone Mé

(109)

driving the reversible

X 10

-7

1/2

of the reversible transducer, Egs. (108)

. (110)
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In this calibration, the swimming-pool speaker served as the sound
source, the telephone speaker-microphone as the reversible transducer,’
and the crystal microphone as the test microphone. The error due to
the presence of a finite chamber rather than an anechoic one was
apparently small, as shown by the close agreement between values of

M; and Mz -at various values of d. The ¢3libration fesults for the
crystal and telephone microphones are given in Figs. 38 and 39,
respectively. _

In order that the sound pressure within the'coalescence cell
could be determined without the inconvenience of inserting the crystal
microphone each time a measurement was desired, a graph relating the
voltage and frequency imposed on the swimming pool speaker to the rms
sound pressure in the coalescence cell was prepared. To make the
measurements, the crystal microphone was inserted into the open
coaleséence cell, which was filled with water. The crystal micro-
phone was rotated through four uniformly spacéd positions to give the
rms sound pressure corresponding to each frequency-voltage combination
imposed on the swimming-pool speaker. The four values obtained were
averaged to give the final result. At a number of frequencies and
voltages, the signal producéd’by the microphone was either of a much
higher frequency than that imposed on the speaker or was made up
predominantly of noise. These points corresponded to echoes or
resonances in the experimental tank, and were not included in the
graphical presentation of the data in Fig. 40. The sound pressures
corresponding to the voltages and frequencies imposed on the telephone

speaker in certain of the experimental runs are given in Table VI.
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Fig; 38. Pressure sensitivity of crystal microphone as
a function of frequency.
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Fig. 39. Pressure sensitivity of telephone microphone as
a function of frequency.
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TABLE VI. Sound pressures produced by the telephone speaker.

Speaker voltage - Frequendy Rms sound pressure
| | | _(cps). ”jdyhes/émz)
8.1 : 100 R TS
10.2° 250 ' ' 152.0
12.7 - 500 : 398.0
18.7 : 500 © L408.0

19.8 © 2500 | 23.9
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C. Materials

To minimize the effects of contamihation, special.techniques
were devised to remove small guantities of both soluble and suspended
impurities from the liquids used in this study. -

- The water used as an experimental fluid as well as the water
used as a final rinse was prepared by passing distilled water from
the laboratory system through two columns céntaining ion-exchange
resins.(Dowex, ion exchange resins, Rio-Rad Laboratories, Richmond,
California). The ion-exchange treatment lowered the electrical con-
ductivity of the water from 1 X 107 mhos to 5 X 1078 whos. The
. watef was passed through a 0.45-p Millipore filter to remove any
suspended matter and was stored until use in l-gal Pyrex bottles.

The filtration and storage reintroduced carbon dioxide from the
~atmosphere and sodium, borate, and silicate ilons from the glass.
Water could be removed from the bottle through a special polyethylene
dispensef, so that it did not pick up dust from the air  (Pioneer
Reagent Dispenser, made by Pioneer Plastics, Dayton, Ohio).

Benzene(except for some of the benzene used in the method-of-
purification tests) was purified by fractional crystallization by
a procedure similar to one suggested by Schwab and Wichers. A

7-1b. bottle of reagent-grade benzene (Baker and Adamson Reagents,
Allied Chemicals, General Chemicals Division, New York) was placed in
a l-gallon aluminum can. The can was sfdred at -29C for about 24
hours, or until half of the benzene was frozen. The can was then
shaken violently to wash the surface of the benzene crystals. The
Jiquid benzene was discarded, the crystals were melted, and the process
was repeated twice more. The final portion, about 1/8 of the original
volume, was filtered through a 0.45-u Millipore filter before use.
The efficiency of this treatment is compared with that of fractional
distillation in the mass spectrographic data (Sec. IV-4).

N-tributyl phosphate (J. T. Baker Chemical Company, Phillips-

burg, New Jersey) was purified by a single vacuum distillation over
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sodium bicarbonate using an 18-in. column packed with glass Raschig
rings. The sodium bicarbonate reacted with any acidic products that
might have been formed in the distillation. The first and last
quarters of the distillate were discarded. Anisole (Eastern Chemical
Corporation, New York) was purified by distillation in a 30-in.
column filled with "Heli-pak" (No. 3013, Podbielniak, Inc., Chicago,
Illinois), only the middle fraction being retained.

Ethylene glycol (Eastman Organic Chemicals, Distillation
Products Industries, Rochester, New York) and Aroclor 1248 (a tetra-
chlorinated diphenyl from Monsanto Chemical Company, St. Louls,
Missouri) were not“further purified. Three surface active agents,
which were not further purified, were also used: Span 80, sorbitan
vmono-oleate; Tween 81, sorbitan mono-oleate plus 5 molecules of
ethylene oxide (both fromAtlas-Powder Co. Wilmington, Delaware); and
sodium oleaﬁe (J. T. Baker Chemical Company, Phillipsburg, New
Jersey). (Sorbitan is an inner ether produced from sbrbitol, a
sugar alcohol made by reduction of glucose).

It was necessary that the phase 1 and 2 materials be mutually
saturated at 25°C. The saturation was accomplished by placing several
hundred ml of each of the two phases in a 500-ml flask which was
clamped in the constant-temperature bath located on the table. The
two phéseé were stirred vigorously for a minimum of 24 hours by
Teflon-coated magnetic stirring bars actuated by magnets attached to
laboratory stirrers located under the tank. This tank and the
stirring apparatus is shown in Fig. 41. The flasks of materials
were stored in the constant-temperature bath until they were used.

A somewhat different procedure, described in Sec. IV, was used for

liquid phases containing a surface-active agent.
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Fig. 41. Photograph of constant-temperature bath located
on table. The magnetic stirring units beneath the
tank, the 500-ml flasks in the bath, and the poly-
ethylene pycnometer-bottle holder are also shown.
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D. Physical Properties

1. Density

The densities of the various liquid materials used were
determined from the weights of the contents of 10-ml pycnometer
bottles, whose volume had been previously found by a calibration
with water.- The bottles were filled with the proper liquids, placed
in the constanf—temperature bath at 2500,for 30 minutes, and quickly
welghed. Eecause of high evaporation losses in the type of pycnometer
bottle used, the scatter in replicate weighings was rather high.
Each value given was the averége 6f four to six weighings. The
standard deviation as a pércentage of the meah value of density
ranged from 0.03 to 0.06%. The standard deviation as a percentage
of the mean density differences, A p , however, varied from 0.08%
in the case of Aroclor 1248 and water to 6.0% in the case of anisole
and water. The densities determined, and the calculated density
differences of the various systems, are summarized in Table VII.

The presence of a surface-active agent in the.water-benzene system
was assumed to have no effect on the density difference. The
densities of the pure materials used in this study were taken from

the literature.

2. Interfacial Tension

All interfacial and surface -tension measurements were made
with a ring tensiometer (Cenco-Du Nouy Interfacial Tensiometer
No. TO545, Central Scientific Company, Chicago, Illinois) and a 6-cm
platinum ring. Before any measurements were made, the plane of the
ring was made horizontallas determined by observations with a
cathetometer (Gaertnér Scientific Corporation,IChicago, Illinois).
The liquids studied were stored in a constant-temperature bath at
25OC until used; then they were poured into a Petfi dish for the
- measurements.
It was noted that when surface and interfacial tensions of

known systems were measured, the tensiometer correction factors of



_ TABLE VII. Measured physical properties at 2500 (1iquid phases mutuallZASaturafed).

Phase 1 Phase 2 Py Py Py - P, by o
(g/cmd) (g/cm) (g/cm) (ep)  (dynes/cm)

Water Benzene 10.9976 0.8733  0.1243 0.590 3. 71%

 Tributyl Water 0.9763 0.9964 " -0.0201  0.973 9.9
phosphate -
Water Aroclor 1248 0.9966 . 14471 -0.4505 203 40.9..
Water Anisole 0.9975 0.9886 0.0089  0.957  25.5°
Ethylene Benzene 1.1029 0.8762 0.2267 0.612 7.4
glycol : o

& From reference 68.

PRefer to discussion in text (Sec. D-2).

-6TT-
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70

Harkins and Jordan yiélded low results in every case. This
difficulty was probably due to the fact that the ring used was not
completely circular. Harkins et al7o showed that the interfacial

tension ¢ can be found from the tehsiometer reading M by

- 5, ' . ©(111)

where R is the radius of the ring.
The experimental correction factors F found by Harkins and Jordan
were found to be proportional to M/ Ap by Zuidema and Waters.7l

It was decided to compute a correction curve for the parti-
cular ring used. Tensiometer readings were taken on the systems water,
benzene, and: n-heptane against aif, and the benzene and n-heptane
against water. Correction factoré for these systems were‘then
computed using literature values of o , and the following

correction factor equation was derived, using least squares:
'F = 0.001148 (M/Ap) + 0.8625 . (112)

The interfacial tensions determined from Eq. (111) are given in
Table VII. .

Beca@ée of the extremely low density difference in the water-
énisple system, the tensiometer. correction factor could not be
determined from Eq. (112). Therefore, the value of 25.82at ZOOC72
was corrected to'ZSOC by an approximate technique. Antonow's rule
states that the interfacial tension between two liquids equals the
difference bétween the surfacevtensions bf the two liquids measured
individually against air (each liquid béiﬁg saturated with the other),
minus a work of adhesion correction. It was assumed in this study

that the work of adhesion was relatively independent of temperature

and—that-the-surface-tensions—-of~the-saturated—phases-would-change

by the same amount with temperature as would the surface tensions
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of the materials inva pure state. Thus, the surface tension of
water decreases by 0.78 dynes/cm when the temperature increases
from 20°C to 2500 énd the surface tension of anisole changes by
0.48 dynes/cm (calculated from Eotvos Law48 using the Eotvos
Constant given by LangeYB)."Thus, usiné Antonow's rule, the
interfacial tension of water-anisole decreases by (0.78 - 0.48)=
0(30 to 25.5 dynes/cm when the temperature increases from BOOC

to 25°%.

3. Viscosity

Viscosities were determined by means of Cannon-Fenske viscometers
used in a conétant-temperature bath according to the procedure ASTM
D 1+_l+5—53T.7)Jr The viscosity of Aroclor 1248 saturated with water
was found in a No. 200 viscometer (Kimble Glass Company, Toledo,
Ohib) calibrated with a glycerol solution whose density was 1.1868
g/cm3e No kinetic energy correction was needed with this large a
viscometer. The calculated calibration.equation was p/p = 0.08078 t,
where t 1is the time in seconds during whichvthe test liquid passes
from the first viscometer calibration mark to the second, and U
is the absolute viscosity in centipoises.

The other viscosities were measured in a No. 50 viscometer
(Kimble Glass Company) which was calibrated with water and benzene.
Two fluids were used so that a kinetic energy correcfion could be
calculated. The calibration expression derived was . u/P = 0.00171% t -
ll.??/t, In the case of low viscosity fluids, the kinetic energy
correction was about 4% of the kinematic viscosity value u/p.

The viscosity data nmeasured are given in Table VII.
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IV. EXPERIMENTAL RESULTS

A. Preliminary Studies

The effects of surface renewal, distance between the dropping
tip and the interface, external vibrations, the method of purification
of materials, and drop aging, were studied in a number of preliminary
experiments. The experiments described in this section were all made
with the water-benzene system, but the conclusions are probably appli-

cable to most other systems.

1. Surface Renewal

Picknett found that, if the interface were not renewed for a
long period of time before coalescence measurements were made, the
drop rest-times were excessively long.5 Runs 12, 13, and 14 were
made to check this result. Runs 12 and 14 were made in the manner
described in Sec. III. Run 13 was made 10 hours after Run 12, and the
interface in Run 13 was neither renewed at the beginning nor .during
the run. Coalescence time—~distribution curves for the three runs
are given in Fig. 42. ILack of surface renewal in Ruﬁ 13 had no
apparent effect. The disagreement with Picknett's findings probably
indicates that some contaminant entered his equipment prior to his

test run, whereas contamination was carefully eliminated in this

experiment.

2. Distance Between Dropping Tip and Interface

In all the experiments conducted in this study, an attempt
was made to minimize the distance a drop would fall between the
dropping tip and the interface, through the adjustments described in
Sec. I1I. However, some variation in this distance from run to run
was impossible to avoid because it was difficult to adjust the distance
precisely. Several sets of runs were made to determine the magnitude

of change in this drop-fall distance. In Fig. 43, Runs 6 and 75, in

which large drops (re = 0.415 cm) fell about 1 mm, are compared with
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Fig.'42: Coalescence diStfibution curves showing the effect
of surface renewal. Runs 12 and 14 were made in the
normal manner; Run 13 was made without surface renewal.
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Runs 11, 20, and 76, in which the drops fell 10 to 15 mm. In Fig. Lk,
Run 14, in which small drops (re = 0.267 cm) fell about 1 mm, is
compared with Runs 16 and 17, in which drops of the same size fell
about 10 mm to the interface. (The drop-fall distance discussed here
is not the distance from the dropping tip to the interface—it is
rather the distance between the bottom of the drop, just before it is
released from the dropping tip, and the interface.) It can be realized
that the effect of greater fall height is much more prominent with the
larger drops. This effect is due to the greater kinetic energy carried
by the larger drop, due both to its increased mass and its greater
velocity of fall. It is also apparent that increased drop-fall height
can prolong drop rest-times as well as decrease them. Drop rest-

times were increased when the kinetic energy of the falling drop created
a system of large waves in the interface which caused the drop to move

up and down in a large-amplitude oscillation.

3. External Vibration

An investigation of the effect of mild external disturbances
was made. Fig. 45 illustrates the effects of two forms of vibration.
Normally, the pump circulating water to the experimental tank was
shut off during a run. . .Here, Run 6, in which the pump was shut off,
1s compared with Run 7, in which the pﬁmp was allowed to operate.

Also shown is a comparison between a normal run (Run 14) made during
the daytime and Run 12 which was made late at night. It was felt that
any effect due to the increased building vibration during the daytime
working hours would be noticed in such a comparison but in neither
case was a strong effect of vibration shown. This lack of effect was
due to the very low intensity of the vibrations in Run 7 and 1k as
compared to Runs 6 and 12. Picknet% noticed that drop rest-times were
increased when a stirring motor in his system was allowed to operate
during a measurement.5 The great importance of external vibration in
the problem of coalescence is discussed at length both in Sec. II

and again below.
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Fig. 44. Coalescence distribution curves showing effect
of change of distance between dropping tip and
interface: Run 14 made with fall distance =~ 1 mm;
Runs 16 and 17 made with fall distance=10 mm
(re = 0.267 cm).
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Fig. 45. Coalescence distribution curves showing effect
of mild vibration. Run 6 (normal operation) was
made with pump circulating water to experimental
tank ‘shut off, Run 7 with pump operating, Run 1k
in daytime, Run 12 late at night.
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k. Method of Purification

In discussing the effect of contamination on drop rest-times,
one might ask what effect the degree of purity of the reagents used
would have. In Runs 6 through 22, three method of purification of
benzene and two of water were examined. Because the effect of certailn
other variables (some of which have already been discussed here) was
studied simultaneously, it was necessary to examine purification methods .
by a statistical analysis. A statistical design called a Balanced

o7

Incomplete Block Design was used; the calculations are présented
in Appendix A-Z.

One sample of benzene used was purified by a single-stage
fractional distillation in a 30-in. column filled with "Heli-pak'
followed by drying with anhydrous calcium sulfate and filtration through
a 0.45«y pore filter. A second sample of benzehe was purified by
fractional crystallization, drying, and filtration. These techniques
are described in detail in Sec. III. The third sample of benzene
was research grade benzene of 99.93 mol % minimum purity (Phillips
Petroleum Company, Bartlesville, Oklahoma), and was not purified
further. A mass spectrographic analysis was made of the three samples
as well as of the original impure benzene. The results of the analysis
are given in Table VIII. It should be noted that fractional crystal-
lization was very effective in removing thiophene and carbon disulfide,
but much less so in removing toluene. Because thiophene and carbon
disulfide are more likely to have an effect on the surface properties
of benzene than toluene, the fractional-crystallizatidn technique
was used in the later work.

In the experiments, Runs 6 through 11 were made with fractionally
distilled benzene and distilled, deionized, and filtered water. Runs
12 through 16 were made with benzene that had been purified by
fractional crystallization, and deionized and filtered water. Runs
17 through 19 were made with benzene that had been fractionally

crystallized, and distilled and unfiltered water. Phillips research
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TABLE VIII. Mass spectrographic analysis of benzene samples.

Method of purification Toluene Thiophene Carbon disulfide
. (ppm)®  (ppm)® (ppm)*
Baker & Adamson reagent-gradeb . 903 142 181
Fractional distillation 13- 6 180
Fractional crystallization ' 58 - 7 . - 164
Phillips research grade® 13 o 190

appm on a mole basis.
b . :
Allied Chemical Company, General Chemical Division, New York.

CPhillips Petroleum Company, Bartlesville, Oklahoma.
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grade benzene was used with distilled, deionized, and_filtered
‘water, in Runs 20 through 22. An analysis of the results of the
runs showed the effects of the different methods of purification
to be statistically significant at the 2.5% level. The difficulty
Vdf reproducing coalescence runs'from day to day was so great, how-
"~ ever, that it was decided that a consistent technique of materials
preparation would produce results as good as those obtained with
ultra-pure materials. It should be mentioned, though, that the
impurities tolerated should be of low molecular weight, rather
than high-molecular-weight compounds which often act as surface-

active agents.

5. Drop Aging

» Runé 28 and 29 were madé to determiné the effect of aging
the drops for different periods of time before their release from
the dropping tip. The results of the two?factor design used in
Run 29 were much more satisfactory than those of the completely
randomized design57‘used in Run 28. The analysis of Run 29 is given
in Appendix A-3; these results are summarized in Table IX. It is
noted that the drops that were not aged at all, or which were aged
only 15 seconds, coalesced in considerably shorter average times

than the drops that were aged 1 or 3 minutes. The latter had average
drop rest-times that were nearly identical. On the basis of this
run, all drops were aged 1 minute before release, with the exception
of a few runs in which the drop size was too small to allow good
control of the drop formation process. The effect of changing the
time period between the 12 or 13 measurement groups from 15 minutes

to 1 hour was also investigated-in Run 29. No effect was observable

statistically.
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TABLE .IX. Effect of .drop aging.— -
Aging period Mean rest-time
(sec)
No aging 3,52
15 sec 3.87
"1 min L.h6
3 min bz

aPhase 1 was water, phase 2 was benzene with Ty = 0.267 cm.
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B. Effects of Drop Siz¢ and System Physical Properties

By interchanging the dropping tips, the effect of drop size
on dropfrest-times could be determined. As many as four drop sizes
were used with a given system, allowing the drop-equivalent radius
of the drops to be changed by about a factor of 2. Five different
two-component systems were used to ascertain the effect of a change
in physical properties. Density differences ranged from 0.0089
through 0.4505 g/cm3; viscosities ranged from 0.590 through 203 cp;
and interfacial tensions ranged from 7.4 through 40.9 dynes/cm.

The coalescence distribution curves for the systems water-benzene,
n-tributyl phosphate-water, water-anisole, ethylene glycol-benzene,
and water-Aroclor 1248 are given.in Figs. 46 through 50, respectively.
(In the systems named above, the first listed component is the phase
1 material and the second one, the phase 2 material.) The reproduci-
bility of the data was often poor because of the strong influence

of minute traces of contaminants. The distribution curves for large
drops were also less reproducible because of the large surface dis-
turbances caused by their impact (see preceding section). These
surface disturbances, in the form of large-amplitude waves, were
very noticeable in low viscosity systems.

In all except three of the systems studied (including the
systems containing a surface-active agent discussed below), coalescence
occurred in a stepwise manner yilelding as many as seven successive
daughter drops. In the water- Aroclor 1248 and ethylene glycol-
benzene systems, the coalescence was single-stage. This observation
confirmed the findings of Charles and Mason, who observed single-
stage coalescence whenever the ratio of viscosities of the two phases
was Jless than 0.02 or greater than ll.O.,lo In the water-anisole
system, two daughter drops were formed in the first stage of coales-
cence. This occurrence can be explained by the theory of Charles and
Mason, wﬁo showed that the daughter drop in a stage of coalescence
was formed when the mother drop became distorted in an unstable

Rayleigh cylinder. The Rayleigh cylinder was ruptured to yield a
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Fig.47. Tributyl phosphate-water system coalescence
distribution curves.
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distribution curves.
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single daughter drop. In thecase observed in this work the mother
drop was so large that it disintegrated into two daughter drops

instead of one.

C. Effect of Induced Disturbances

The discussion of hydrodynamic instability in Sec. II
suggested the possibility of creating a disturbance in some manner.
Ih'general,vthe effect of an intense sonic disturbance would be
to decrease the drop rest-time by initiating the propér type of
instability before the naturally present disturbances’ could initiate
an instability. It is also possible for a sonic disturbance to
prolong drop rest-times by causing the drop to vibrate up-and down
independently of the piénar interface, effectively increasing the
film thickness. Some préliminary experiments were performed using
the telephone speaker to prdducelsonic disturbances; ﬁhe swimming-
pool speaker was used in a more .complete study. Interference beats
were produced by means of two R-C Gscillators to. simulate subsonic
disturbances. The results obtained in this study are given in the

following subsections.

1. Telephone Speaker

The telephone speaker was used as the source of the sonic
disturbances in Runs 23 through 27 and 30 through 37. The results
obtained were unsatisfactory for two reasons. First, the influence
of trace contaminants on coalescence was great enough to partially

~obscure any effect due to the sonic disturbance. Second, resonances
set up in the telephone speaker made it difficult to determine
which frequency produced by the speaker was actually altering the
coalescence time. The results of Runs 30 through 37 are given in
Fig. 51. The sonic disturbances increased the coalescence times |
slightly in this group, probably by causing the drops to oscillate

independently of the planar interface.
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Fig. 51. Effect of sonic disturbances produced by
telephone speaker on coalescence distribution
curves. Runs are described in Table X.
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TABLE X. Sonic disturbances produced by telephone speaker.

a

Run No. Disturbance frequency Sound press%re
(cps) (dynes/cm®)
30,33 None ==
31 500 - 398
32 250 152
34,37 500 | 398
35 500 398
36 2500 23.9

aRims 30 and 33, and 34 and 37, respectively, were considered as

single runs for Fig. 10.
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2. Swimming-pool Speaker

The use of the swimming-pool speaker in the sonic dis-
turbance runs eliminated the second of the two difficulties experi-
enced in the telephone speaker runs. The first difficulty was
eliminated by means of a special statistical design--this was the
chain design,57 used to correct for day-to-day changes in the
materials used in the coalescence study. It was found that three
runs of 50 coalescence measurements each could be made in a single
day. One of the three daily runs was made under conditions identical
with a run of the previdus day, and another of the runs was duplicated
the following day. The chain was closed by performing one of the
runs on the last day of the series in the same manner as one of the
runs on the first day. In the experiments described here, a total
of 12 runs were made in four days. Thus, runs using four of the
sets of operating conditions were repeated twice, and runs with one
of the other four sets of conditions were repeated once. The
method of analysis yields a correction factor that is a measure of
the day-to-day drift in the properties of the‘liquid materials.

This correction factor was used to shift the time scale of the
coalescence distribution éurves to eliminate the daily drift. A
sample of the calculations employed is given in Appendix A-L.

The effects on coalescence times of seven frequency-voltage
combinations applied to the swimming-pool speaker were compared
with the results of an experiment in which no disturbances were
produced. Two systems were studied—water-benzene and tributyl
phosphate~-water. The coalescence distribution curves that resulted
for the two systems are given in Figs. 52 and 53. Because of the day-
to-day drift in system properties, it is difficult to reach definite
conclusions from this type of data. When the median values of the
curves are shifted on the time scale as determined by the chain-
design correction factors, however, the effects of sonic disturbances

stand out more clearly. The corrected distribution curves for the
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Fig. 52. Effect of sonic disturbances produced by
© swimming-pool speaker on water-benzene coalescence
distribution  curves. Curves not adjusted for day-
to-day drift. Runs are described in Table XIT.

. Symbol S Run -Symbol . -~ Run
.G 38,41 L - k6,49
H 39 _ B L7
A Lo g 48
E h2,45 - I 50,53

F 43 K 51
c L D oa
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water-benzene and tributyl phosphate-water systems are shown in Figs.
54 and 55, respectively.

The results of the statistical calculations are summarized in
Table XI. The differences in the median drop rest-times between the
runs with sonic disturbances and the runs with no vibration are given.
It can be seen that none of the differences in the runs with the water-
benzene systems showed statistical significance at the 5% level, but 5
of the 7 types of disturbances showed statistical signif;cance in the
tributyl phosphate-water runs. (One type of disturbances used in the
- tributyl phosphate-water experiments was "white” noise produced by the
random-noise generator. Photographs of the oscilloscope traces of this
sound pattern are shown in Fig. 56.

The absence of statistical significance for the differences in
the water-benzene runs was probably due to the very great day-to-day
deviations in the results on that systemn. We note that, in every
" significant case, the sonic disturbance decreased the rest-times of the
. drops. This observation is discussed, in light of the theory, in Sec.

V.

3. Subsonic Disturbances

The theory described in Sec. II shows that disturbances of very
low frequency should be extremely effective in promoting coalescence.
The simplest way of producing low frequency (subsonic) disturbances is
by generating interference beats between sonic frequency sounds. Two
R-C oscillators were connected in parallel to produce the beats. By
setting the oscillator at frequencies near 70 cps; 1, 5, and 10 beats
Per second could be generated. Photographs of the oscilloscope traces
of these beats as well as a pure T0-cps signal are shown in Fig. 57.

' The watér—benzene system was used in this set of experiments.
Three runs of 50 coalescence measurements each were used. In each run,
10 rest-times were determined with no external disturbance, 10 with a
pure T70-cps signal, and 10 each with i, 5 and 10 beats per second of the
T0-cps fundamental. In each run, the five conditions of operation were

27

ordered randomly from a table of random permutations.
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Fig. 54. Effect of sonic disturbances produced by swimming-pool
speaker on water-benzene coalescence distribution

curves. Curves adJjusted for day-to-day drift. Runs
are described in Table XIT.

Symbol Run Symbol Run
G 38,41 L ll—6,ll-9
H 39 B L7
A 40 J L8
E 42,45 I 50,53
F 43 K 51
c Ll D 52
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Fig. 55. Effect of sonic disturbances produced by swimming-
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TABLE XI. Effect of sonic disturbances on drop rest-times.

System - Runa Disturbance Rms sound Change in median  Level of
frequency Pressure rest-time due to statistical
(cps) (dynes/cm™) disturbances significance
(sec)
Water-benzene 38,41,52 None -- - -
51 50 3.4 -0.2 Not sign. at 5%
43,46,49 50 18.4 +1.3 Not sign. at 5%
Lk 250 40.0 +0.3 Not sign. at 5%
39,42,45 500 25.5 +0. 4 - Not sign. at 5%
4o 500 125 -0.1 Not sign. at 5%
%7,50,53 738 15.3 -0.6 Not sign. at 5%
48 2095 85 -0.3 Not sign. at 5%
phate-vater S, 67 Yone - -
69 70 250 -0.8 5%
55 110 260 +0.7 Not sign. at 5%
59 200 29 -1.2 5%
66 300 48 -1.7 1%
56,57 500 135 -1.h 1%
65,68 1000 670 +0. 4  Not sign. at 5%
62,6k White noise -- -1.7 1%

..L.*-('t_

#Runs 38 and 41, 46 and 49, 42 anmd 45, and 50 and 53, respectively, analyzed as single runs.
Only the first 25 measurements in Runs 57 and 59 were used in the analysis.
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Fig. 56. Oscilloscope traces of "white" noise. The
voltage sensitivity (vertical coordinate) was
20 mV/diVision. Sweep speeds (horizontal co-
ordinate) were (a) 5, 2, and 1 msec/division;
(b) 0.2 msec/division, 50 and 10 u sec/division.
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Flge. 57 Oscilloscope traces of subsonic disturbances.

Oscilloscope voltage sensitivity (vertical co-
ordinate) was 5 V/division, and horizontal sweep
speed was 0.1 sec/division: (a) Pure 70 cps
signal; (b) 70 cps, 1 beat/sec; (c) 7O cps, 5
beats/sec; (d) 7O cps, 10 beats/sec.
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The resnlts:are'SUmmarized in Taole“XII We note that the pure 7T0-
;cps frequency greatly lengthened the coalescence: tlmes | The increase in
rest-times was due to.the 0501llatlon of the drops at the planar inter-
- face caused by'a system of" small amplltude ‘waves created by the sonic
disturbances. These waves could be observed with the naked eye, and
the oscillations, especially in thecase of the small daughter drops,
were also plainly visible. When 5 or 10 beats/sec, rather than a pure
tone, were generated, the coalescénce times were shorter. One beat/sec
had a negligible effect on coalescence times. Thus, a definite decrease
in coalescence times resulting from the presence of subsonic disturbances

is demonstrated.

;l. Effects of Contamination and SurfactantS'

As noted by Nlelsen, Wall,’ and Adams,6 great dlfflvulty was experi-
“enced in reproduclng coalescence dlstrlbutlon curves. The greatest source
of error appeared to be that minute traces of contamlnating materials ex-
hibited marked surface activity. This hypothesis is substantiated by the
extremes resorted to by surface chemists to maintain scrupulously clean
equipment (see reference 65, for example). In three instances, careless
handling of the equipment produced poor results. Because these three
cases form excellent illustrations of the effects of trace contamination,
they are described in the first subsection below.

Onhe might anticipate a priori that trace contamination would be
more likely to 'be caused by high-molecular-weight compounds such as fats,
oils, and nonvolatileVhydrocarbons, than by low-molecular-weight compounds.
This deduction follows from a study of the cleaning methods usually used.
The solvents, acid solutions, and other materials used would be far more
likely to remove the lower molecular-weight materials than the higher ones.
Accordingly, a series of experiments were performed to determine how small
a quantity of high-molecular-weight material would be needed to strongly
affect coalescence times.  The materials used were surface-active agents,
but it should be emphasized that this study was not designed to elucidate

the effects of surface-active agents in general. However, some preliminary
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TABEE XII. Effect of subsonic disturbancés'on dfop,rest-times.a

Disturbance t Change in median rest-
" - time due to disturbance
(sec) ' ' (sec)
None k.9 B -
Pure 70 cps 13.0 l ‘ ' , --
70 cps, 1 beat/sec . 13.8 ' +0.8
10 cps, 5 béats/sec. 9.1 _ ) -3.6
70 cps, 10 beats/sec 7.1 _ -5.h4

a. yoa .
" Water-benzene system, with ry, = 0.267 cm. Thée sound pressure was ok

dyneS/cmz rms for pure 70 cps, and 133 dynes/cin2 rmé for beats:
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conclusions can be drawn about the effect of the type of surface-active
-agent. The results of this study are described in the secooq subsection
below. -

- 1.  Accidental Contamination

The first five runs performed on the coalescence equipment seemed
very peculiar. The materials used in the runs (water-benzene) were not
discérded each day, but were allowéd to remain in the cell for the_duration
of the set of experiments. Five coalescence distribution curves wvere
determined over a period of five days under conditioné of no external
disturbance. The results of three.of the runs are présented in Fig. 58.
It will be noted‘that the drop rest-times increased &éry greatly from run
to run. Readings from the micrometer dial of the Micro-buret indicated
that the drop size was decreasing from run to run, obviously due to a
decrease in the interfacial tension of the phases used. When the céll was
disassembled after the fifth-run, it was noted that the benzene had a
barely visible yéllOWiSh finge; Evaporation to dryness at less than 100°¢
and ignition at 800°C showed that the contaminant in the benzene was
organic, and was present in a concentration of about 0.0126 weight-%. A
freezing point analysis performed in equipment similar to that of Mair

67

and Glasgow showed that the concentration of the contaminant was about
0.008 mole-%. The source of the contaminant was found to be the neoprene
0 ring used to attach the cell top to the coalescence cell. Although
great care had been taken to ensure that no liquid material would ever
come in contact with the O ring, some benzene vapor had condensed at the
top of the cell and dripped down over the O ring, dissolving some material.
Consequently, the cell was redesigned to eliminate the O ring.

The two other cases of contamination, because of carelessness;
occurred with the tributyl phosphate-water system. In runs 57 to 59,
the drop rest-times began to fall abruptly in the range 3.1-3.5 sec,
regardless of the type of external disturbance. A slight grayish tinge
was noticed in the organic phase. This coloration was traced to the
black paint on the brass spring clips that held the spherical joints

together. Leakage at these'joints dissolved some’of the paint, which then
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Fig. 58. Effect of accidental contamination on

coalescence distribution curves—water-~-benzene
system. Concentration of contaminant in-
creased from Run 1 through Run 5.
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diffused into the coalescence cell. The clips were cleaned with an
organic solvent and nitric acid until all of the paint was removed.
The third case of trace contamination occurred after the cell was
cleaned, following the paint incident. It was felt that a number of
rinses with acetone followed by 20 rinses with distilled water could
be used in lieu of the complete primary cleaning procedure. The very
lengthy coalescence times in Run 60 demonstrated the fallacy of any
attempt to simplify the cleaning procedure.

The reasons why trace contamination sometimes increases and at

other times decreases the rest-times 1s discussed in Sec. V.

2. Effect of Surfactants

The use of surface-active materials as third components in the
water-benzene system created some special problems in producing mutually
saturated phases. Because the surface-active agents were somewhat
soluble in both phases, it was necessary to mutually saturate measured
quantities of the organic and aqueous phases. Also, because these
surfactants acted as emulsifying agents, it was often necessary to
centrifuge the liquid materials after saturation. The following procedure
was therefore adopted. The surfactant was dissolved in either the
water or the benzene to form a solution of known concentration. Then
400 ml of the aqueous phase and 80 ml of the organic phase (one of the
Phases contained the surfactant in solution) were mixed together for
exactly 18 hours by means of a magnetic stirrer. The mixing was per-
formed in the ZSOC constant-temperature bath. At the end of 18 hours,
the organic phase was usually found to be emulsified. The emulsion was
broken to yield two clear or very slightly turbid phases by centrifuging
at 1000 g's for 10 minutes to 2 hours depending upon the surfactant and
its concentration. The only emulsion that could not be broken in this
way was one made by mixing an aqueous 0.0l mole-% sodium oleate solution
with benzene. 1In that case, because the agueous phase was only slightly
turbid, the benzene layer was replaced with water-saturated benzene in the

coalescence cell and the two phases were allowed to equilibrate for 12 hours

before measurements were commenced.
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The equilibrium concentrations of the surfactant in the oil and
aqueous phases can be calculated from the H.L.B. value, which is a
measure of the free energy of transfer of the surfactant molecule from
the water to the oil. (The H.L.B. value refers to the hydrophilic-
lipophilic balance of the emulsifier molecule. It is discussed at length
by Davies and Rideal.68) The equilibrium concentrations of the sur-

factant can be computed from the following equation

C
H.L.B.-7 = 0.36 4 | —— (113)

Co
The method of preparation of all the surfactant solutions used, and the
calculated equilibrium concentrations of the surfactants, are given
in Table XITII.
The interfacial concentrations of the surfactants were computed

from Gibbs' equation, which requires a knowl%sge of the interfacial tension

as a function of concentration

PR T CA )

Here c;’z is the surface excess of the surface-active agent relative
to an arbitrary dividing surface where phases 1 and 2 are present in
their bulk concentrations. The term A 1is inserted into the equation
to take into account the surface excess of both cation and anion in an
ionic substance. The interfacial tensions as functions of concentrations
are presented graphically in Fig. 59. It was easier to determine

do/d In C graphically than dc/dc. Therefore, Bq. (114) was rewritten

as

1,2 1 do 1
o= RTA d #nC (115)




TABLE XIII. Surfactant solutions and interfacial concentrations.
Surfactant Preparation H.L.B. Equilibrium Interfacial d o r b2 Area/
mole -i solvent value? concentration tension A 3_ 10 molecule
(milli-moles/1) (dynes/cm) d1ncC (10 2
g m%les/ &)
in water  In benzene cm®)
None - - - - - :34-71 - - - -
Span 80 0.00115 benzene 5.7 0.0031 0.114 26.8 1 -7.22 2.91L 58
0,0115 " 5.7 0.031 1.1k 11.6 1 -5.78 2.33 71
0,102 " 5.7 0y 27 10.0 1.3 1 -3.43 1.38 120
Tween 81 0.000109 benzene 11.9 0.002h4 - 243 1 -2.65 1.07 156
0.00109 " 11.9 0,024k - 17.3 1 -3.35 1.35 123
0.0109 " 11.9 0,244 - 9.3 1 -3.52 L.42 117
Sodium oleate 0.000102 Water 18 0.0566 - 29.7 2 -3.52 0.71 23k
0.00102 " 18 0.556 - 19.6 2 -5.00 1.0L 165
0.0102 " 18 5.56 - 7.0 2 -5.56 1.12 150

®Reference 68.

“961-
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Fig. 59. 1Interfacial tension as a function of con-
centration of surfactant.
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The interfacial concentrations and the areas per molecule at the interface
are also given in Table XIII. DNote that the areas per molecule are
approximately equal to the cross-sectional area of a long-chain hydro-
carbon molecule--therefore, the interface might be considered to be in

a saturated state.

Various characteristic parameters of the coalescence distribution
curves measured in this study are given in Table XIV. The very strong
efféct of a minute concentration of surface-active agents on the coales-
cence times should be noted. Furgther discussion of these results is

deferred to Sec. V.

E. Natural Sonic Disturbances

1. Measurement of rms Frequency Spectrum

It was of interest to determine the characteristics of the
natural sonic disturbances in the coalescence cell to see if these
disturbances could initiate a hydrodynamic instability leading to
ultimate coalescence. The crystal microphone described in Sec. III
was used to measure these disturbances by the following procedure.

,Thé microphong was placed in the coalescence cell in the position

normally occupied by the coalescence cup and was then connected to the
wave analyzer. A time-average microphoné-voltage output was determined
for every frequency setting of’the wave analyzer which was é multiple of
10 cps in the range from about 20 to 3000 cps. The pressure fluctuation
corresponding to the voltage output was computed from the microphone
sensitivity curve, Fig. 38. Because the wave analyzer yields rms voltages,

an rms frequency spectrum curve rather than g(m) is calculated. The
resulting rms frequency spectrum %%%l , was plotted as a function of

v = %L%, for each of the seven tests as shown in Figs. 60, 61, and 62.
In preparing these figures, the assumption that the band width accepted
by the wave analyzer 1s a Dirac delta fﬁnction has been made (see

Sec. II-E). The data points measured have been connected with straight

line segments in the figures. If the true peaks did not fall at a



Effect of surfactants.

TABLE XIV.

Surfactant Eg;z]e_i’i;:;::inon Run No. (z;) (:ec) (::]c) E:ejc_c)) t0.90 Varla.:ce
in agueous (sec) (sec®)
phase
(milli-moles/1)

Span 80 0.003L 86 0.310 7.55 6.7 2.9 12.7 13.31
8l 0.245 8.08 8.1 3.5 12.1 10.66

85 0,191 8.10 7.5 2.8 13.9 18.87

0.031 83 0.230 89.23 93.4 5.3 139.3 1784.72

82 0.182 27.15 28.6 5.k 47.2 251.86

81 0.143 21.79 20.0 7.5 38.3 112.39

Tween 8L 0.00244 89 0.299 5.38 L.5 1.6 9.3 6.53
87 0.236 5.60 5.1 2.9 8.6 5.05

a8 0.184 3.9% 3.9 1.3 5.7 2.51

0.0244 90 0.266 11.58 11.3 5.5 17.% 15.59

92 0.210 9.91 9.5 4.3 15.9 19.37

91 0.164 6.50 5.7 3.2 11.4 10.93

0. 2hk 95 0.213 150.60 133.7 10.9 298.1 9509.43

93 0.168 84,80 70.1 16.5 160.0 3238.07

9k 0.132 62.19 58.5 9.7 111.6 1623. 80

Sodium oleate 0.0566 101 0.321 8.71L 7.3 2.5 16.0 32.86
99 0.253 9.93 10.3 5.7 14.8 13.88

100 0.200 7.82 7.7 3.1 11.7 13.84

0.566 102 0.277 33.56 25.6 5.9 62.5 351.60

10k 0.218 32.23 35.1 7.3 67.3 457.80

103 0.171 28.25 23.1 k.9 52.4 400.99

5.56 106 0.193 9.16 9.0 7.5 10.5 1.87

105 0.152 12.56 12.1 9.1 1%.9 12.22

107 0.120 6.40 6.3 5.4 7.8 0.99

-6G1-
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measurements were in operation.
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operation.
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»fteggency that was a multiple of 10 cps, the graphical peak would be
slightly lower than the true peak. Numerical data were used in the
:Ealculations in the second subsection, however. Tests D, F, and I
(Figi 60) were made with all pumps and stirring motors turned off.
Aithough Test D was made on a Saturday, Test F on a weekday, and Test
i{made during thevery early morning hours on a weekday, certain simi-
lgr?ties in the rms frequency spectra are very apparent. Tests G, H,
and J (Fig. 61) were made with the pump and stirring motors which were
nofmally‘allowed to run during coalescence measurements in operation.
The three tests were made at different times, and again their re-
producibility is apparent. Test E (Fig. 62) was made when the pump
supplying constant-temperature water to the experimental tank was in
operation. This pump was always turned off during coalescence measure-
ments. A comparison of the three figures shows that the pump and
stirring motors used during a coalescence run contributed relatively
little additional noise to the coalescence cell, and that to shut off
the pump supplying water to the experimental tank was a reasonable
precaution. Photographs of the oscilloscope traces produced by the

microphone voltages during Tests D, E, and G are shown in Fig. 63.

2. Computed Sonic Disturbances

From the discussion in Sec. II, we see that, if the most prom-
inent disturbances observed were periodic and very short in time dur-

ation, they can be described mathematically by Eg. (100). Thus we have

: - <t <
JE Prms cos mbt ) agtga

(116)
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(a) (b)

ZN-3117

Fig. 6%. Photographs of oscilloscope traces produced by
sonic disturbances on crystal microphone: (a) Test D—
voltage sensitivity, 5 mV/diVision: horizontal sweep
speeds were 10, 5, and 2 msec/division, respectively;
(b) Test E—voltage sensitivity, 20 mV/division:
horizontal sweep speeds were 10, 5, 2, and 1 msec /divi-
sion, respectively; (c) Test G—voltage sensitivity,
5 mV/division: horizontal sweep speeds were 10, 5, and
2 msec/division, respectively.
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These disturbances would then have the Fouriler transforms—or equi-

Valently, the frequéncy:épectrum amplitude—given by Eq; (102):

ale) _ P.. = Sin (@rwb) a )
JE JE;i W - Wy :

The three points adjacent to the numbered peaks in Figs. 60,61,

and 62 were fitted to Eq. (117) by means of a table of the function,
69

(sin x)/x. The resulting rms pressure . amplitude mes , the

frequency v and the half-time period a, are presented in Table

O‘}
XV. Note that the intensities of these disturbances are much greater
than the pressure fluctuations produced by the swimming-pool speaker.
This explains the difficulty of influencing coalescence times by

induced sonic disturbances.
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TABLE XV. Computed sonic disturbances.

Test Numbered v a

0 Prms
Peak (cps) (sec) (dynes/cm™)
D 1 100 0.0420 1730
’ 330 0.0338 732
F 1 111 0.0420 1380
2 362 0.0291 4470
3 511 0.0395 1660
L 797 0.0297 1610
I 1 91 0.0392 1300
2 452 0.032k4 3220
G 1 151 0.0338 3930
2 240 0.0431 1690
3 358 0.0286 2620
i 498 0.0326 2430
5 790 0.0386 5900
H 1 140 0.0L26 2200
2 810 0.0408 3210
3 991 0.0375 2410
J 1 111 0.0418 2490
2 141 0.0321 2340
3 338 0.0289 2420
L L7l 0.0320 5780
> 632 0.0208 2490
E 1 119 0.0221 29100
2 356 - 0.0130 72600
3 i1 0.0215 43700
b 752 0.0255 47800
5 1076 0.0087 157000
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V. DISCUSSION AND ANALYSIS OF RESULTS

The experimental results described in Sec. IV are discussed in
light of the theoretical development in Sec. II, in the first section
below. Some future work suggested by this discussion will be described
in the second section. Possible applications for the coalescence study
will be discussed in the third section. A brief summary concludes this

analysis.

A. Discussion of the Experimental Results )

A self-consistent theoretical explanation of the coalescence
process is developed in Sec. II. However, the explanation deals with
the coalescence of a single drop. An experimental investigation, by its
very nature, must deal with a large number of coalescence events. In a
sense, we have treated coalescence theoretically on a microscoplc scale,
but experimentally on a macfoscopic scale. The connecting link between
the microscopic.theory and the macroscopic experiments is the disturbance
pattern that is responsible for the rupture of the phase-2 film and the
coalescence of the drops. Experimentally, we have measured the magnitude
of these disturbances, their time duration, and the basic frequency of
which they are composed. We could not measure their distribution in time.
This basic point virtually precludes the possibility of closely com-
paring theory with experiment. Certain generalizations, however, are

to be made.

1. Effect of Drop Size and Liquid System

One of the basic goals of this study was to determine the effect
of the size of the drop and the liquid system on drop-rest times. Table
XVI summarizes all the coalescence data available on two—component
systems. The theory suggests that a knowledge of the average thickness
of the phase-2 film at the time of coalescence is important in the
prediction of drop rest-times. Average film thicknesses corresponding

o) t o and b have been calculated by means of Eg. (20)

%5.10 0.90



Table XVI.

Coalescence runs on two-component systems

Data

Reference

System

Temperature

P Py 5 Pz 5 Ho R r %o.10 * *o. P b by 15 .0
point (Fc) (g/em’)  (g/en”)  (cp}  (@ynes/cm) (cm) (sec)  (sec)  (sec)  (deg) (W) () (1)
1 9 Water-benzene 20 0.9982 0.8790  0.652 35.6 0.384% 2.0 b -8 33 5.72 k.00 2.86
2 9 " 20 0.9982 0.8790 0.652 35.6 0.416 3.0 5.9 10 38 6.19 L. ko 3.39
'3 9 " 20 0.9982 0.8790  0.652 5.6 0.544 3.0 11.7 ol 50 13.3 6.75 L.1s
L 9 " 20 0.9982 0.8790  0.6%52 35.6 0.604 Lo 18.9 5h 5%  15.8 7.25 k.29
5 9 CC1 -water 15 1.6038 0.9991 1.140 .1 0.336 1.8 3.1 4.8 67 15.4 1.7 9.43
6 9 " 20 1.5942 0.9982 1.005 40.2 0.335 1.5 2.4 3.8 67 15.9 12.6 10.0
7 9 " 25 1.5751 0.9970 0.894 37.5 0.328 1.1 1.5 2.5 66 17.4 k.9 11.5
8 9 " 30 1.5549 0.9956 0.801 35.6 0.323 1.1 1.k 2.1 66 17.0 15.1 12.3
9 9 Water-benzene 15 0.9991 0.88k40 0.705 36.2 0.578 8.0 16.1 22.5 52 9.6k 6.80 5.76
10 9 " 20 0.9982 0.8790 0.652 35.6 0.566 7.5 14.8 21.0 53 9.51 6.77 5.68
11 9 " 20 0.9956 0.8681 0.56k4 34,7 0.550 7.5 1%.8 18.5 54 8.81 6.51 5.61
12 9 4 o 0.9922 0.8575 0.503 3h.6 0.5k40 7.5 13.2 17.5 5k 8.01 6.03 5.2k
13 9 Water-n heptane . 20 0.9982 0.6838 0.4%09 50.3 0.h6h 2.2 3.6 5.6 60 10.2 7.97 6.39
1k 9 Water-benzene 20 0.9982 0.8790 0.652 35.6 0.566 --- 14.8 - 53 .- 6.75 ---
15 75 Ethylene 20 1.1155 0.6603 0.360 16.1 0.193 1.2 3.0 k.9 52 5.11 3.2% 2.5%
glycol-n hexane
16 i¢] " ko 1.098k 0.6k12  0.255 15.3 0.193 0.9 1.6 2.7 Sk 5.35 L.o2 3.09
17 (7 " 60 1.081k 0.6221  0.216 15.7 0.193 0.6 1.0 1.6 Sk 5.89 k.56 3.61
18 kP Diethylene 20 . 1.1177 0.6603 0.305 9.9 0.150 1.6 3.8 6.5 52 3.56 2.31 1.77
glycol-n hexane
19 ™ " 4o 1.1017 0.6k412 0.247 9.9 0.150 .0 1.8 2.9 52 4.06 3.03 2.38
20 ) " 60 1.0867%  0.6221  0.215 9.7 0.150 0.9 1.3 1.7 53 k.12 3.43 3.00
21 ki) Triethylene 20 1.1254 0.6603  0.305 9.8 0.156 .0 2.3 3.6 55 5.13 3.37 2.70
glycol-n hexane
22 7 " Lo 1.1085a 0.6h12 0.254 9.3 0.156 0.9 1.6 2.7 58 5.41 k.06 3.13
23 kp) " 60 1.0923% 0.6221 0.217 8.9 0.156 0.8 1.3 2.0 58 5.59 4.38 3.53
2h k] Ethylene 20 1.1029 0.8762 0.638 a 0.170 5.1 11.6 23 it} 3.5% 2.34 1.66
glycol-benzene .
25 i) " o) 1.0984 0.8575 k 0.485 7.2b 0.170 1.0 1.6 1.9 50 7.59 6.00 5.51
26 75 " 60 1.0814 0.8451 0.388 7‘0b 0.170 2.6 5.3 8.7 50 4. 27 2.91 2.33
(continued)
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Reference

System

Temperature

°1

Table XVI {continued)

[

L)

o

T

1:0 .10

t

o

P

n'

° 3 23 e m . k .10 m d%
point (°c) (g/em’)  (g/ew’)  (cp) (aynes/cm) (em) - (sec)  (sec)  (sec) (aeg) (w) (k) (1)
27 75 Diethylene 20 1.1177. 0.8790 0.717 }.oP 0.080 11.0 23.0 32 30 0.66k 0.45h 0.385
. glycol-benzene i ‘ A
28 75 " Lo 1.1017% 0.8575 0.500 3.8b © 0.080 5.7 12.0 2 31 0.806 0.555 0.392
29 75 " 60 1.0867% 0.8451 0.b21 3.6b 0.080 4.3 9.6 13 32 0.891 0.597 0.507
30 Run 75° Water-benzéne 25 0.9976 0.8733 0.590 3h4.7 0.5 2.1 L7 6.9 56 11.9 7.97 v 6.58
31 Run 74¢ " 25 0.9976 0.8733 10.590. 3h.7 0.340 2.6 4.8 7.3 32 3.83 2.82 2.29
32 Run T3° " 25 0.9976 0.8733 0.590 34.7 0.267 2.1 b7 6.6 24 2.97 1.98 1.67
33 Run 77° " 25 0.9976 0.8733- 0.590 34.7 0.209 2.8 4.9 5.8 18 1.05 0.781 0.728
3h Run 72° Tributyl 25 0.9763 0.9964 0.973 9.9 0.508 2.7 6.1 7.3 3h 17.9 12.0 10.9
phosphate-water R
35 Run T1° " 25 0.9763 0.9964 0.973 9.9 0.5 b1 5.3 5.5 28 8.93 7._85 7.7
36 Run' 70° 25 0.9763 0.996k4 .0.973 9.9 0.325 b5 0.1 11.5 22 L.65 3.10 2.91.
57 Run 108° Weter-anisole 25 0.9975 0.9886 0.957 25.5 0.772 7.1 35.6 90.2 29 8.19 3.66 2.30
38 Run 109c " 25 0.9975 0.9886 0.957 25.5 ‘ 0.598 b7 12.3 5.3 16 5.22 3.22 1.68
39 Run 112° Ethylene 25 1.1029 0.8762 0.612 7.4 0.195 9.0 23.5 .o 55 3.91 2.42 1.86
: glycol-benzene . ’
Lo Run. 111° " ) 1.1029 0.8762 0.612 7.4 0.139  10.5 1k.0 22.3 Ly 1.90 1.72 1.36
by Run 110° " 25 1.1029 0.8762 0.612 Tk 0.125 6.9 20.5 30.8 38 1.45 0.8k0 0.685
Lp Run " 79¢ Water- 8 25 0.9966 . ‘14471 203.0 k0.9 0.228 5k.0 206.0 610.0 38 9.49 4.86 2.82
Aroclor 12 .
L5 Run 78° " 25 0.9966 1.h471 203.0 - 40.9 0.180 8.3 59.0 137.0 29 12.9 4.85 3.18
Ly Run 80° - 25 0.9966 1.471 203.0 40.9 0.141 14.8 42.0 86.0 22 5.21 3:09 2.16
b5 13 Bh;:ercury- 20 13.6 1.220 99.6 355.0 0.173 -—— 9.1 ——- 52 —- 5.55 -
glycerol .
L6 13 T 20 13.6 1.220 99.6 355.0 0.24k —- 30.3 - ko) - 9.01 -
g 13 " T 20 13.6 1.220 99.6 355.0 0.294 ——- 40.8 - 90 - 14.2 -
L8 13 6];ercury— 20 13.6 1.252 661.0 370.0 0.248 - 780.0 - h -— 4.53 —
9 glycerol .
kg 5 Water-anisole -25 0.9975 10.9886 0.957 25.5 0.058 - 7.5 - 1.5 - 0.0112 " ---
50 5 N 25 0.9975 0.9886 0.957 25.5 - 0.076 R 10.0 - 2.1 -—- 0.0204% . ---
51 5 " 25 . 0.9975 0.9886 0.957 5.5 0.088 . 12.7 --- ‘2.5 _— 0.0268 " w--
52 5 " 25 9975 0.9886 0.957 25.5 0.098 -—- 15.0 - C 2.8 - 0.0324h  -a-

0.

# From reference 86.

b

Estimated.

A1) other physical properties are from references 72 or 76, or Table VII.

° The runs are from this work.

-691-
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for the system in Table XVI. Because the drop diameter does not enter
into the film-rupture theory, we would expect the average film thickness
atjthe time of coalescence to be independent of drop size. However, a
comparison of values of h; corresponding to diffefentlyg sized drops

in a single system indicates some effect of drop size. One theoretical
and two experimental explanations can be found for this observation.

In comparing values of h; we have implicitly assumed that the median
coalescence time yields a good estimate of the expectation value of all
coalescence times, but our sample is actually much too small for this
purpose. The two experimental difficulties have been mentioned in Sec.
IV. The surface disturbance created by a large drop falling only a
small distance to the interface can greatly reduce drop rest-times.

A calculation of the order of magnitude of such a disturbance was

given in Sec. iI-E. These disturbances are eventually damped out by
viscosity, but because they have long wavelengths the damping is a

slow process (see Eq. 59). If the coalescence times are long, the effect
of these initial disturbances on tm is lessened considerably. For
example, the values of h; corresponding to the three drop sizes in the
water-Aroclor system are fairly constant because of the long rest times
observed in the system. The second experimental difficulty was the
effect of trace contraniation. We noted in Sec. IV that the addition of
minute quantities of surface-active agents had a very great effect on
drop rest times. We might anticipate that systems with high concentra-
tions of surfactants would be much less subject to the effect of trace
contamination of an unintentional nature. If the assumption is made
that a surfactant produces the effect of a high phase-2 viscosity in the

film thinning model, we can calculate the values of
h / Ko h /d , and h /q;ﬁ from Eq. (20). The results are
0.10 ? 0.90" ™2
given in Table XVII. As we would expect, the range of values
o 10/“ to hy 90

1
system, overlap to a much greater extent than do the ranges., ho 10

to ho 90
especially noticeable in the more concentrated Span 80 and Tween 81 solutions.

/J ,» over.the range of drop sizes in a given

in Table XVI (for the systems without surfactant). This is

‘
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TABLE XVII. Coalescence Runs on Water-Benzene-Surfactant S}[stems.a‘

ﬁ\:r'x Surfactant Concentration in water T, P h('J.lO/\/E hl:] / \/@ h(').90 / V;g
» (milli-moles/1) (cm) (deg) ' (cm/cpl/z) (cm/cpl/z) (cm/cpl/z)
8 Span 80 0.0031 0.310 32 0.00491 0.00324 0.00235
a4 ' 0.245 26 0.00237 0.00156 0.00127
85 ) 0.191 20 0:00138 0.000841 0.000617
83 0.03L 0.230 38 0.00188 0.000977 0.000800
82 0.182 29 0.00215 0.000933 0.000726
81 0.143 23 0.000980 0.000599 0.000k 34
89 - Tween 81 0.0024k4 0.299 32 0.00653 0.00390 0.00271
87 0.236 26 0.00263 0.00198 0.00153
88 - : : 0.184 20 0.,0020k4 0.00118 0.000973
90 0.02L4 0.266 34 0.00373 0.00261 0.00210
71 : 0.210 27 ’ 0.00224 0.00152 0.00116
91 0.164 21 0.00139 0.00103 0.000733
95 ' 0. 244 0.213 39 0.00293 0.000835 0.000561
93 0.168 30 0.00133 0,000643 ~ 0.000426
gl 0.132 23 0.000855 0.000348 0.000252
101 Sodium oleate 0.0566 0.321 3 0.00483 0.00282 0.00191
99 0.253 25 0.00181 0.0013% 0.00112
100 . 0.200 19 0.00132 0.000839 0.000680
102 0.566 0.277 33 0.00348 0.00167 0.00107
10k . . 0.218 21 . 0.00167 0.000765 0. 000549
103 0.171 21 0.00109 0.000505 0.000335
106 5.56 0.193 k1 ' 0.00369 0.00336 0.00311
105 ] 0.152 31 0.00LTH 0.00150 0.00136
107 ' 0.120 25 0.00128 0.00119 0.00107

e’PhysicaJ. properties used correspond to pure water-benzene system, with the exception of interfacial tensions which are
taken from Table XIII. ’
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Because of the conflicting effect of certain of the physical
properties of the systems as described at the end of Sec. II, it is
very difficult to predict coalescence times from a knowledge of physical
properties without complete information concerning the natural dis-
turbance pattern. An important generalization should be noted immedi- A
ately. In an environment with few and weak disturbances, rapid coales-
cence will occur with systems having physical properties such that the
film ruptures readily. Conversely, in an environment with many and
strong disturbances, rapid coalescence will occur with systems with
physical properties that cause the film to thin rapidly. In other
words, the one of several successive mechanisms that occurs most slowly
will be the "rate-determining step."”

The data in Table XVI will now be examined in ldght of the above
generalization and the information in Table III. Let us first examine
the water-Aroclor and mercury-glycerol systems. The long median rest
times of L2 to 206 sec in the water-Aroclor system are primarily due to
the high viscosity of the Aroclor, which causes the film-thinning step
to be the rate-determining one. The rest times for the mercury 84%-
glycerol system are much shorter in comparison to those for water-
Aroclor than can be explained by the decrease in By The cause for
this is revealed by an examination of certain physical properties that
have an opposing effect on the parameters determining coalescence
times. In the mercury 84%-glycerol system, the extremely high inter-
facial tension that enters to about the second power in Eg.(20) causes
the glycerol film to thin rapidly despite the high density difference

and moderately high phase-2 Viscosity° The rate of coalescence in the

'system is alsovstrongly determined by the film-rupture step. In this

case, the high value of A p overcomes the opposing effect of a high

0, and renders the film subject to a broad range of various wavelength -
disturbances, that promote a Taylor instability. The growth factors of

these disturbances are large‘enough to overcome the viscous damping -
effect. The extremely high phase-2 viscosity in the mercury-96%

glycerol system causes the film-thinning step to be strongly rate-

determining, yielding the long median rest-time of 780 sec.
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Film rupture was the rate-determining step in the other systems
examined. An interesting comparison can be made between the water-

anisole and the water-benzene systems. With the‘exception of Ap ,

their physical properties do not differ greatly. If film thinning were

rate determining, water-anisole would have the shorter rest times
because of the very low value of its Ap. However, the rest times for
this system are much greater thannﬁﬁose for water-benzene, and thus
film rupture is the rate-determining step. Both the tributyl phosphate-
water and the water-anisole systems have small values of AP , so that
film rupture probably occurs according to the metastable model. There-
fore, the system with the smaller interfacial tension should have the
shorter rest-times. The data-in Table XVI definitely shows that the
TBP-water system with a o of 9.9 has shorter rest times than does the
water-anisole system which has'a ¢ of 25.5. The water-benzene sys-
tem has a sufficiently large A p that Taylor instabilities may develop,
and despite its o of 3%.7, it has coalescence times of about the
same magnitude as the TBP-water system. The carbon tetrachloride-water
and water-heptane systems are two more illustrations of dominance of
the film-rupture mechanism over the film-thinning one in the deter-
mination of rest times. Because of the large Ap in these two systems,
the rest times would béfgreater than those of thewater-benzene system
if film thinning were the rate-determining step. However, both the
carbon tetrachloride-water and water-heptane syétems'exhibit rest-
times of only several seconds and thus, film rupture caused by a Taylor
instability is the rate-determining step. The film-rupture mechanism
was also the rate-determining step in the ethylene glycol-benzene sys-
tem. The rest-times obtained in this work were about twice as great
as those found by KBnnecke for similar-size drops with the system,75
Apparently, the level of natural disturbance was much higher in
Kbnnecke's apparatus than in:the equipment described in this report,
thus markedly affecting the coalescence times. -

Despite insufficient information concerning the disturbance

patterns during the coalescence runs, qualitative agreement between
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the experiments and the theofy is quite good. But we do lack addi-
tional information concerning the natural disturbance pattern, am
so cannot deduce further concerning the effects of drop size and
physical properties on drop rest times. In the sﬁggestions for
future work, some possible means of obviating this difficulty are

proposed.

2. Effect of Induced Distumbances

The theory developed in Sec. II suggested that we might be able
to alter coalescence distribution curves by inducihg the proper types
of disturbances in the coalescence cell. The results in Sec. IV
showed that this endeavor was successful in certain cases.

When sonic frequency disturbances were introduced during
‘measurements 6n the tributyl phosphate-water system, decreases in
drop rest times of 0.8 through 1.7 sec were found (and shown to be
statistically significant). Because of the very large day-to-day
scatter in the measurements, the low intensities of the disturbances
used, and the high interfacial tension, a statistical analysis of
the wdter—benzene system did not show the effect of wvibration. The
trochoidal wave theory showed that the energy required to rupture a
given thickness of film increased greatly with. increasing wave number
(or increasing frequency). This trend was very apparent with the
 tributyl phosphate-water results. The sound pressure of the 500 cps
disturbance was three times as great as that of the 300 cps disturbance,
but the effect on coalescence times was about the ame. An even more
intense 1000 cps did not show a statistical influence on coalescence
times at all.

The experiments using interference beats as subsonic dis-
turbances were difficult to analyze, but did show the expected effect.
The selection of 70 cps as the fundamental frequency in these studies
was not entirely satisfactory because it caused excessive oscillation
of the drop at the interface, prolonging the coalescence time. Higher
frequencies could not be used because of difficulty in maintaining the

desired beat frequency over a period of time.
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The measurements of the natural disturbances present in the system

showed clearly why artlflclally 1nduced dlsturbances had a weak effect.

‘The maximum power that could be dlSSlpated in the sw1mm1ng pool speaker

without danger of rupturing its dlaphragm could only produce sound pressures
of the order of hundreds of dynes/cm . The calculatlone in Table XV show
that the natural disturbances, albeit very brief, were of intensities at
least one order of'mqgnitude higher than the artifical ones. The natural

disturbances strongly masked the effects of the'aftifieal ones.

3. Contamination and Surface-Active Agents

A third component can influence drop rest times either by increasing
or decreasing them. The mechanisms of the two effects are quite different.
Drop rest times may be decreased when a low-molecular-weight third com-
ponent is preeent in non-equilibrium concentrations in the two phases.
Charles observed that this effect was due to a Small'Quantity of ethanol
in the chloroform-water s'ystem.9 It has been further discussed by

T

Groothuis and Zuiderweg. This decrease in drop rest times results from
interfacial turbulence (often called the Marangoni effect). Because of
small-scale eddies adjacent to the interface, concentration variations of
the third component may exist, giving rise to local variations in the
interfacial tension. Ip an attempt to reduce its potential surface energy
by extension or contraction of area, the surface undergoes turbulent

68,78, 79

motion which may result in disturbances causing premature coales-
cence of the drop.- The likelihoo& of such local interfacial tension
variations arising in a stagmant system decreases as the concentration of
the third component approaches equilibrium. Then decrease in drop rest
times would be less likely to occﬁr, and this is also in agreement with
experiment.9 ' :
Drop rest times generally increase when the third component has a
high molecular weight. - This observation accounts for the necessity of an
emulsifying agent to produce a stable emulsion.h8"Many explanations for
48,68 Only

the stability of emulsions have been:given in the literature.

a few of the more'pertinent ones will be mentioned here in regard to the
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effect of surfactants on drop rest times. The surfactant first decreases
the rate of thinning of the phase 2 film mechanically and electrically.
Several oriented layers of water of hydration may surround each molecule
of surface-active agent, producing a mechanical barrier that must be dis-
placed or removed for coalescence to occur. Surface-active agents enhance
the electrical repulsion forces, which decrease the rate of film thinning.
Surfactants tend to prevent the growth of instabilities by damping waves
at interfaces in a manner similar to that of viscosity. Surfactants also
make the film more elastic by enabling the film to "heal” its own weak
spots by changes in the dynamic inteffacial tension.So’SO

The data in Table XIV strongly support the arguments that sur-
factants increase drop rest.times. As an example, the median rest time
for 0.213-cm dro?s of O.2M4—millimolar;Tween 81 in water at a benzene
interface was‘l33.7 sec, as compared to a median rest-time of 4.9 sec
for 0.209-cm @rops in the water-benzene system. For a given surfactant,
the drop resfitimes increased with concentration of the agent, with one
exception. The rest-times of the 5.56-millimolar sodium oleate-benzene
system were about one-fourth as long as those of the 0.556-millimolar
sodium dleate-benzene system. It was noticeable that the water phase
was very turbid, and this observation suggested that the critical micelle
concentration (c.m.c.) had been exceeded. Harkins reported a c.m.c. of

56

7 to 9 millimolar for sodium oleate, a value very similar to the sodium
oleate concentration in the experiment discussed. Characteristics of
solutions near the c.m.c. are somewhat unusual, so that an effect on
coalescence times is not surprising. Insufficient data is available to
attempt a theoretical explanation of the influence of micelle concentration
on éoalescence times. '

In industrial . emulsion technology, surfactants with lower hydro-
philic-lipophilic balance. values are used to stabilize wafér—in—oil
emulsions, and those with higher H.L.B. values are used to stabilize
oil—ip-water emulsioné.b Similar considerations éhould apply to drop
rést times. The best way to make‘such a comparison, however, is tp

measure some rest times with the denser phase as phase 1, and other
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rest times with the lighter phase as phase 1. A comparison of relative
increases in fest time for the *two modes of opefation could be correlated
with the H.L.B. values. Because such a comparison would have been beyond

the scope of this work, this type of data was hot taken-

B.  Future Work

In the course of the study, a theoretical problem and a number
of experiments suggested themselves that will further elucidate the
mechanism of coalescence. ' '

An extremely valuable theoretical approach'would be a computer
simulation of coalescence measurements. As previously menﬁioned, the
connecting link between the microscopic theory and the macroscopic experi-
mental work is a knowledge of the natural disturbance pattern present
in the coalescence cell.’ With the proposed model, and variocus assumed
disturbance distributions (distributed in time both with respect to
frequency and intensity), the computer could simulate thousands of coales-
cence measurements quickly. The effect of the disturbance distribution
on the coalescence distribution curvés, as weii as the effect of changes
in drop size and physical properties, could bebreadily detefmined. It
might even be possible to make allowance in the model for the initial
disturbance caused by fhe falling drop and for trace contamination.

An excellent experimental check on the vélidity of part of the
theoretical model would be a direct measurement of the thickness and
shape of the phase 2 film prior to coalescenée. One possible approach
would be through optical interference patterns. Thicknesses of ligquid
layers bounded by solids, or gases and gaseous layers bounded by liquids
and solids, have been measured in this way.9’12’25 Extension of the
techniques to the measurement of liquid layers bounded by other liquid
phases could be feasible. Another means of determining the thickness of
the phase 2 film would be a direct méasurement of its electrical capacitance.
A knowledge of the film geometry and the electrical properties of the phases
would allow calculation of the thickﬁess° Care would bé needed to avoid
introducing an electrostatic attractive force between the drop and the

13

interface.
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Measuring the natural noise pattern present in the coalescence cell
would also yield some very useful information. Practicable advantage
~ might be taken of the elaborate counting techniques that have been

developed in the field of radiochemistry.8l

C. Applications

. Industrial processes that involve coalescence may be classified
into two groups: separation processes in which‘coalescence is desired,
such as liquid-liquid settling,82 and dispersion processes in which
coalescence is undesirableé:. as in mixing or emulsion manufacture. A
qualitafive discussion of the importance of coalescence studies to a
separation process is gi&en below. ‘ |

_ Suppose it is desired to separéte a dispersed phase-l from a
continuous phase-2 liquid. The disperéed phase is initially distributed
throughout the mass of the phase 2 1liquid in the form of small drops.
These drops will be in motion because of one or‘more of three causes. An
initial velocity field may'have been established in the fluid through
the previous treatment to which it was subjected. Small dfops of fluid
may have a velocity because of Brownian motion. All of the drops Qf
phase 1 are affectéd by acéeleration duevto gravity. Drops of various
size willl move at different velocities ahd if thé concentration of drops
is sufficiently high, many collisions will occur and the drops will tend

83-85

to flqcculate in masses. The individual drops will either break

away from the masses, coalesce with other dropsin the groups, or remain

as individual drops within large groups. vThis beha&ior will be governed
by hydrodynamic factors and by the kinetics of coalescence. If the
coalescence proceeds at the higher rate, large drops will be formed, but

if it proceeds more slowly the agglomerations of drops will decompose. Any
large drops thus formed will move with evén higher velocity. At the ends
of the vessél‘the large drops must coalesce into a continuous phase for
complete separation. Slow kinetics Qf_coalescence at this point will

lead to incomplete separation in a settling process, for example. A

quantitative description of a settling process, therefore, depends upon
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very complex hydrodynamic and coalescence processes. Dispersion processes

can be described in analogous manner.-

D. Summary

In conclusion, a comparison will be made between the major
theoretical arguments and their substantiation by experimental data.

The theory predicts that coalescence times should increase with

‘drop radius. With the exception of runs complicated by disturbances

caused by the falling drop and contamination, the size effect was most
definitely observed. ~Because theAprediction of rest-times requires a

knowledge of disturbance patterns, it could not be determined whether

‘the size effect shown was correct quantitatively.

The theory yielded'a complicated dependende of drop rest times
on physical properties. ' The theory stated that a low’ o, should promote

rapid cdélesdehce; as was demonstrated experimentally. The theory showed

" a different effect of Ap and o on the two mechaniéms making up_the

coalescence process. It indicated that a low Ap and high o would
cause the phase 2 film to thin rapidly, but that a high Ap and low o
would cause a Taylor instability to grow ﬁost rapidly. 'Only a low o
is neéded to cause'a metastable flat film to rupture'easilyl The_
available experimental data showed that film rupture was the'raté;
determining step in most of the systems examined, and the predicted
effect of physical properties was confirmed. Both Film thiﬁning and film
rupture'had strong rate-determining effects in.mercury'84%-glycerol systems.
It was pfedicted that'sonié disturbances'would effect coalescence
times by caﬁsing metastable film rupture. This effect was shown experi-
mentally in the TBP-water'system with sufficiently intensé':disturbances°
Less success was experienced with water-benzene because of the higher
value of o , the greater day-to-day scattér because of contamination,
and the lower intensity of the disturbances. The decreasing effect of
higher frequency disturbances shown was also in agreement with the

theory.
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Subsonic disturbances were predicted to promote a Taylor instability
in the phase 2 film. Because of the difficulty in generating low-
frequency distrubances using interference beats, the results were not
too satisfactory. The predicted effect was shown weakly, however.

The proposed coalescence mechanism requires the presence in the
system of various frequencies and intensities of disturbances. A special
micrdphone was used to detect and analyze these disturbances. Their
‘ intensities wetre much greater than»those of the artificdially induced
disturbances, thﬁs explaining the weak effect of the latter. No experi-
méntal method was devised for determining the distribution of these
disturbances in time.

Contaminants, theoretically, should strongly effect goalescence
times. A lpw-mo;ecular-weight material would. tend to decrease coalescence
times if it were present in nonequilibrium quanfities in the -two phases.
This effect would be caused by interfacial distrubances due to a
Maréngoni instability. The theory was confirmed by ethanol contamination
in the chloroform-water system. High-molecular-weight materials would
prolong rest timgs through mechanical and electrical effects. The ex-
periments with surfactahts most definitely confirmed a prolongation of
céalescence times in fhe presence of even”a_minute concentration of sur-
factant. _

A summary of the effect on coalescence times of the various
variébles discussed in this work is presented in Table XVIII.

N Becausé.of the microscopic nature of thé coalescence theory and
the macroscopic nature of the experimental data, simple experiménts
_ cannot,be'exgected to provide én unequivocal test of the theory. It
éan be concluded, however, that the experimental evidence obtained does

definitely support the proposed theory. .



TABLE XVIII. Summary of effects of variables on coalescence times™

Variable

Dependence of coalescence
time if thinning-film model
is assumed rate-determining.

Dependence of coalescence
time if Taylor-instability
film-rupture model is
assumed rate-determining.

Dependence of coales-
cence time 1f meta-
stable film-rupture
model is assumed
rate-determining.

Drop radius

rms

Time approx proportional
to fifth power of drop
radius.

No dependence.

Time directly proportional
to Hoo

Time approx proportional
to Ap.

Time approx inversely
proportional to o%.

No dependence.

No dependence.

Time increases with
increasing by

Time increases with
increasing Hoe

Time decreases with
increasing Ap.

Time increases with
increasing o.

Time decreases with

increasi P .
ne rms

No dependence.

No dependence.
No dependence.

Time increases with s
increasing A p at 2
very low frequencies. '
No dependence at

higher frequencies.

Time increases with
increasing - o.

A high P’In will
rupture ¥ms that
cannot be ruptured

by a lower P .
rms




TABLE XVIII (continued)

Variable

Dependence of coalescence
time if thinning-film model

is assumed rate-determining.

Dependence of coalescence
time 1f Taylor-instability
film-rupture model is
assumed rate-determining.

Dependence of
coalescence time
if metastable
film-rupture

- model is assumed

rate-determining.

Disturbance
frequency

Low-molecular-
weight solute
(not present in
equilibrium con-
centrations in
both phases)

High-molecular-
weight solute
(below critical
micelle conc.)

No dependence

No dependence at very
low concentrations.

Time increases with
increasing concentration
of solute. '

Coalescence times pass
through a minimum between
O cps and the maximum
frequency determined by
the stability criteria.

Time decreases due to
presence of solute 1if
interfacial turbulence
is created.

Time increases with
increasing concentration
of solute.

Higher Pnps is
required to
rupture films
at higher fre-
quencies.

If presence of sol.
causes interfacial
turbulence; film
may be ruptured.

-2QT-

Higher Pppo 1s
required to
rupture films at
higher concen-
trations of
solute.

a‘Miore precisely,

decrease in thickness to a specified comnstant value, a

time in the thinning-film model means the time required for the film to

t which time coalescence would occur;

time in the Taylor-instability model refers to the time required for a specified thickness
film to be ruptured; in the metastable film-rupture model, a given distribution of varilous
intensity disturbances is assumed, and the coalescence time represents the time lapse until
a sufficiently intense disturbance (high Prms) occurs. :

o
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APPENDICES

A. Statistical Analyses

Certain statistiéal'désigns were used in the analysis of the
experimental data. A description of their uée,'and some calculations,
is presented in the following sections. Detailéd instructions for the

o7

use of ‘the statistical designs were taken from Cochran and Cox.

l. - Experimental Run-Consistency Test

The experimental coalescence runs were normally subdivided into
four. groups .of 12 or 13 coalescence measurements each. - After completion.
of a group of measurements, the hypodermic syringe was refilled, the
interface was made planar, and the constant-temperature-bath water pump
was turned on. An experimental mishap was most likely to occur, there-
fofe,:betweenjthe groups of measurements.  Accordingly, each group was
considered to be a treatment in a completely randomized experimental
',design,57. An analysis of variance was performed.to~detefmine if any
difference existed between tfeatments (groups). 'TheAF-teStSS'was used
to check the statistical significance of the ratio of the treatments mean
square to the residual mean square. The analysis-of-variance table for
Run 82 is given in Table XIX. No effect of treatments (groups) was signi-

ficant at the 5% level.

2. Statistical Analysis of the Effect of Material Purification Method

In the preliminary runs, it was desired to check the effect of
different methods of preparation of the materials used. However, this
effect was not considered sufficilently important to be studied alone.
.Aécordingly, it was decided also to examine the effects of drop size
and drop-fall height simultaneously in a balanced-incomplete-block
design (BIBD). The smallest available BIBD plan (Plan 11.1, reference
57) could handle 4 treatments and 6 blocks {containing two treatments
each). Four methods of purification were selected as treatments and six

drop-size and drop-fall height combinations were selected for the blocks.



TABLE XIX. Analysis of variance for Run 82—data conéistency test.

Source Sum of squares Degrees of freedom Meah square. F Teéta
Treatments 1108.395 3 369.46 1.47
Residual 11585.370 46 251.86
Total ' 12693. 765 49 ' :

a . . _

F5%,3,1+6 = :2.81; Fl%}3)46 =L, 24,

-QQT-
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The mean rest-times of the runs were used in the analysis.. Occasionally,
several runs were made under the same treatment and block Conditiohs;

For those cases, the mean rest times of the runs were aﬁeréged, but no
allowance was made for this averaging in the analysis. Table XX summarizes
the information concerning treatments and blocks. The caleculation method
used in preparing the analysis of variance given in Table XXI did not

make use of interblock information'(see paragraph 11.55, referenceb57)
because the bloecks were not random; but rather corrésponded to fixed
conditions of operation. The analysis shows that differences in treat-
ments (methods of preparation)are statistically significant at the 2.5%

level.

3. Statistical Analysis of the Effect of Drop Aging

Two effects were examined in Run 29. The drop-aging times were
0 sec, 15 sec, 1 min, or 3 min. The time period between groups of l2
measurements was either 15 min or 1 hour. In order to use a two-factor
experimental design, the two types of effects were ordered by a table
of random permutations. .The four values of drop-aging timé were selected
"as the first factor, and the two W&lues of time period between groups
were selected as the second factor. The experiment was replicated three
times in the first factor. The eXperiment was then broken into eight
blocks and the effect of the second factor was extractedvas a single
degree of freedom from the sums of squares of blocks. ~“All the data,
subdivided into treatments and blocks, is given ih.Table XXII. The
analysis of Variance57 is given in‘Table XXIII. 1In the analysis of
variance, the effect of the first factor was subdivided into the con=-
trasts: O vs 15 sec, 1 min vs 3 min, and O and 15 sec vs 1 and 3 min.
The drop-aging-time factor and the O and 15 sec vs 1 and 3 min con-
trast were both significant at the:l% level.’ Neither the block effect
nor the time between groups were statistically significant at the 5%
level. Accordingly, all drops were aged in succeedingﬂexperiments

for 1 minute, and 15 minutes was allowed between groups.



Table XX. Treatments and blocks used in statistical analysis of

the effect of material purification method.

Treatment
No.

Treatment

Block

Distilled benzene;
deionized, filtered HBO

Distilled benzene;

distilled, unfiltered HEO

Crystallized benzene;
deionized, filtered HZO

Phillips Research Grade
benzene; deionized,

filtered HZO

Dropping tip 1,

'min. fall height

Dropping tip 7,7
min. fall height

Dropping tip 3,
min. fall height

Dropping tip 2,
min. fall height

Dropping tip 1,
12 mm fall height

Dropping tip 3,
12 mm fall height

Treatment No.

Block No.

Mean rest time

(sec)

w F F W FF v v H o H oW K

AN B S OV I L B o A YA e UV B G R o

.18
.32
.27
.86
.90
.01
.60
.’83
59
.05
.38
- 37

w 3 O w O O W w & w v\




TABLE XXI. Analysis of variance--effect of material purification method.

_Source Sum of squares Degrées of : %_LI Méangédpaﬁe F Tesfa
- freedom AU :

Treatments (adjusted) 8.4301 2.8100 19.29°

Blocks (unadjusted) 13. 8407 2.7681 b

Error 0.4372 0.1457

Total 22.7080 11

o, = 9.28; F - 29.46.

. 5%13:3 ) 71%,3,3

Potatistical significance at at least 5% level.

-88"[_



TABLE XXII. Run 29 data--drop aging effect.

Blocks (time between groups) 1 hr 1 hr 15 min 15

min 1 hr 15 min 15

min 1

hr Treatment
Total Average

Treatments (drop-aging time)

0 sec , .3 4.3 3.h 2.
4.6 2.5 2.1 3
4.3 k.6 3.9 k.
15 sec 3.7 ka1 k2
3.5 4.3 1.1
6.6 3.7 5.3 5.
1 min .2 3.8 3.2 5.
5.1 5.3 5.0 L.
3.6 3.8 _ k.3 - 5.
3 min 1.7  L.7 k.0 6.
5.7 k4.7 5. 5.
2.9 5.3 3.6 3.
Block totals 50.2 51.1  45.1 53.

Block total (15 min groups) = 196.1, Block total (1

hr groups) = 194.5

9. 2.9 4.5 2.9
.7 2.5 3.3 4.2
7 2.3 3. .3
-7 3.k 3.5 3.9
.5 1.6 4.2 2.5
6 3.3 4.3 3.8
1 4.8 3.9 6.0
3 3.7 2.7 h.h
6 3.2 5.3 5.0
8 3.0 1.7 3.9
a 5.3 5.9 7.0
7 4.5 4.0 4.9
8 L40.5 46.4 50.8

2.5 84.h4 3.52

52.

.9 107.0 k.46

‘68T'

.1 106.2 h.h2




TABLE XXIII. Analysis of variance for Run 29—¥drop~aging effect.

Statistical significance at at least the 1% level.

~ Source o A . Sum of squares  Degrees of freedom Mean square F testa_
‘Treatments 14.9046 3 4. 9682 4,237
-0 sec vs 15 sec 1.5409 1. 1.5409 1.31
1 min vs 3 min 0.0133 1 0.0133. 0.01
0, 15 sec vs 1, 3 min 13.3504 1 13.350k 11.35°
Blocks 11.6496 7 1.6642 1.42
15 min vs 1 hr between groups 0.0267 1 0.0267 0.02
Residual 99.9521 - 85 1.1759
Total 126=5063 95
o
Ap _ = 3.95; F <6.95; F e = F =4.03; F = 2.11; 3
5%,1,85 > 71%,1,85 7 5%,3,85 1%,3,85 ~ 7727 T56,7,85 ’ '
Fl%,7,85 = 2.86. '
b
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4. Statistical Analysis of Sonic Frequency Disturbance Runs

A chain design was used in the analysis of the sonic frequency
disturbance runs. FEach day was considered to be a block effect. Thus
this design enabled the effect of day-to-day drift in system purity to
be cancelled out by.the establishment of a dally adjustment factor. The
median drop rest times were used in the analysis. Table XXIV contains
the treatment and block data used in the chain design for the tributyl
prhosphate-water funs. The adjusted treatment means, and the block
effect adjustmeﬁt factor, are also shown.

In a chain design analysis, the variances for comparing treat-
ments depend upon whether the treatment being compared appear in the
same or iﬁ.different blocks. We also note that the "Level of statistical
significance' column in Table XI should be examined, rather than the
"Change in median rest time due to disturbance”™ column, in studying

the effects of frequency on coalescence times.



TABLE XXIV. Chain design analysis for sonic freQuency”diéturbances~—tributyl o
phosphate-water runs. ) ‘ ‘

3 b

Block (day) 1 2 : Adjuéted treatment means"
Treatment (run numbers)
5k, 67 T. 4 7.3 7.22
56, 57 5.7 5.3 | 5.85
62, 64 4.6 6.1 5.48
65, 68 7.9 8.0 © 7.60
55 . 7.9 7.89
59 5.3 - 6.01
66 ' 6.0 5.54
69 6.7 6.46
Block effect adjust- 0.01 -0.71 0.46 0.24

ment factor®

aA_djusted treatment means for treatments Sk, 57 = 1/2 [(7.4 - 0.01) + (7.3 - O.

for example.

2v)] = 7.22,

-26T-
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B. Coalescence-Run Experimental Data

All the experimental‘déta on coalescence times are given in
this appendix. Preceding the tabular coalescence data for each run
is a short list of the more‘importanf details concerning the run.

The date on Whicﬁ each run was perfofmed is given so the reader may
better appreciate the factors chcerning”day-to—day driff in operating
conditions. Two or more runs are occasionaliy described in a single
tabulation. This situation indicates that the runs were performed

at different times during the déy for randomization, but that they
were obtained for a single set.of operating conditions. The group
divisions for the data-consistency test are indicated. All rest

times are given in seconds.

The phase designated "water” in many of the runs means dis-
tilled, deionized, filtered water, unless the description is quali-
fied further. The phasé designated "benzene” means reagent grade ben-
zene that has been purifiéd by triple fractional crystallization and

by filfration, unless the description is qualified further.
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Run No. 1 (2-22-61)

Purpose: Preliminary studies.
Materials: ©Phase 1: Water.
, A Phase 2: Distilled benzene.
Dropping tip: 1. "
' BT ‘ r.t 0.415 cm.-
Induced sonic disturbances: None. o L :
Rest-times: Mean: 5.73, Median: 5.2, 10 percentile: 2.3,
: ‘ © 90 percentile: -~ 7.9, ‘Variance: 2.87.
Data-consistency test: Group effect significant at 1% level.
Comments: Data divided into 6 groups. Accidental contamination in Runs 1-5.
Rest-times (sec): : D ' - : '

Group 1 Group 2 Group 3 Group U4 Group 5 Group 6
2.3 h.7 6.3 5.1 12.9 9.9
h.o h.o . 7.3 4.3 9.3" 5.1
1.1 7.9 3.7 - 7.8 h.7
3.9 L.6 6.7 7.8 5.1
2.3 5.9 6.4 6.6 7.5
k.3 5.7 5.2 . 7.9 10.9
3.9 5.9 L. 6.3
' - 6.6° 7.3 7.3
bh.3. 8.0 6.3
3.1 1.9 6.1
k.9 7.5
2.9 5.7
2.3

Run No. 2 (2-24-61)

Purpose: Preliminary studies.
Materials: Phase 1: Water.

Phase 2: Distilled benzene.
Dropping tip: 1. L 0.1415 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 1k.33, Median: 12.0, 10 percentile: 7.9,
90 percentile: 22.3, Variance: 19.59.

Data-consistency test: Group effect not significant at 5% level.

Comments: Accidental contamination in Runs 1-5.

Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
13.7 11.7 20.3 22.3
10.3 10.9 7.7 11.7
12.1 6.8 9.1 20.5
9.0 20.7 21.4 11.7
11.0 22.5 10.9 14.9
20.9 19.5 17.0 7.5
18.7 11.1 10.5 7.5
21.7 18.3 8.5 5.1
12.3 19.5 16.7 7.9
11.5 23,3 30.2 9.1
23.3 10.3 15.5 18.5
10.5 16.8 11.3
12.0 10.5
11.7



Run No. %@ .(2-
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Purpose:
Materials:

Preliminary studies.
Phase 1: Water.
Phase 2:

Dropping tip: 1.

Induced sonic disturbances:

Rest-times: Mean: 11.55,

90 percentile:

Data-consistency test:

0.4%5 cm.
None.
Median:

23.7,

r .
e

Distilled benzene.

2L-61)

9.3, 10 percentile: 3.5,
‘ Variance:
Group effect significant at 1%.

32,46,

Comments: Data divided into 7 groups. Accidental contamination in Runs 1-5.
Rest-times (sec): ' '
Group 1 = Group 2 Group 3 Group U Group 5 Group 6 Group 7
20.3 - 22.9 3.3 5.1 9.7 11.5 7.2
13.7 o7 4.5 11.2 6.5 3.5 8.3
11.1 31.8 5.5 3.1 6.7 17.5
9.3 9.5 3.3 8.1 3.2 19.1
12.2 L5.6 11.9 7.1 4.3 7.0
16.1 23.9 1.2 3.9 7.5 9.9
1%.9 10.9 6.5 8.9 5.6 12.9
12.7 31.0 L4 7.1 11.7 9.8
15.1 27.5 5.7 8.8 5.4 19.9
21.1 h.7 7.1 15.5 10.9
8.3 bh.7 10.1 10.3 16.0
26.7 2.3 5.1 7.3 10.7
Run No. 4 (2-27-61)
Purpose: Preliminary studies.
Materials: Phase 1: Water. Phase 2: Distilled benzene.
Dropping tip: 1. r: 0.415 cm.
Induced sonic disturbances: None. :
Rest-times: Mean: 25.24, Median: 16.6, 10 percentile: 5.9,

90 percentile: 50.0, Variance: 376.53. ’
Data-consistency test: Group effect not significant at 5% level.
Comments: Accidental contamination in Runs 1-5.

Rest-times (sec):
Group 1 Group 2 Group 3 Group 4
. 16.9 z8.L 8.3 10.0
2.5 26.1 .7 k3.2
2.7 1h.7 7.1 9.1
8.5 17.5 3.9 16.3
7.3 22.9 7.9 13.3
5%.0 49.p 17.5 50.0
19.7 69.% 72.7 30. L
30.2 37.8 11.1 L6.8
35.2 16.7 13.5 35.4
31.5 N 24,1
35.6 19.7 3.1
9.2 23.5 12.1
7.5 1h.1
12.7 9.2
2.3



Purpose:

Materials:
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Run No. 5 (2-27-61)

Preliminary studies.
Water.
Distilled benzene.
0.415 cm.

Phase 1:
Phase 2:

Dropping tip: 1.

r .
e

Induced sonic disturbances:
Rest-times: . Mean:
' 90 percentile:

Data-consistency test:

Comments:
Rest-times (sec):
Group 1

15.

L.
13.

12

5.
8.
6.

11.
8.
7.

1k,
9.

10.

Purpose

Materials:

NI WNAO =3\ J1\O \JT\ U1 U O \J1 3

15.95,

Median: - 13.9,
Variance: _
Group effect significant at 1% level.

None.

35.2,

10 percentile:

63.01.

Accidental contamination in Runs 1-5.

Run No. 6

\O OO N HWOMNNO F\OW

Group 3
L.

19

3
25
15
18
13
18
15

.

7.

7
15

7.
(3-1-61)

Preliminary experiments.
Water. '
Distilled benzene.

Phase 1:
Phase 2:

Dropping tip: 1.
Induced sonic disturbances:

Rest-times:

Data-consistency test:

Comments:
Rest-times (sec):
Group 1

L.

F O OV VU WO
VRTINS B AU o) \VECTRNY

3

Mean:

5.61,

90 percentileﬁ

None.

r 3
e

None.
Median:

8.5,

&

2
3

o

0O\T O\ ON VT CONY 4= £\ —d |
F OMO N0 AT\ \JTUINO ~J U1 1

0.415 em.

5.5,

Variance

N POJ O WU HWOWIN

10 percentile:
4.30.

[}
2]
g
i
\N

UL £ G0 OVITAJI\O W O 10
T W ] 1 30 1\

=

5.5,

N e @
(™
=

I_J

}_I

2.7,

Gr

z
2
6
6.
7
2
2
2

8
11
9.
T

N e O ] 1011~ 1T

O\ O~ O W 10 U1 U1 \UT

Group effect not significant at 5% level.

oup U4
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Run No. 7 (3-1-61)

Purpose: Preliminary studies.
Materials: Phase 1: Water.

Phase 2: Distilled benzene.
Dropping tip: 1. r_: 0.415 cm.
Induced sonic disturbances: None. )
Rest-times: Mean: 5.93, Median: 5.9, 10 percentile: 3.0,

90 percentile: 8.3, Variance: 3.70.

Data-consistency test: Group effect not significant at 5% level.
Comments: Pump circulating water to experimental tank was allowed to operate.
Rest-times (sec): '

Group 1 Group 2 Group .3 Group U4
5.9 7 5. 5.3
7.0 3.1 3.0 6.0
3.1 5.7 5.9 9.9
6.9 7.5 3.9 L.1
7.3 8.7 5.3 5.9
k.3 6.3 7.9 5.9
6.1 5.1 2.7 L.7
7.7 L.7 1.9 8.3
7.5 9.9 . 5.7 6.9
6.7 8.5 7.3 8.1
7.7 4.1 4.9 2.7
6.9 2.7 5.3 8.3
: 7.7 5.3
Run No. 8 (3-1-61)
Purpose: Preliminary studies.
Materials: Phase 1l: Water.
Phase 2: Distilled benzene.

Dropping tip: 1. r.: 0.415 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 6.27, Variance: - 5.3L. :

Comments: Run discontinued after 9 measurements because of faulty equipment

operation. o

Rest-times (sec):

W U0 3 O O\
WO -1 MND\O\O H =W
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Run No. 9 (%-3%-61)

Purpose: Preliminary studies.
Materials: ©Phase 1: Water.

Phase 2: Distilled benzene.
Dropping tip: 1. r.: 0.415 em.
Induced sonic disturbances: None. i
Rest-times: Mean: ~%.99, Median: 3.9, 10 percentile: 2.1,

90 percentile: 5.1, Variance: 1.02.

Data-consistency test: Group effect significant at 1% level.
Comments: None. S S
Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
2.0 5.5 2.9 L7
4.3 5.1 4.3 4.3
h.9 k.o 1.3 3.5
3.9 5.0 3.5 4.9
2.1 6.5 h.5 3.9
2.7 5.1 3.7 3.1
.1 5.7 2.9 3.7
h.3 L.9. 2.5 5.5
1.9 7.7 3.3 3.5
5.1 3.7 h.7
6.7 2.9 5.1
2.7 1.7 Lh.7
bt 3.9 3.5
h.5 2.3
Run No. 10 (3-3-61)

Purpose: Preliminary studies.
Materials: ©Phage 1: Water.
Phase 2: Distilled benzene.
Dropping tip: 3. r: 0.267 cm.
Induced sonic disturbances: None. .

Rest-times: Mean: 3.27, Median: . 3.1, 10 percentile: 1.9,
90 percentile: L.7, Variance: 0.98.
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):
Group 1

e
N

roup 3

it
O
'g

=

PO WD DWW O Q2

FOUF DO EN &5 W

WV U ] 3 5 W 3 U0 O Ot
WD EW U O W@
HA\O H\O OO\ -1 H AN |0
=\ U1 AN 1 —1 W W 0 W
WUTW IO O W W RO
Ul = W0 = 20 U1 0 oV
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Run No. 11 (3-3-61)
Purpose: Preliminary studies.
Materials: Phase 1: Water.
Phase 2: Distilled benzene.
Dropping tip: 1. r: 0.415 cm.
Induced sonic disturbances; None. ‘ _
Rest-times: Mean: 3.97, Median: 3.8, 10 percentile: 1.7,
90 percentile: 5.9, Variance: 2.29.

Data-consistency test: Group effect not significant at 5% level.

Comments: Drops fell 10-15 mm +to interface from dropping tip.
Rest-times (sec): ' .

Group 1 ' Group 2 Group 3 Gr
3.5 4.3 6.5 5.
3.8 o : .7 7.5 5.
1.6 3.1 2.9 2.
1.0 2.9 2.3 2
1.7 .7 6.7 L,
5.7 5.9 5.9 3
5.7 L.5 3.7 b
2.1 3.1 2.9 2
2.9 5.9 3.5 1.
5.5 5.9 ¢ k.9 b,
6.1 5.3 2.9 3,
.5 6.1 2.
3.1 b.1

1.7

Run No. 12 (3-14-61)
Purpose: Preliminary studies. )
Materials: Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 3. re: 0.267 cm.
Induced sonic disturbances: None.
Rest-times: Mean: 3.51, Median: 3.5, 10 percentile: 2.3,
90 percentile: L.5, ~ Variance: ~0.83.
Data-consistency test: Group effect significant at 5% level.
Comments:  Run made at night to avoid building vibration.
Rest-times (sec): ’

Group 1 Group 2 Group 3 Gr
3.5 3.3 2.5
3.1 3.4 h.5 2.
1.9 3.7 4.3 3,
2.9 3.8 3.1 3.
3.6 5.2 3.7 3.
2.1 2.3 3.3 D.
2.7 5.3 2.5 h.
2.5 3.9 5.0 L,
3.9 5.3 bh.9 2.
3.5 3.5 3.7 2.
3.5 L1
2.3 3.7
2.1
h.5
2.%
.1
1.5
b5

JTW O FH HU\O OO

2
fe]
=

U1 0 W 10 W

e
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=
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Run No. 13 (3-15-61)
Purpose: Preliminary studies.
Materials: ©Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 3. r: 0.267 cm.
Induced sonic disturbances: None. :

Rest-times: Mean: 3. h8 Median: 3.5, 10 percentile: 2.5,
90" percentlle L.7, Variance: 0.79.
Data-consistency test: Group effect not 51gn1f1cant at 5% level.
Comments: Interface was not renewed during run or during 10 hour period

preceding run. Run divided into 5 groups.
Rest-times (sec):

Group 1 Group 2 Group 3 Group 4 Group 5
1.5 3.7 L7 3.1 2.7
k.9 3.5 2.3 3.7 3.9
2.9 3.3 h.1 3.9 2.3
2.8 3.5 3.7 2.9 3.9
5.1 2.8 .7 2.3 2.5
3.3 3.1 1.3 3.3 4.5
.1 .7 3.7 3.7 4.1
3.5 3.1 2.5 3.9 3.3
4.3 3.4 2.9 2.5 3.7

2.8 .7

3.9

4.9

L1

Run No. 14 (3-15-61)
Purpose: Preliminary studies. :
Materials: Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 3. r.: 0.267 cm.
Induced sonic disturbances: None.

Rest-times: Mean: 3.79, Median: 3.7, 10 percentile: 2.3,
90 percentile: 5.3, Variance: 1.49.
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):

“Group 1 Group 2 Group 3 Group 4
2.5 3.7 3. AN
1.9 k.1 L4 3.7
5.3 h.1 5.5 2.7
2.3 3.5 3.5 3.1
3.3 —— 2.3 - k.1 3.h
3.7 3.5 3.9 3.7
2.8 2.1 3.9 2.9
2.0 2.1 Lh.7 7.1
2.9 3.9 3.6 4.5
6.7 5.3 4.9 2.8
2.3 5.9 5.1 5.1
L.g- 3.9 2.3 L.3
2.9 5.6
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Run No. 15 (3-15-61)
Purpose: Preliminary studies.
Materials: Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 7. r.: 0.349 cm.

Induced sonic disturbances: None. B
Rest-times: Mean: 5.32, Median: 5.3, 10 percentile: 3.5,
90 percentile: 6.7, Variance: 1.75.
Data-consistency test: Group effect not significant at_5% level.
Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
I3 5.5 5.3 T
4.9 5.5 5.5 5.7
4.1 3.7 8.9 5.7
3.3 3.1 6.3 4.9
6.3 8.7 5.5 5.3
6.7 5.9 5.3 1.7
3.9 h.7 L.y 6.5
3.9 5.7 k.9 5.7
b1 4.3 3.5 7.1
5.4 5.3 6.5 5.5
6.4 6.1 6.3 6.7
7.1 h.5 .1 h.1
3.5 3.5

Run No. 16 (3-15-61)
Purpose: Preliminary studies. .
Materials: Phase 1: Water.
Phagse 2: Benzene.
Dropping tip: 3. r s 0.267 cm.

Induced sonic disturbances: None. .
Rest-times: Mean: 3.37, Median: 3.3, 10 percentile: 1.9,
. 90 percentile: 4.9, Variance: 1.52.
Data-consistency test: Group effect not significant at 5% level.
Comments: Drops fell about 10 mm to interface from dropping tip.
Rest-times (sec): '
Group 1

[op]
[®]

roup 2 roup 3 Group 4

WHFMPDHNDEFE DWW
OV OO IWE F
OMNMMNPWWONEW W M HIQ
ONOWUIW H 1 J3\UW\O\O
WW EFW NN RDWWIAWN =
WU\ H WO NO\\O 0 N0 \IINO
WA WM N0 W0 WAN
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Run No. 17 . (3-17-61)
Purpose: Preliminary studies.
Materials: Phase 1: Distilled water.
Phase 2: Benzene.
Dropping tip: 3. r. 0.267 cm."
Induced sonic disturbances: None. : ' ‘
Rest-times: Mean: 3.91, Median: 3.7, ' 10 percentile: 2.9,
90 percentile: 5.1, Variance: 0.82.
Data- con51stency test: Group effect not significant at 5% level.
Comments: Drops fell about 10 mm to interface from dropplng tlp
Rest-time (sec):

Group 1 Group 2 Group 3 Group L
3.9 3.3 3.9 3.5
3.9 2.9 5.3 3.7
5.1 3.3 .7 3.1
k.9 3.5 b1 3.3
3.0 L.5 6.3 2.7
1.k 3.7 3.3 Lh.L
3.7 5.5 D.1 5.5
3.5 L.7 3.9 3.9
k.5 h.5 b1 5.3
.7 .1 b1 3.5
3.1 2.7 2.5 5.1
3.3 2.9 4.9 3.5
3.7 3.5

Run No. 18 (3-17-61)
Purpose: Preliminary studies. ‘ A
Materials: ©Phase 1: Distilled water. Phase 2: Benzene.
Dropping tip: 2. r,: 0.340 cm.

Induced sonic disturbances: None. _
Rest-times: Mean: 4.86, Median: 5.1, 10 percentlle 2.7,
“90 percentlle 6.3, Varlance 1.12. :
Data- con51stency test Group effect 51gn1f1cant at 1% level.
Comments None.
Rest-time (sec):

Group 1 _ Group 2 Group 3 " Group k4

2.7 R 4.5 6.3

b1 L7 5.7 5.1

1.3 4.5 3.5 6.1

3.9 6.3 . 5.3 6.%

3.1 4.3 5.5 6.3
“Fh 6.1 - 4.5 — 55—~

L.5 h.7 5.9 6.3

4.3 2.3 5.9 5.3

5.1 6.3 5.5 6.5

4.3 4.3 5.9 6.1

6.9 2.7 5.3 5.3

1.9 4.5 4.9 5.5

L.t 5.3
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Run No. 19 (3-17-61)
Purpose: Preliminary studies. -
Materials: ©Phase 1: Distilled water.

. Phase 2: Benzene.
Dropping tip: 1. T 0.415 cm.
Induced sonic disturbances: None. ° A
Rest-times: Mean: 6.60, Median: 6.7, . 10 percentile: 5.1,

90 percentile: 7.7, Variance: 1.23.

Data-consistency test: Group effect significant at 1% level.
Comments: 75 measurements rather than 50 taken.
Rest-times (sec): )

Group- 1 Group 2 Group 3 Group U4 Group 5 Group 6
6.7 5.7 7.3 7.3 6.7 7.5
5.% 5.9 10.7 6.5 7.1 6.3
2.9 3.3 7.5 7.1 6.9 7.1
2.9 6.8 8.5 5.1 8.7 5.7
5.6 6.4 8.1 6.7 7.3 8.8
6.0 6.2 4.8 6.7 7.7 7.5
5.1 5.5 7.3 7.1 5.9 7.1
5.1 7.1 7.3 6.7 7.9 5.7
5.8 6.3 8.3 10.0 8.3 6.3
6.0 h.7 6.9 6.3 . 7.7 7.5
6.2 7.1 6.7 7.1 7.3 5.5
4.9 5.5 6.7 5.5 7.1
6.3 6.3 6.5

' 7.3.

Run No. 20 (3-20-61).
Purpose: Preliminary studies. .
Materials: Phase 1: Water.

Phase 2: Research grade benzene.
Dropping tip: 1. re: 0.415 cm.

Induced sonic disturbances: DNone. o

Rest-times: Mean: 7.3%8, Median: 7.1, . 10 percentile:. 5.1,
90 percentile: 10.6, Variance: 5.23.

Data-consistency test: Group effect not significant at 5% level.

Comments: Drops fell 10-15 mm to interface from dropping tip.

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
7.7 7.1 12.1 7.9
8.5 7.1 5.9 10.7.
7.7 11.7 8.7 10.%
6.7 "5.% 7.3 3.7
9.9 3.3 8.5 4.3
8.7 8.7 7.3 5.1
6.9 6.3 7.7 8.4
8.9 1.% 10.3% 6.5
8.5 7.1 6.3 5.4
5.2 5.9 5.1 12.3
10.6 5.5 6.9 7.1
5.5 5.1 9.7 5.3
10.8 6.0
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, Run No. 21 (3-20-61)
Purpose: Preliminary studies. '
Materials: ©Phase 1l: Water.
Phase 2: Research grade benzene.

Dropping tip: 7. r : 0.349 cm.
Induced sonic disturbances: None. : v .
Rest-times: Mean: - 6.83, Median: 6.7, 10 percentile: 5.1,

90 percentile: 8.1, Variance 1.52.
Data-consistency test: Group effect not significant.at 5% level.
Comments: None. : :
Rest-times (sec):

Group 1 roup 2 - Group 35
L S JTOMP e e

ON 00—3 \J1 Ul O\ O\\O €O ON ON £ U1

O F 3 N0 ] 1 W b W ] ] ]
—1 £ £ O\ 1 00 0 O\ O\ NI
2300 H WO U OV

= O\ = 3 U1\ U1 O UTNO —1 W
UL 3 —1 00 N1 —3 — QO
OUIWN 1 —1 OW1JIUl OO

Run No. 22 (3-20-61
Purpose: Preliminary studies.
Materials: Phase 1: Water. .

Phase 2: Research grade benzene:
Dropping tip: 2. r i 0.340 cm.
Induced sonic disturbances:! "None. : g
Rest-times: Mean: 6.05, Median: . 5.7, - 10 percentile: M.B,
90 percentile: 8.1, Variance:. 2.9k4.

Data-consistency test: Group effect not significant at 5% lével.»

Comments: None.
Rest-times (sec):

Group ‘I -~ Group 2 Group 3 Gr
8.1 7.7 7.1 9.
6.7 - 5.8 4.9 4.
b 5.9 “h.9 - b
S5 k.9 6.5 2.
8.5 7.9 T3 _ 6.
9.1 5.5 5.7 L.
3.5 6.5 5.5 5.
1.3 5.1 7.6 5.
10.9 b5 6.1 LY
6.7 6.3 5.9 5.
5.5 7.5 L.5 7.
5.5 hi3 5.3 8
8.3 S 5.4 '

[
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. Run No. 23 (6-1-61)
Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. r: 0.267 cm.
Induced sonic disturbances: None.

Rest-times: Mean: 3.99, Median: 3.9, 10 percentile: 2.6,
90 percentile: 5.7, Variance: 1.6k.
Data-consistency test: Group effect not significant at 5% level.
Comments: None. ’

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
5.1 3.8 L.5 4.9
3.3 L.L 3.3 3.7
4.3 3.7 5.6 3.7
5.7 3.5 5.3 3.7
2.7 2.5 4.1 5.5
5.7 5.7 6.1 1.5
2.9 2.6 L.5 2.5
2.5 2.9 4.5 4.3
.1 5.5 6.1 b.7
2.5 1.1 4.0 5.9
2.7 - 5.7 3.7 3.9
0.9 6.1 2.7 3.7
3.8 5.5

Run No. 24 (6-1-61)

Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water.

Phase 2: Benzene,.
Dropping tip: 3. r,: 0.267 cm. 5
Induced sonic disturbances: 500 cps, %98 dynes/cm” rms sound pressure.
Rest-times: Mean: 3.62, Median: 3.7, 10 percentile: 2.3,

90 percentile: 4.9, Variance: 0.87.
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
4.3 5.1 .0 479
3.5 3.3 S 2.3 3.7
L1 3.7 -+ 2.0 5.7
2.9 3.1 L. 3.7
3.5 .7 L7 5.5
2.3 3.9 3.7 1.5
.7 2.9 2.7 2.5
5.7 b 3.3 .3
3.7 3.9 2.9 L.7
2.9 2.3 2.7 5.9
2.7 3.3 3.3 3.9
4.0 3.7 3.2 3.7
2.9 ' 2.8
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. Run No. 25 (6-2-61)
Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water.
Phase 2: Benzene. .

Dropping tip: 3. r : 0.267 cm.
Induced sonic disturbances? None. l o ’ A ,
Rest-times: Mean: -5.29, Median: 4.9, 10 percentile: 2.9,

) 90 percentile: 7.3,. Variance: 1.96. _
Data-consistency test: Group effect significant at 1% level.
Comments: None.
‘Rest-times (sec):
" " Group 1

foup 2

%

2
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Run No. 26 (6-2-61)

Purpose: Sonic disturbances (telephone speaker) .

Materials: ©Phase 1: Water.
. Phase 2: Benzene.

Dropping tip: 3. r_: 0.267 cm. _ -

Induced sonic disturbances: 100 cps, 4.6 dynes/em” runs sound pressure.
Rest-times: Mean: 5.56, Median: 5.3, 10 percentile: 3.9, ‘

90 percentile: 7.1, Variance: 1.61.

Data—consistenéy‘tést: Group effect not significant at 5% level.
Comments: None.

Rest-times (sec):

Group 1 o Group 2 Group 3 ~ Group 4
.7 6.3 L3 Y BT
7.9 6.3 5.1 6.1
L.5 3.7 7.0 5.3
3.9 6.9 .o 4.9
. 3.7 6.7 6.7 6.3
5.1 5.1 47 3.3
2.7 7.1 7.3 6.6
7.2 L3 4.3 h.5
1T 6.7 5.7 L.t
5.1 5.1 6.7 5.9
k.3 5.1 5.1 5.3
6.3 " 5.3 7.3 .1
6.9 6.1
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Run No. 27 (6-2-61)

Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. r,: 0.267 cm.
Induced sonic disturbances: None.
Rest-times: Mean: L4.91, Median: k4.8, 10 percentile: 3.5,

90 percentile: 6.3,  Variance: 0.73.

~ Data-consistency test: Group effect significant at 5% level.
Comments: Only 20 measurements in two groups made.
Rest-times (sec):
Group 1 Group 2

N
\J

F & 0 OV OV O\
A R N RN R RCIA G R |
FW & OO W
WO\ GO0\ -3 W

Run No. 28 (6-5-61)

Purpose: - Drop’ aging.
Materials: Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 3. r,: 0.267 cm.
Induced sonic:disturbances: None.
Comments: An attempt to analyze data as a completely randomized design was
' unsuccessful. Each drop was aged for period indicated below before
‘release from dropping tip.
Rest-times (sec):

Aged O sec Aged 15 sec Aged 1 1/2 min Aged 2 min
2-9 2.0 h.7 6.1 6.0
2.0 - b1 4.9 6.3 5.1
2.8 5.5 5.2 5.1 5'6
1.1 3.3 3.9 5.1 3.9
2.0 1.1 .2 2.7 3.7
2.1 - L.6 2_9 5.6 h.7
3.7 2.7 Lh.5 5.7 7.8
2.1 1.7 2.4 6.1 6.4
Lh.6 Lol 5.1 6.1 5.2
2.7 2.1 k.9 5.7 5.6
2.0 1.5 .1 2.7 h.1
k.o 5.2 5.3 h.5 6.6
L.o T h.1 5.4

4.9 . 1.5
5+ L.b
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~ Run No. 29 7(6—6f6l)

Purpose: Drop aging.
Materials: ©Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. r: 0.267 em.

Induced sonic disturbances: DNone.

Comments: . Data analyzed as randomized.block design. Data and
- analysis are given in Appendix A-3.

Run Nos. 30 and 33 (6-13-61)
Purpose: Sonic disturbances (telephone speaker).
Materials: ©Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. r: 0.267 cm.
Induced sonic disturbances: None.
Rest-times: Mean: L.79, Median: L4.8, 10 percentile: 3.0,
90 percentile: 6.1, Variance 1.32.

Data-consistency test: Group effect not significant at 5% level.
Comments: None. :
Rest-times (sec):

Run 30 : Run 33
Group 1 B Group 2 Group 3 Group 4
3.0 7.1 3.% 2.3
4.8 b7 5.5 6.4
1.5 L.1 5.3 5.5
h.2 4.9 5.9 h.7
3.3 L.o 2.5 5.7
4.5 I 4.9 3.7
LhoL 6.1 5.1 6.3
5.7 h.5 5.7 4.9
1.5 k.9 .7 5.%
5.7 .7 b1 L.3
2.7 6.3 4.6 5.8
6.2 h.7 5.5 5.9
L7 6.1
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Run No. 31 (6-13-61)
Purpose: Sonic disturbances (telephone speaker).
Materials: ©Phase 1: Water.
Phase 2: Benzene.
Dropping tip: 3. r: 0.267 cm.

Induced sonic disturbances: 500 cps, 398 d;ynes/cm2 rms sound pressure.
Rest-times: Mean:  5.87, Median: 5.9, 10 percentile: 3.k,

90 percentile: 8.3, Variance: 2.70.
Data-consistency test: Group effect significant at 5% level.
Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3 Group k
3.7 3.1 7.5 6.3
3.4 7.0 5.5 7.3
2.9 6.1 h.5 6.5
3.8 8.5 6.9 h.5
5.9 8.3 6.5 9.3
5.1 6.3 4.8 9.1
6.4 5.0 5.6 3.3

6.3 5.9 7.7 3.4
5.1 3.5 5.3 7.2
5.1 5.3 7.2 8.7
6.1 4.8 7.7 8.9
5.1 h.3 8.9 5.9
3.1 L.

Run No. 32 (6-13-62)
Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water. :
Phase 2: Benzene.

Dropping tip: 3. r.: 0.267 cm. o
Induced sonic disturbances: 250 cps, 152 dynes/cm” rms sound pressure.
Rest-times: Mean: 7.05, Median: 6.9, 10 percentile: L.1,

90 percentile: 9.3, Variance: 3.3k,
Data-consistency test: Group effect significant at 5% level.
Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3 Group *
6.5 8.8 6.9 11.3%
2.5 7.3 6.1 10.0
7.5 7.9 7.2 8.9
5.% 7.7 10.3 9.0
3.5 5.5 7.8 5.1
9.0 6.7 7.8 7.0
6.9 6.1 8.7 8.5
6.5 7.5 6.6 8.8
7.7 9.3 6.6 8.0
4.1 6.5 7.3 10.8
L7 9.3 5.5 3.0
6.8 6.8 b.1 5.5
6.3 5.5
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Run Nos. 34 and 37 (6-14-61)

Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1l: Water.

Phase 2: Benzene.
Dropping tip: 3. r.: 0.267 cm.

Induced sonic disturbances: 500 cps, 398 dynes/cm2 rms sound pressure.
Rest-times: Mean: 6.15, Median: 6.1, 10 percentile: 3.5,

90 percentile: 8.1, Variance: 2.71.
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):

Run 34 Run 37

Group 1 Group 2 Group 3 Group U4
k.9 5.2 7.9 5.6
5.2 6.0 5.1 5.7
6.8 6.3 6.7 h.7
6.1 3.5 L.6 6.9
5.4 9.2 6.0 7.7
3.3 6.5 .o 3.4
L.6 7.1 7.4 8.5
7.6 7.6 6.7 5.8
2.7 2.9 6.0 8.3
6.3 2.7 7.3 10.9
3.9 4.8 6.4 7.8
5.0 6.7 8.6 7.5
6.2 8.1

Run No. 35 (6-14-61)

Purpose: Sonic disturbances (telephone speaker):
Materials: Phase 1: Water.
S Phase 2: Benzene.
Dropping tip: 3. r_: 0.267 cm. 5
Induced .sonic disturbances: 500 cps, 398 dynes/cm” rms sound pressure.
Rest-times: Mean: 5.08, Median: 5.2, 10 percentile: 3.3,

90 percentile: 6.5, Variance: 1.2k,
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):
Group 1
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Run No. 36 (6-14-61)

Purpose: Sonic disturbances (telephone speaker).
Materials: Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. r: 0.267 cm.
Induced sonic disturbances: 2500 cps, 23.9 dynes/cm2 rms sound pressure.
Rest-times: Mean: 5.31, Median: 5.5, 10 percentile: 4.0,

90 percentile: 6.5, Variance: 0.8k,

Data-consistency test: Group effect not significant at 5% level.
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
3.7 5.2 3.8 3.0
6.0 - 4.8 6.5 6.4
6.2 7.4 5.7 LY
7.0 5.6 \5.8 3.5
7.1 5.7 5.5 4.5
.1 5.6 5.4 L.L
5.5 4.8 4.5 6.1
7.0 5.4 5.6 6.0
5.5 4.0 5.4 4.8

5.5 5.4 4.6 h.7
6.3 5.2 5.0 5.9
5.7 5.0 5.0 5.5
5.7 h.3
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Run. Nos. 38 & L41(7-13-61)

Purpose: Sonic disturbances,
Materials: Phase 1: Water,

' Phase 2: Benzene.
Dropping tip: 3

r,: 0.267 cm.

Induced sonic disturbances: None,
Rest-times: Mean: 5.12, Median: 5.1, 10 percentile: 3.8,

o 90 percentile: 6.4, Variance: 0,70.
Data-consistency test: Group effect not significant at 5% level.

Comments: None o
Rest-times(sec);

Run 38 o . Run W1
Group 1 Group 2 Group 3 -
bo1 6.1 5.3
Lok 5.7 5.6
5oL 6.4 5.1
4.6 4.0 4.9
4.6 b5 3.8
4.3 5.2 5.7
bt 4.8 3.8
2.9 5.0 4.5
6.5 5.7 5.7
5.2 5.7 5.9
5.1 To b 3.7
5.5 5.3 5.1
5.2 5.0
Run No. 39 (7-13-61)

Purpose: Sonic disturbances,

Materials: Phase 1l: Water.
Phase 2: Benzene.

Dropping tip: 3.

r : 0.267 cm.

Group k4

o

\O OO O\ £ =\l i\ 0w
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= U ovn a1t Ul O\ o

Thduced sonic disturbances: 500 cps, 25.5 dynes/cm2 rms sound pressure.

Rest-times: Mean: 4.79, Median: 5.2, 10 percentile: 2.3,

90 percentile: 6.5, Variance: 1.89.
Data-consistency test: Group effect significant at 1% level.
Comments: None,

Rest-times (sec):

Group 1 Group 2 Group 3
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Run No. 40 (7-13-61)

Purpose: Sonic disturbances.
Materials: Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3.
r: 0.267 cm. 5 .
Irnduced sonic disturbances: 500 cps, 125 dynes/cm rms sound pressure.
Rest-times: Mean 4.60, Median: 4.8, 10 percentile: 2.8,

90 percentile: 6,1, Variance: 1.7h.
Data-consistency test: Group .effect not significant at 5% level.
Comments: None. :

Reststimes (Sec);

Group 1 Group 2 Group 3 Group k4
2.8 5.1 2.9 5.5
4.9 6.3 6.3 4.5
4.6 3.5 2.1 4.2

0 5.7 547 3.5
1.7 6.3 6.4 b1
3.5 5.5 b7 L. .6
6.0 6.7 2.5 L.3
3.6 5.3 3.1 5.6
5.7 4.9 b1 5.9
5.9 e 3.8 5.0
4.9 b1 h.2 .7

. 4.8 6.1 3.2 4.9
5.6 6.0

Run. Nos. 42 & 45(7-1L4-€10)

Purpose: Sonic disturbances.

Materials: ©Phase 1: Water.
Phase 2: Benzene.

Dropping tip: 3.

re:-O.267 cm,

Induced sonic disturbances: 500 cps, 25.5 dynes/cm2 rms sound pressure
Rest-times: Mean: 5.84, Median: 5.8, 10 percentile: 3.9,

90 percentile: 7.2, Variance: 2,10,
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):

Run k42 Run L5

Group 1 Group 2 Group 3 Group 4
5.7 5.7 3 5.7
6.1 3.9 5.6 3.5
6.6 7.2 4,1 5.1
6.9 7.4 209 4.3
8.7 7.5 5.4 5.3
4.9 11.3 5.8 6.1
L.3 6.9 5.9 6.5
6.7 6.7 5.5 6.0
6.9 8.4 4.0 6.6
4.1 3.6 4,5 5.5
6.4 4.5 6.0 6.1
3.8 6.9 4.6 5.7
6.9 7.2
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Run No. 43 (7-14-61)

Purpose: Sonic disturbances,
Materials: Phase 1: Water,
Phase 2: Benzene,
Dropping tip: 3.
r : 0,267 cm. o S . 5 4
Ifduced sonic disturbances: 50 cps, 18.4 dynes/cm rms sound pressure.
Rest-times: Mean: 6.22, Median: 6.4, 10 percentile: L.7,
' 90 percentile: 7.7, Variance: 1.34.
Data-consistency test: Group effect significant at 5% level.
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group L4
5. 7.1 7.5 5.6
7.3 6. k4 7.1 7.7
5.2 7.9 5.4 5.8
5.5 6.5 3.1 4.9
6.1 6.0 8.0 7.8
6.1 6.0 6.4 6.9
3.5 6.6 4,9 5.0
6.2 6.4 5.6 6.4
b1 6.5 6.7 5.9
L7 8.7 7.3 7.2
6.7 2.3 5.8 5.3
6.9 6.7 b1 6.6
5.9 6.5

Run No. 4k (7-14-61)

Purpose: Sonic disturbances.

Materials: Phase 1: Water,
Phase 2: Benzene,

Dropping tip: 3.

r.: 0.267 cm.

Induced sonic disturbances: 250 cps, 40 dynes/cm2 rms sound pressure.
Rest-times: Mean: 5.45, Median: 5.5, - 10 percentile: 3.2,

90 percentile: 7.1, Variance: 1.73.
Data-consistency test: Group effect significant at 5% level.
Comments: Ncne.

Rest-times (sec):.

Group 1 Group 2 Group 3 Group 4
6.3 k.9 "~ 6. 5.5
3.1 2.9 6.0 5.9
2.3 5.5 6.9 5.3
6.1 5.5 6.0 5.2
L1 5.2 6.7 5.7
5.5 7.3 6.3 3.2
3.2 8.8 6.3 5.1
6.1 3.6 7.1 5.1
5.3 8.0 7.1 5.7
4.2 6.7 4.6 4.2
k.5 8.5 5.8 L7
5.1 5.1 b1 5.5
5.4 : 4.0
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Run Nos, L6 & Lo(7-17-61)

Purpose: Sonic disturbancés.
Materials: ©Phase 1: Water.

Phase 2: Benzene.
Dropping tip: 3. -
r: 0.267 cm.

Induced sonic disturbances: 50 cps, 18.4 dynes/cm?-rms sound pressure. -
Rest-times: Mean: 7.35, Median: 7.6, 10 percentile: 5.0,

90 percentile: 9.3, Variance: 2.76. .
Data-consistency test: Group effect significant at S%Alevel.
Comments: None.

Rest-times((sec):

. Run 46 : : ' Run 49

Group_ 1 Group 2 -Group 3 Group b4
4,1 7.4 9.9 k.3
8.7 9.9 3.8 7.0
9.9 5.1 8.4 7.1
8.1 6.3 6.7 5.0
7.7 8.8 5.2 8.6

10.1 6.0 7.0 4.0
8.9 7.9 6.9 6.9
8.7 9.3 7.7 6.5
7.9 8.8 6.0 6.7

11.6 5.5 6.1 7.8
9.0 19 7.5 3.4
7.6 8.3 8.1 9.0
8.2 6.1

Run No. 47 (7-17-61)

Purpose: Sonic disturbances,

Materials: Phase 1: Water.
Phase 2: Benzene.

Dropping tip: 3.

r: 0.267 cm,

Induced sonic disturbances: 738 cps, 15.3 dynes/cm2 rms sound pressure.
Rest-times: Mean: 5.21, Median: 5.2, 10 percentile: 4,1,

90 percentile: 6.1, Variance: 0,71,
Data-consistency test: Group effect not significant at 5% level.
Comments: None., "

Rest—times;(sec):

Group 1 Group 2 Group 3 Group L4

. 3 1.9 oD 5.7
5.1 5.9 6.8 b,k
5.3 5.8 5.6 5.8
L.6 b h.5 b5
4.6 e k1 5.6.
5.9 b1 5.9 5.2
6.2 5.8 6.1 5.8
6.1 5.2 6.6 5.2
6.5 4.9 5.2 5.1
3.9 b7 5.6 5.3
6.1 5.1 5¢5 5.7
L7 5.1 5.7 h.6
bt h,7
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- Run No. 48 (7-17-61)

Purpose: Sonic disturbances,
Materials: Phase 1l: Water,

Phase 2: Benzene.
Dropping tip: 3.
r : 0,267 cm. 5
Induced  sonic. disturbances: 2095 cps, 85 dynes/ cm  rms. sound pressure.
Rest-times: Mean: 5.90, Median: 5.8, 10 percentile: L4.3, '

90 percentile: 7.7, Variance: 1.46,

Data-consistency test: Group effect not significant at 5% level,
Comments: None,

Rest-times (sec);

Group 1 Group 2 Group 3 Group 4
7.8 6.3 b1 7.5
5a 5.7 7.7 5.3
6.9 5.3 4.5 7.3
4.3 5.3 5.9 6.4
6‘.‘5 505 l1-1:9 6'l
5.7 5.2 6.5 3.9
6.1 L3 5.5 5.9
5.7 5.0 6.3 6.2
Te3 5«3 TeT L.
bl 6.1 8.3 5.7
567 Te5 k.5 6.6
6.2 8.1 6.0 5.5
Te7 3.7

Run Nos. 50 & 53 (7-19-61)

Purpose: Sonic disturbances .

Materials: Phase 1l: Water,
Phase 2: Benzene.

Dropping tip: 3.

r_: 0,267 cm.

Induced sonic disturbances: 738 cps, 15.3 dynes/cm2 rms sound pressure.
Rest-times: Mean: 5.67, Median: 5.6, 10 percentile: k4,1,

90 percentile: 7.0, Variance: L.58.
Data-consistency test: Group effect not significant at 5% level.
Rest-times ((sec):

Run 50 : Run 53
Group 1 Group 2 Group 3 Group L
¥.8 2 5. 5.0
5.8 6.8 . 5.2 6.7
6.5 3.1 5.3 5.1
4,9 6.7 6.1 4.5
L9 7.6 4.3 7.0
4.8 6.1 9.5 6.2
6.5 6.0 4,0 5.3
6.3" 3.2 5.k 6.k
6.3 6.7 5.0 4.5
6.5 5.4 7.2 oL
)4-95“ 6-5 5‘8 309
3-3.: 7.0 750 7.1
6.1 ; 5.6
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Run No. 51 (7-19-61) -

Purpose: Sonic disturbances.

Materials: Phase 1: Water.
Phase 2: Benzene.

Dropping tip: 3.

r: 0.267 cm.

2
Induced sonic disturbances: 50 cps, 3.4 dynes/cm rms sound pressure.
Rest-times: Mean: 5.86, . Median: 5.9, 10 percentile: k4.7,

90 percentile: 6.7, Variance: 1.08.

Data-consistency test: Group effect significaht at 5% level.
Comments: None. ‘
Rest-times (sec):

Group- 1 Group. 2 . Group 3 Group 4
5.7 9.5 6.1 -5
5.7 6.6 2.1 8.0
5.5 5.4 6.0 3.8
5.2 6.3 5.1 7.0
5.3 5.8 5.2 L.7
5.1 6.3 5.1 5.7
5.5 6.0 5.9 7.k
6.2 5.9 6.2 5.2
4.0 L6.7 5.1 6.5
6.7 6.5 4.3 5.4
6.7 6.0 5.2 7.2
5.3 6.7 6.2 6.4
6.0 5.7
Run No. 52 (7-19-61)
Purpose: Sonic disturbances. .
Materials: Phase 1: Water .

Phase 2: Benzene .
Dropping tip: 3.
r_: 0.267 cm.

Induced sonic disturbances: None.
Rest-times: Mean: 5.87, Median: 5.8, 10 percentile: . k4.5,
90 percentile: 6.9, - Variance: 0.91.

Data-consistency test: Group effect not significant at 5% level.
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group k4

. 5.9 .9 5.7
.7 6.9 k.9 6.7
8.5 6.2 7.3 5.6
L.l 6.0 5.8 6.7
6.7 5.5 6.3 6.3
5.3 5.5 5.5 5.3
6.4 6.3 5.3 3.9
6.2 5.6 6.1 6.1
6.8 6.1 7.3 7.0
5.6 k.7 6.8 .5
b3 T 5.6 6.9
5.2 5.6 6.0 5.5
7.0 2.3
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Run No. 54 (9-26-61)

Purpose: Sonic disturbances.

Materials: ©Phase 1: TBP.
Phase 2: Water.

Dropping tip: 3.

re: 0.325 cm,

Induced sonic disturbances: None. ’ '
Rest-times: Mean? 9.87, Median: 7.4, 10 percentile: 5.3,

90 percentile: 19.6, Variance: 32.55.
Data-consistency test: Group effect not significant at 5% level.
Comments: None. o

Rest-times (sec):

Group. 1 Group 2 Group 3 Group 4
10.8 9.5 22.5 10.5
15.2 L7 6.3 28.0

7.5 8.2 7.5 6.9
T<0 k.5 Tolt 11.7
6.0 19.6 23.2 5.5
13.5 19.0 6.7 10.k
10.5 7.3 6.5 22.9
7.7 7.2 10.3 6.6
8.7 6.2 7.2 10.1
4.9 4.6 5.5 8.7
6.7 7.1 Te3 9.7
7.7 7.1 21.8 6.3
1.3 5.3
Run No. 55 (9-26-61)

Purpose: Sonic disturbances.
Materials: Phase 1: TBP,

Phase 2: Water.
Dropping tip: 3.

re: 0.325 cm.

Induced sonic disturbances: 110 cps, 260 dynes/cm2 rms sound pressure
Rest-times:  Mean: 9.67, Median: 7.9, 10 percentile: 4.2,

90 percentile: 16.2, Variance: 41.92.
Data-consistency test: Group effect not significant at 5% level.
Comments: None,

Rest-times (sec):

Group 1 Group 2 Group 3 Group k4
L7 15.6 11.9 9.9
9.3 4.9 7.9 - 2.9
3.8 9.7 5.3 8.9

11.7 10.3 9.5 9.1
6.2 15.8 4.9 12.2
11.1 7.8 4.6 9.5
23.8 4.5 L1 11.5
3.9 10.4 5.1 7.9
11.3 8.5 hoL 7.5
16.2 b2 14,0 6.3
5.4 17.1 2h.6 16.9
6.3 3.1 5.7 38.7
5.8 5.7
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‘Run No. 56 (9-26-61)

Purpose: Sonic disturbances.
Materials: Phase 1: TBP.

Phase 2: Water.
Dropping tip:3,

re: 0.325 cm.

Induced sonic disturbances: 500 cps, 135 dynes/'cm2 rms sound pressure.
Rest-times: Mean: 6.23, Median: 5.7, - 10 percentile: 4.7,

90 percentile: 8.5, Variance: 2.3k4.
Data-consistency test: Group effect significant at 1% level.
Comments: None y

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
8.9 13.3 5.1 . 5.1
8.5 6.1 5.8 4.7
6.3 5.4 5.2 6.3
6.1 7.9 5.5 6.4
N 7.4 8.1 4.9
5.6 7.7 5.1 2.6
5.3 9.1 7.8 5.1
6.3 8.6 5.0 5.5
h.2 7.5 5.7 5.7
5.8 6.1 7.k 5.1
L.l 5.1 7.3 5.4
6.2 9.7 5.1 5.5
L7 5.7

" Run No. 57 (10-3-61)

Purpose: Sonic disturbances.

Materials: Phase 1l: TBP.
Phase 2: Water.

Dropping tip: 3.

r + 0.325 cm.

e
2

Induced sonic disturbances: 500 cps, 135 dynes/ cm” rms sound pressure.

Rest-times: Mean: L4.63, Median: 3.7, 10 percentile: 3.1,

' 90 percentile: 6.5, Variance: 3.56.
Data-consistency test: Group effect significant at 1% level.
Comments: Contamination in Groups 3 and 4.

Rest-times (sec):

Group 1 Group 2 Group 3 Group L4

3¢5 3.9 3.1 3.3
10.2 3.1 3.5 3.1
b7 5.3 3.8 3.5
2.7 5.9 3.7 3.4
5.8 5.2 3.7 3.3
2.8 4.9 3.9 3.3
5.4 b1 3.3 3.3
10,0 T4 3ol 3.5
5.7 14,5 3.9 3.0
6.5 8.0 3.5 3.3
5.9 5.7 3¢5 3ok
L1 6.0 3.3 3.2
h.7 3.5
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Run No. 58 (10-3-61)

Purpose: Sonic disturbances,
Materials: ©Phase 1: TBP.

Phase 2: Water,
Dropping tip: 3.
re: 0.325 cm.

Induced sonic disturbances: White noise. : :
Rest-times: Mean: .3.63, Median: 3.5, 10 percentile: 3.2,

90 percentile: k4.5, - - Variance: 0.47.
Data-consistency test: Group effect not significant at 5% level.
Comments:  Contamination in all b4 groups.

Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
L.5 3.7 365 3.2
4.5 0.1 3.k 3.5
4.5 3.9 3.3 3.3
3e3 L.3 365 3.3
4,5 4,0 3.3 3.2
b, 3 L1 3.6 3.4
L5 3.8 3.3 3¢5
2.1 3.8 3.7 3.3
h,5 b1 3.7 3.3
4.5 4,0 3.5 3.3
3.0 4.3 365 3.3
b1 3.6 3.5 3.1
Lol 3.8

Run No. 59 (10-3-61)
Purpose: Sonic disturbances,

Materials: Phase 1: TBP,
Phase 2: Water.

Dropping tip: 3.

re; 0.325 cm,

Induced sonic disturbances: 200 cps, 29 dynes/cm2 rms sound pressure,

Rest-times: . Mean: L4.23, Median: 3.6, 10 percentile: 2.8,
90 percentile: 6,5, Variance: 2.10.

Data-consistency test: Group effect significant at J%g level.

Comments: Contamination in Groups 3 and k4,

Rest-times (sec):

Group 1 Group: 2 Group Group 4
3 5.3 2.8 3.
6.5 5.1 3.1 3.8
6.5 5.3 3.2 3.6
6.8 5.5 3.1 3.5
6.0 : 2.9 3.7
8.1 5.4 3.1 3.3
7.8 W 3.2 3.5
549 4.3 2.8 3¢5
6.9 b7 3.0 3.7
1.3 L7 3.2 3.3
5.6 b5 3.2 3¢5
=0 Lol 3.2 3.1

8.1 ‘ 3.1
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Run No. 60 (10-5-61)

Purpose: Sonic disturbances . ' '

Materials: ©Phase 1: TBP,
Phase 2: Water.

Dropping tip: 3.

ie: 0.325 cm,

Induced sonic disturbances: 500 cps, 135 dynes/ cm2 rms sound pressure,
Rest-times: Mean: 24,15, Median: 24.1, 10 percentile: 7.3,
- 90 percentile: L1.0, ' Variance: 79.96.

Data-consistency test: Group effect significant at 1 % level.
Corments: Contamination. Only 25 measurements in two groups were made,

Rest-times (sec):

Group 1
48,2

28.3
23. 4
26.7
2h.1
35.1
32.8
L3.7
30,1
22,0
26.7
34,6

37-1
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Run No. 61 (10-10-61)
Purpose: Sonic disturbances .
Materials: ©Phase 1: TBP,
Phase 2: Water.
Dropping tip: 3,
ré: 0.325 cm,

Induced soniec. disturbances: 500 cps, 135 dynes/cm2 rms sound pressure.
Rest-times: Mean: 16.2, - Median: 1Z.1, 10 percentile: 0.1,
90 percentile: 33,3, Variance: 167.7h4.
Data-consistency teést: Group effect not significant at15% level,
Comments: Meniscus concave upwards. Data erratic because many drops struck
side of cell,

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
0 - .8 0.1 26.1
10,5 1h,1 38.4 20.1
34.6 30.9 35.8 3604
0 25,9 3.9° 15.3
2k,1 29.9 32.3 9.4
8.9 15,0 1,3 33.4
0.1 12,1 7.7 0.6
0 23.3 2644 33.3
14,9 2.1 28.0 11.3
17.7 8.7 47.0 10.1
13,0 1.2 10.3 8.3
28,3 2k, 3 3.3 6.5
11.3 3.8
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Run- No., 62(10-10-61)
Purpose: ©Sonic disturbances.
Materials: ©Phase 1: TBP,
Phase 2: Water,
Dropping tip: 3.
ré: 0.325 cm,

Induced sonic disturbances: White noise. ‘
Rest-times: Mean: '7.01, © Median: L.6, - 10 percentile: 1.0,

90 percentlle 13.7, -~ Variance: 36.T7h.
Data-consistency tést: Group effect not s1gn1f1cant at 5% level.
Comments: None.

Rest-times: (sec):

Group 1 Group 2 Group 3 Group 4
10,5 1L, o2 1.0
13.7 6.9 0.7 1.3
3.4 1.0 3.3 1.1
7.1 2.1 30.2 2.3
36.3 7.0 3.3 0.6
9.2 12,5 2.0 3.5
1.5 8.1 11.7 3.4
2.9 18.1 3.4 114
0,2 1.9 10.7 3.6
11.0 2.0 2.5 6.1
0.6 3.5 20.8 k.6
5.8 4.9 8.7 1.9
5.7 8.5
Run No 63 (10-10-61)

Purpose: Sonic dlsturbances°

Materials: ©Phase 1: TBP,
Phase 2: Water.

Dropping tip: 3.

re: 0,325 cm,

Induced sonic -disturbances: 200 cps, 29 dynes/cm2 rms sound pressure,
Rest-times: . Mean: 12.72, © Median: 8,8, - 10 percentile: 1,3,
90 percentile: 30.1, Variance: 1.43.75.

Data-consistency test: Group effect significant at 1% level.
Comments:  Meniscus concave upwards. Data erratic because many drops struck
side of cell,

Rest-times (sec):

Group 1 Group 2 Group 3 Group k4

6.9 8.3 1.3 - 12.7
65.7 27.1 2.9 2.3
.13.0 22.6 343 2.6

8.9 10.5 2.7 0
Lok 59.7" 2.7 . 1.7
11,7 8.8 2.8 25.2
10.7 25.3¢ Te5 5.4
10.3 23.3 5.1 1.5
254 23.7 2.8 1.k
14,2 1l - 13.9 0.1
10,1 17.k 1.3 0.1
:30.1 38.4 11.3 0.1
36,0 1.5
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Run No., 64 (10-12-61)

Purpose: Sonic disturbances.

Materials: ©Phase 1: TBP,
Phase 2: Water.

Dropping tip: 3.

re: 0.325 cm,

Induced sonic disturbances: White noise, .

Rest-times: Mean: 6,30, - : Median: 6.1, 10 percentile: 1.6,
90 percentile: 10.2, Variance: L4,71.

Data-consistency test: Group effect significant at 1% level.

Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group L
0.7 7.7 7.6 1.
10,2 6.5 6.5 bl
6.1 9.0 5.1 3.9
9.k 0 7.1 - 1.6
9.9 5.4 565 5.4
8.1 5.3 7.6 3.7
8.8 5.8 b1 5.3
11,1 b7 6.2 5.5
9.8 h.5 6.9 0
10.3 5.3 6.7 5.1
11.3 6.7 7.9 2.7
11.5 5.5 562 6.5

10,7 8.9

Run No, 65 (10-12-61)

Purpose: Sonic disturbances,
Materials: Phase 1: TBP.

Phase 2: Water.
Dropping tip: 3.
re: 0.325 cm,
Induced sonic disturbances: 1000 cps, 670 dyneS/cm2 rms sound pressure.
Rest-times: Mean: 8,06, Median: 7.9, 10 percentile: 6.1,

90 percentile: 10.1, Variance: L.57.
Data-consistendy test: Group effect not significant at 5% level,
Comments: None., '

Rest-times(sec):

Group 1 Group 2 Group 3 Group 4
567 7s9 6.9 <3
8.3 6.7 9,7 8.7
7.9 6.5 7.9 9.0
6.5 To T 7.0 5.4
6.1 8.7 5.5 6.6
6.7 7.3 8.1 9.2
7.3 6.5 9.5 7.0

10. 4 6okt 10,1 8.9
8.7 8.8 6.8 8.1
9.5 9.7 9.7 5.7
Tokt 7.3 11.0 8.9
7.3 11.2 10.6 7.1

10.9 9.8
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Run No. 66 (10-12-61)

Purpose: Sonic disturbances.

Materials: Phase 1: TBP,
Phase 2: Water.

Dropping tip: 3.

re: 0.325 cm,

Induced sonic disturbances: 300 cps, 48 dynes/ cm? rms sound pressure.
Rest-times: -Mean: 6.2%, . Median:6.0, 10 percentile: 3.6,

90 percentile: - 8.7, Variance: - 3.65.
Data-consistency test: Group effect significant at 5% . level,
Comments: None,

Rest-times (sec):

ko]
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Group 1 Group 2 Group.

CLT 7.5 3.3 37
5.9 7.1 2.4 5.7
8.7 3.9 3.9 4.8
b5 7.3 T.7 6.0
7.3 5.1 6.6 5.7
8.4 2.5 6.4 5.3
L,2 6.9 3.1 5.4
9.1 8.7 9.3 b7
7»7 805 803 : 3-6
8,2 8.2 5.5 L.8
8;5 8ol 901 ’ 3'9
8.8 3.9 8.4 3.8
8.5 8.5

"Run No. 67 (10-19-61)
Purpose: Sonic disturbances .
Materials: ©Phase 1: TBP.
Phase 2: Water.
Dropping tip: 3.
re: 0.325 cm,

Induced sonic diSturbances: None., ' ' v

Rest-times: Mean: 7.48, Median: 7.3, 10 percentile 5.8,
90 percentile: 9.3, - Variance: 1.L5.

Data-consistency test: Group effect significant at 5% level,

Comments: None.

Rest-times (sec):

Group 1 Group- 2 Group- 3 Group 4
6.9 5.0 7.1 ol
7.5 8.7 8.5 10.5
6.5 9.6 4.0 8.5
7.2 6.7 6.7 9.2
Tal T.5 8.3 T4
7.0 8.5 8.3 - 6.4
5.8 9.0 9.4 6.7
T2 9.5 9.3 6.8
6.7 8.0 5.8 6.5
8.0 7.8 7.3 6.7
5.9 77 To5 7.7
6.3 10.0 ToT 7.0
5.8 7.6
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Run No. 68 (10-19-61)
Purpose: Sonic disturbances,
Materials: Phase 1: TBP.
Phase 2: Water.,
Dropping tip: 3.
re: 0.325 cnm.

Induced sonic disturbances: 1000 cps, 670 dynes/cm2 rms sound pressure,

Rest-times: Mean: 7.95, Median: 8.0 10 percentile: 6.3,
90 percentile: 9.6, Variance: 2.4k,

Data-consistency test: Group effect not significant at 5% level.

Comments: None, '

Rest-times (sec):

Group 1 Group 2 Group 3 Group k4
T .9 5 7.0
9.6 8.1 4.5 7.3
12.6 9.7 8.2 9.7
703 8.5 7.3 Te3
8.8 5.7 6.9 7.7
9.0 8.0 6.8 7.2
8.5 8.0 8.3 8.9
5.1 8.8 7.5 8.9
8.4 7.9 643 9.1
7.9 6.3 7s1 8.9
Tol Ted 9.3 9.8
2.7 7.8 9.6 8.7
Te7 9.3
Run No, 69 (10-19-61)

Purpose: Sonic disturbances.,

Materials: Phase 1: TBP.
Phase 2: Water-

Dropping tip: 3. ’

L 0.325 cm,

2
Induced sonic disturbances: 70 cps, 250 dynes/cm rms,sound pressure.
Rest-times: Mean: 7.3k, Median: 6.7, 10 percentile: L.k,
90 percentile: 10.7, Variance: L.9L.

Data- con51stency test: Group effect significant at 1% level,
Comments: None,-

Rest-times (sec):

Group 1 Group 2 Group 3 CGroup 4
9.9 ToT 5.7 .9
8.5 6.0 3.1 5.1
6.7 3.9 6.5 3.3
9.k 7.3 6.3 4,9
7.3 7.9 10.7 5.8
6.3 11.0 14.0 5¢3
9.6 6.3 12.7 6.1
8.9 7.7 5.1 7.0
9.0 7.5 7.5 8.6

13.8 8.5 6.7 5.5
hol 5.1 5.6 7.8

16.8 6.9 6.1 5.6
4,0 ' ho7
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Run No. 70 (19-24-61)

Purpose: Physical properties.
Materials: Phase*1l: TBP.
Phase 2: Water.
Dropping tip: 3. _
r : 0.325 cm. o
Induced sonic disturbances: None.
Rest-times: Mean: 9.3k4, Median: 10.1, 10 percentile: k.5,
90 percentile: 11.5, Variance: 4.59.
Data-consistency test: Group effect significant at 1% level.
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
. 10.9 1.5 E,O_ 8.7
. 10,5 12.1 9.5 4.0
10.9 10.6 12.3 8.8
10.9 10.6 10.0 7.1
- 8.9 10.5 10.1 6.9
12.5 10.4 10.1 8.3
10.3 10.7 10.5 8.2
11,k 10.5 10.7 8.1
11.5 11.2 8.8 1.6
10.9 11.5 10,0 563
1C.9 11.6 2.1 9.5
8.9 11.8 9.7 9.3
10.3 8.7
Run No, 71 (10-2L-61)
Purpose: Physical properties, ’
Materials: Phase 1: TBP.
Phase 2: Water,
Dropping tip: 2.
r : 0,415 cm..
Iriduced sonic disturbances: None. _ . o
Rest-times: Mean: 5,05, Median: 5.3, 10 percentile: 4,1, .-
: 90 percentile: 5.5, Variance: 0.k42.
Data-consistency test: Group effect not significant at 5% level.
Comments: None.
Rest-times (sec):
Group 1 Group 2 Group 3 Group 4
L, 1 5.3 .1 5.
5.5 4.8 5.4 5.1
4.3 5.1 4,5 5.3
5.1 3.1 5.3 5.2
- 3.5 3.1 5.3 b7
5.5 5.0 5 bt 5.0
5.6 5.4 5.5 5.3
5.5 5.k 5.7 L6
5.3 5.5 3.5 5.1
5.5 b6 5.1 5.1
5.4 4.8 5¢5 4.9
5.3 5.6 5.3 L. 9
5.3 22
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Run No. 72 (10-24-61)

Purpose: Physical properties.
Materials: Phase 1: TBP,

Phase 2: Water.
Dropping tip: 1.
r : 0.508 cm,
Induced sonic disturbances: None,

Rest-times: Mean: 5.85, Median: 6.1, 10 percentile:

90 percentile: 7.3, Varlance 2.99,

2.7,

Data-consistency test: Group effect not significant at 5% level.

Comments: None.

Rest-times: (sec):

Group 1 Group 2 Grou
5.2 - 2.7 5.5
6.7 6.9 6.2
6.1 5.3 6.5
6.9 6.5 7.3
6.1 0.2 6.3
6.1 7.6 6.6
6.1 6.5 5.8
4.9 7.1 5.6
0.1 6.k 5.8
7.0 6,0 1.9
6.3 7.5 8.0
5.1 5.9 6.8
7.1 5.7

Run No. 73 (10-26 61)

Purpose: Physical properties.
Materials: Phase 1: Water.

Phase 2: Benzene.,
Dropping tip: 3.
r: O. 267 cm.
Induced sonic disturbances: None,

Rest-times: Mean: 4,59, Median: 4.7, 10 percentile:

90 percentile: 6.6, Variance: 2.82.

I
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Data-consistency test: Group effect: not significant at 5% level.

Comments: None.

Rest-times (sec):

‘Group” 1 Group 2 Group 3
2.8 .1 3.
3.1 3.7 1.6
k.3 0.8 b, 7
b7 3.3 4.9
4.3 2.1 6.7
1.7 5.9 b0
L7 6.0 4.7
6.1. 2.5 2.7
4,9 7.0 6,1
3.3 6.0 6.6
3.8 5.9 h,2
3.3 5.8 6.3
5.3 4.9
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Run No. 74 (10-26-61)

Purpose: Physical properties.
Materials: Phase 1: Water,

Phase Z: Benzene,
Dropping tip: 2.
r: 0,340 cm.
Induced sonic disturbances: None, _ e
Rest-times: Mean: 4.86, Median: 4.8, 10 percentile: 2.6,

90 percentlle T 3, Variance: 3.39. .

Data-consistency test: Group effects not significant at 5% level
Comments: None.

Rest-times (sec):

Group 1 - Group 2 Group 3 Group 4
9.0 5.3 2.2 DeD
6.3 4.8 6.4 4.9
b1 6.7 2.6 6.3
3.9 1.3 5.0 3ok
b1 3.7 2.7 7.5
4,2 4.3 6.1 4.5
2.1 5.7 5.8 3.3
3.6 L1 6.1 3.7
5.2 b1, 3.3 2.1
6.5 b5 3.7 3.1
4.9 3.1 1.5 9.k
8.5 6.5 4.9 6.6
5.4 . - - 7.3 '
- Run No. 75 :(10-27-61)
Purpose: Physical properties- '
Materials: Phase 1: Water,
Phase 2: Benzene.
Dropping tip: 1.
.t 0. 415 cm,
Ifiduced sonic disturbances: None, cooe e .
Rest-times: Mean: 4,85, ~Median: 4,7, 10 percentile: 2.1,.

90 percentile: 6.9, Variance: 1.82. :
Data-consistency test: Group effects significant at l% level.
Comments: None.

Rest-times (sec):

Group 1 _Group 2 Group 3 Group 4
4,3 B3 k.3 - T3
4,9 2.1 6.7 6.1
3.0 L1 5.1 6.7
2.0 5.3 3.3 6.9
3.3 6.4 bk 5.7
1.7 6.1 2.9 1.5
2.9 6.5 4.5 5.8
b7 6.7 4.0 8.5
3.5 5.0 5.3 6.1
1.8 8.3. 2.8 8.1
2.1 5.4 5.6 3.7
hol 6.0 3.5 3.2
3.1 ' L. L
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. " 'Run No, 76 (10-27-61)

Purpose: Physical properties.
Materials: Phase 1l: Water.

Phase 2: Benzene,
Dropping tip: 1.

r : 0,415 cm,
e

Induced sonic disturbances: None. , o
Rest-times: Mean: 5.68, Median: 5.4, 10 percentile: 2.3,
90 percentile: 9,5, Variance: 5.88. B
Data-consistency test: Group effect-significant at 1% level.
Comments: Drops fell 10-15 mm to interface from dropping tip.

Rest-times: (sec):

Group 1 Group 2 Group 3 Group L
9.5 243 9.5 4.8
5.6 5.0 7.9 5.4
1.3 3.0 6.9 Te3
7.0 h.2 7.1 4.3
5.1 1.8 5.2 2.2
10.3 k.8 5.8 7.8
2.3 3.7 10.1 6.4
Ted 3.3 7.9 6.6
6.5 3.9 14,2 5.9
P 4,9 1.2 8.4
3.3 3.1 5.8 10.7
3.2 5.5 6.8 5.1
2.6 7.8
Run No. 77 (11-21-61)
Purpose: Physical properties,.
Materials: Phase 1: Water.
Phase 2: Benzene.

Dropping tip: 6.

r.: 0,209 cm.

Induced sonic disturbances: None. . o

Rest-times: Mean: L,6l, Median: 4,9, 10 percentile: 2.8,

90 percentile: 5.8, Variance: 1.45. v
Data-consistency test: Group effect ndot significant at 5% level.
Comments: None. ’ ' ’ )

Group 1 Group 2 Group 3 Group 4
3.4 5.2 3.8 4.6
5.4 5.2 1.6 5.5
b4 4.9 2.8 4.8
6.1 5.9 5.8 5.1
1.7 ¥.9 9.5 k.3
5.1 2.8 3.9 5.2
4.5 Iosa 4.6 5.7
3.6 5.7 6.0 6.k
1.9 5.9 2.7 3.0
5.1 5.3 5.7 3.5
5.3 4.8 5.7 4.9
4.8 3.5 5.8 3.5
4.6 5.2
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Run No. 78 (11-28-61)

Purpose: Physical properties.
Materials: Phase 1: Water.
Phase 2: Aroclor 1248.
Dropping tip: 5.
r_: 0.180 cm.
Induced sonic disturbances: None. , o L
Rest-times: Mean: 72.34, Median: 59.3 10 percentile: 8.3,
90 percentile: 137 4 Variance: 2303.55.
Data~consistency test: Group effect s1gn1f1cant at l% level
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group. h

104,66 “179.5 35.3 203,1

107.0 137.4 145.6 5.5

130.1 . 133.3 132.1 19.0
56.0 170.3 121.7 7.7
73.7 59.3 138.8 7.9
43.5 56,4 91.6 8.9 .
99.3 28.7 81.5 8.7
25,7 36.7 51.2 10.1

125,1 - 28.1 101.1 8.3

126.8 78.2 125.9 8.3
45,1 80.1 78.5 15.9
62.8 29.5 57.7 14.8
0.2 90. 4

Run.No. 79 (11-28+61) .

Purpose: Physical propertles.

Materials: Phase 1: Water,
Phase 2: Aroclor 1248,

Dropping tip: L.

r,: 0.288 cm.

Induced sonic disturbances: None, _ v
Rest-times: Mean:273.81 Median: 208.2, 10 percentile: 5k,
90 percentile: 60T7.3 Variance: 5169L.23.
Data-consistency test: Group effect not significant at 5% level.
Comments: Only 25 measurements,'dividéd'into 2 groups, were made because of
extremely long rest-times.

Rest-times (sec):

Group 1 Group 2

ok, 7 71.5
117.9 339.9
66,7 194.9
110.7 253.1

8.5 60k.0
120.1 339.2
149.1 208.2
240.9 261.5
528.8 607.3
57546 4854
167.0 919.0
281.2 53.5

h6.6
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Run No. 80 (11-29-61)

Purpose: Physical properties.
Materials: Phase 1: Water,
Phase 2: Aroclor 1248.
Dropping tip: 6.
r: 0.141 cm.
Induced sonic disturbances: None.
Rest-times: Mean: 47.82, Median: 42,2,10 percentlle R
90 percentlle 8U4,6 Varlance 5384k, -
Data-consistency test: Group. effect significant at l% level.
Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
41.8 . .57.0 o 22.h 78.2
42,2 - 76.8 35.4 45,2
16.5 5.7 28.5 37.4

8.6 72.3 64.9 26.6
21.9 k.7 78.7 66.3
17.3 - 45.6 39.2 54.9
16.0 89.0 84,6 1k, 7
16.5 30.1 61.1 4o, L
23.7 50.5 L1.5 27.9
14,5 - 64,5 43,0 2k, T
13.9 119.0 5.8 79.7
52.7 123.1 61.5 81.3
20.0 : 9.0

Run No. 81 (12-5-61)

Purpose: Surfactant, C ' ’

Materials: ©Phase 1: 0.031 m1111 molar Span 80 in water.
Phase 2: 1. lh milli- molar Span 80 in ‘benzene.

Dropping tip: 6. :

r.: 0.143 cm.

Induced sonic disturbances: None,

Rest-times: Mean: 21.79, Median: 26.8, 10 percentile: 7,5,
90 percentile: 38.3, Variance: 112.39.

Data-consistency test Group effect 51gn1flcant at 5% level

Comments: None.

Rest-times ((sec):

Group 1 " ‘Group 2 © Group 3 Group k4
15,1 T15.7 21.3 254.0
20,7 - 38.3 18.3 18.4
50.9 ~3Lk.0 1k.5 23.3

3.9 - 29.9 7.5 8.5
15.9 c17.1 7.5 18.3
3hok © 2.9 21.3 13.6
17.8 34,1 20.1 20.3
17.7 1 35.0 16.2 2z.3
43.0 7.3 6.3 8.3
38.5 - 35.0 21.L 15.8
4h.3 - 28.4 21.5 23.8
12.9 . 19.5 12.2 27.8
39.6 25.9
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 Bug No} 83-(1255—61)

Purpose: Surfactant. o

Materials: Phase 1: 0.031 willi-molar Span 80 in water. v
Phase 2: 1.14 milli-molar Span 80 in benzene.

Dropping tip: 5.

r: 0.182 cm,

Induced sonic disturbances: None. . _ ‘ T
Rest-times: Mean: 27.15," Median: 28,6, 10 percentile: 5.1,
90 percentile: 47.2, Variance: 251.82.

Data-consistency test: ‘Group effect not significant at 5% level
Comments: None,

Rest-times (sec):

‘Group 1 " “Group 2 " Group 3 ‘Group 4
0.7 R : 43.8 641
5L.h4 23.3 9.9 11.3
37.0° © 1343 2.6 29.5
2k.5 -13.6 5.k 53.3
16.0 34.6 37.4 27.1
10.5 33,4 13.1 13.6
34,5 41,5 1.5 45.9
7.5 .35.8 13.9 41.8
13.0 36.0 51.2 k2.0
28.8 3.k 3507 20.2
28.6 8.3 23.7 22.3
33.0 354k 34.8 h7.2
49.8 10.7
" Run No. 83 (12-6-61)
Purpose: Surfactant.
Materials: Phase 1: 0,031 mllll molar Span 80 in water.
Phase 2: 1.1k milli-molar Span 80 in benzene.
Dropping tip: u4.
re: 0.230 cm,
Induced sonic disturbances: None, o S -
Rest-times: Mean: 89.23, Median: 93.4, 10 percentile: 25.3,

90 percentile: 139.3, . Varlance 178472, :
Data-consistency test: Group effect not significant at 5% level
Comments: None. ‘

Group 1 ~ Group 2 Group 3 n Group 4
5.0 .. 96.2 93,k 104.0
25.3 184, 7 137.1 93.1
k9.0 29.6 “12h.2 139.3
92.1 72.5 121.1 168.6
121.7 27.5 1113.0 42.5
30.6 : k.2 92.9 101.8
147.6 - °155.1 T1.h "88.9
80.6 10,2 124.3 55.L4

101, 4 ©115.1 104. 4 120.5
40,5 -112.3 - 96.0 138.5
83.7 2.8 88.1 149.1
8.7 - k9.2 63.8 105.k

97.2 o 111.8
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Run No. 84 (12-7-61)

Purpose: Surfactant, .

Materials: Phase 1: 0.0031 milli-molar Span 80 in'water.
Phase 2: 0.114 milli-molar . Span’80 in benzene.

Dropping tip: 5.

r,: 0.245 cm.

Induced sonic disturbances: None. o o
Rest-times: Mean: 8.08, Median: 8.1, 10 percentile: 3.5, -

90 percentile: 12,1, Variance: 10.66. = =
Data-consistency test: Group effect not significant at 5% level
Comments: None. :

Rest-times (sec):

‘Group 1 Group 2 Group 3
10.5 5.7 11.1
h.7 10.6 12.1
9.9 8.6 5.1
1.5 5.3 L.6
2.9 b1 1.1
3.7 5.3 8.3
13.1 5.9 3.6
. 11.9 15.9 1.4
3.5 8.5 5.7
6.4 14.5 9.8
3.1° 14,5 12.0
6.7 9.9 12.1
6.5 5.6

Run No. 85 (12-7-61)

Purpose: Surfactant. .

Materials: Phase 1: 0,0031 milli-melar Span 80 in water, .. .
Phase 2: 0.114 milli-molar Span 80 in:benzene.

Dropping tip: 6. :

re: 0.191 cm.

Induced sonic disturbances: None. ‘ ,
Rest-times: Mean: 8,10, Median: 7.5, 10 percentile: 2.8,
90 percentile: 13.9, Variance: 18.87. '

Group 4

. -
O W\O = =3 VW

o

N H D HE-30000W oV

e

Data-consistency test: Group effect not significant at 5% level,

Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3
11.6° 3.1 2.l
2.8 7.2 3.2
2.7 8.1 6.1
5.7 1k 4 13.7
8.5 9.2 2.7
13.7 1k4.5 16.7
3.5 10.3 7.3
3.0 3.1 14,0
12.2 8.9 7.3
8.6 5:1 12,1
343 3.3 3.0
7.2 1.8 1i.5
10.9 ' 8.5

Group L4
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"~ Run No, 86 (12-7-61)

Purpose: Surfactant.

Materials: Phase 1: 00,0031 milli-molar Span 80 in water.
Phase 2: 0,11k milli- -molar Span 80 in benzene.

Dropping tip: L,

re: 0.310 cm.

Induced sonic disturbances: None. o
Rest-times: Mean: 7.55, Median: 6. 7, 10 percentile: 2.9,

90 percentile: 12,7, Variance: 13.31.
Data-consistency test: Group effect not 51gn1flcant at 5% level
Comments: None.

Rest-times(sec):

.Group 1 Group 2 Group 3 Group 4
2-9 2.9 22 LF-S
3.7 8.3 5.5 12.7

10.5 5.7 2.9 3.1

11.7 6.1 9.8 12.1
3.9 7.9 5.3 2.5
4.2 3.5 9.8 6.5
8.2 10.3 9.1 8.1
8.3 2.5 6.3 9.3
5"2 6-7 705 ll-.6
6.5 13.1 9.8 17.1
6.4 7.5 10.3 13.1
6.5 7.3 16.8 13.0
4.8 10.9

Run No. 87 (1-16-62)

Purpose: Surfactant.

Materials: ©Phase 1: 0,0024k mllll molar Tween 81 in water.
Phase 2: Benzene. : o

Dropping tip: 5.

r,: 0.236 cm,

Induced sonic disturbances: None. o
Rest-times: Mean: 5. 60 Median: 5.1, 10 percentile: 2.9,

90 percentlle 8.6, Varlance 5.05.
Data- consistency test: Group effect not significant &t 5% level
Comments: None,

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
L.5 8.9 10.7 7.5
2.3 4.5 2.9 6.7
3.3 7.3 7.7 7.6
7.3 3.8 5.9 Lot
3.3 L.oL 8.6 1.9
3~7 ‘ 509 3‘3 508
6.5 3.3 4.8 5.2
8.1 6.5 5.1 7.7
3.7 6.1 k.5 L.7
3.7 bl 7.2 k.0
6.5 9.2 9.8 8.1
1.9 3.9 4,0 2.1
9.3 7.2 -
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Run No. 88 (1-16-62)

Purpose: Surfactant.

Materials: Phase 1: 0,00244 milli- molar Tween 81 in water.
Phase 2: Benzene.

Dropping tip: 6.

r : 0,184 cm, . v

Thduced sonic disturbances: None, : -

Rest-times: Mean: 3.9%, Median: 3.9, 10.percentile: 1,3,
90 percentile: 5.7, Variance: 2.51.

Data-consistency test: Group effect significant at 1% level.

Comments: None.

Rest-times: (sec):

Group 1 Group 2 Group 3 Group 4
L9 . . 1.6
@ 3 1.8
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Run No. 89 (1-16-62)

Purpose: Surfactant.

Materials: Phase 1: 0,0024L milli-molar Tween 81 in water.
Phase 2: Benzene.

Dropping tip: L.

re: 0.299. cm.

Induced sonic disturbances: Noné.

Rest-times: Mean: 5.38, Median: 4.5, 10 percentile: 1.6,
90 percentile: 9.3, Variance: 6.53, )

Data-consistency test: Group effect significant at l% level.

Comments: None,

Rest-times (sec):

Group 1 : Group 2 Group 3 Group k4
5.0 ) 2.3 .7
4.3 3.7 1.4 8.1
1.6 8.5 b1 7.1
6.3 7.3 2.7 4.9
b1 10.7 1.6 13.5
2.7 2.7 1.1 2.3
2.9 2.9 1.3 9.3
3.7 9.3 2.1 9.2
2.3 10.5 1.9 3.8
6.5 8.6 2.1 4.5
8.3 11.7 2.7 3.5
6.9 6.5 7.1 7.3
5.8 5.4 )
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Run No. 96 (1;i7_62) : !m

Purpose: Surfactant.

Materials: Phase 1: 0.024k milli-molar Tween 81 in water.

Phase 2: Benzene. ‘ .
Dropping tip: k. - '"»re: 0.266 cm.
Induced soniec disturbances: -None.

Rest-times:  Mean: 11.58, - Median:  11.3, 10 percentile:- 5.

90 percentile: 17.4, Variance: 15.59.

Data-consistency test: Group effect significant at 5% level.

Comments: None.
Rest-times (sec): . °

Group 1 Group 2 © Group 3
21.0 - 215 — - 8.9 _
4.9 ©10.7 11.3
- 8.9 7.6 9.1
5.5 4.8 9.7
5.5 10.1 6.7
8.5 8.7 5.7
7.1 b6 1h.1
12.9 ' 5.9 11.5
15.2 10.5 1k.5
5.4 11.1 10.1
1%.9 15.1 14k
9.5 11.5 12.1
8.1 17.5

Rﬁh'No. 91'(1-17-6é)

Purpose: BSurfactant. . o _ '

Materials: Phase 1: 0.024h milli-molar Tween 81 in water.
Phase 2: Benzene. ' ‘

Dropping tip: 6. r,: 0.164 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 6.50, Median: 5.7, 10 percentile:

90 percentile: 11.4, Variance: 10.93.

Data-consistency test: Group effect significant at 5% level.

Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3%
3.1 7.1 3.5
3.7 5.5 19.5
6.1 6.3 . 6.5
5.7 - ha 13.7
5.7 - 11.1 8.9
3.9 10.2 “L.9
5.9 okt 12.1
3.6 8.1 7.1
2.6 3.5 5.4
2.7 S12.h 4.8
7.8 10.6 C 7.3
3.2 11.4 5.2
h.9 : L 3.7
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Run No. 92 (1-17-62)
Purpose: Surfactant. -
Materials:. Phase 1: 0.024k milli-molar Tween 81 in water.
Phase 2: Benzene. ' .
Dropping tip: 5. r.: 0.210 cm.

Induced sonic disturbances: None. L .
Rest-times:  Mean: 9.91, Median: 9.5, 10 percentile: L.3,
" .90 percentile: 15.9, Variance:. 19.37.
Data-consistency test: Group:effect not significant at 5% level.
Comments: None.
Rest-times (sec):

Group 1 . Group 2 Group 3 .. Group 4
5.1 7.1 - 5.9 .93
6.7 7.3 '15.9 . 10.4
5.3 9.5 1k 4.3
13.7 12.5 . 10.1 h.7
19.1 1k - 19.7 10.4
7.k 13.3 1 12.0 19.5
L4 15.1 7.3 S
9.2 11.5 7.9 4.3
9.5 11.0 b1 12.0
2.7 5.8 9.8 16.6
10.3 9.9 15.5 4.5
b2 10.5 18.9 10.2
6.7 8.5

Run No. 93 (1-18-62)
Purpose: Surfactant. :
Materials: Phase 1: 0.24h4 milli-molar Tween 81 in water. .
Phase 2: Benzene. . :
Dropping tip: 5. r,: 0.168 cm.
Induced sonic disturbances: None. R
Rest-times: Mean: 84.80, Median: 70.1; = 10 percentile: 16.5,
' 90 percentile: 160.0, Variance: '3238.07.
Data-consistency test: Group effect not significant at 5% level.
Comments: None. ' o - :
Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
145.5 L L3.2 61.9 S
16.7 183.5 146.3 54.0
181.7 39.8 11h.7 1k2.6
15.7 29.0 131.1 143.7
8h4.1 111.5 36.5 12.9
86.1 16.9 .7 6%.9
16.5 36.2 122.5 23,9
138.1 118.8 A 70.1 86.0
22.1 22.5 / 110.7 185.9
8.1 31.3 138.3 157.2
hr.2 120.9 1741 160.0
52.2 17%.8 22.5 65.1
106.8 58.
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Run_Noiv9hv(l-18-62)

Purpose: Surfactant. : _
Materials: Phase 1: 0.24L milli-molar Tween 81 in water.
. Phase 2: Benzene. ,
Dropping tip: 6. r : 0.132 cm.
Induced sonic disturbances: None. =~ - AR
Rest-times:” Mean: 62:19, Median: 58.5, 10 percentile: - 9.7; "
90 percentile: 111.6, Variance: 1623.80.
Data-consistency test: ‘Group effect not significant at 5% level..
Comments: None.
 Rest-times (sec):

. i *Group 1 — - Group 2 — .. Group 3 . Group U4
63.7 21.9 5%.6 9.2
98.7 22.9 17.1 k.9

6.7 100.2 96.0 117.6
111.4 66.1 - 53.6 135.0
57.3 93.9 78.2 107.0
56. L4 43,6 23.9 60.5
111.6 344 88.5 85.2
80.6 75.1 58.5 165.6
66.3 10.6 11.7 163.0
39.3 ©18.9 22.3 60. 4
1411 65.1 . 10.7 27.0
91.1 72.5 38.1 29.3
5.5 .

Run. No. 95 (1-18-62)

Purpose: Surfactant. . .
Materials: - Phase 1: 0.244 milli-molar Tween 81 -in water.
Phase 2: Benzene.
Dropping tip: 4. r.: 0.213 cm.
Induced sconic disturbances: None. ; :
Rest-times: Mean: 150.60, Median: 133.7, 10 percentile: 10.9,
90 percentile: 298.1, Variance: 9509.43.
Data-consistency test: Group effect not significant .at 5% level.
Comments: Only 25 measurements divided into two groups were taken because
of long rest-times.
Rest-times (sec):

Group 1 ' Group 2
1.7 210.9
129.9- 120.7
137.1 35.1
81:5 78.7
155.7 227.0
ol l 188.1
361.2 42.0
116.3 30.5
298.1 119.4
330.8. 133.7
103.8 243.8
109 156.7

H
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Run Nos: 96-98 (1-23-62)
Purpose: Sub-sonic disturbances.,
Materials: Phase 1: Watér.
Phase 2: Benzene.
Dropping tip: 5. r: O. 267 cm.
Comments: Runs 96-98 were analyzed as a 51ng1e run. Sub-sonic disturbances
~ used are descrlbed w1th data ' C
Rest-times (sec)

No vibration Pure 70 cps 1 beat/sec 5 beats/sec ~ 10 beats/sec

, (9k dynes/cm ) (133 dynes/cmz) 133 dynes/cm ) (133 dynes/cmg)
Run 96 5.9 - 8.2 L6.8 9.8 9.1
2.5 5.3 220.2 5.1 R
4.3 2.1 26.4 9.7 k.5
1.3 11.3 25.1 6.3 6.3
7.5 11.0 27.4 0 2.7
3.5 23.8 11.h 7.3 k.
3.2 hi.1 29.4 8.1 7.5
6.3 6.7 9.5 17.7 5.9
6.1 16.6 12.1 10.5 3.3
5.1 9.1 9.5 6.9 7.5
Run 97 3.2 9.3 8.1 10.1 7.5
5.5 8.3 9.5 9.3 8.7
7.3 9.5 9.3 1k.9 3.3
5.1 8.1 9.5 - 13.3 6.1
6.5 13.4 6.5 . 9.0 7.9
3.1 14.9 7.7 10.1° 2.5
5.3 13.5 8.1. 9.3 8.1
L.7 13.7 Sz 9.9 9.8
6.9 10.3 8.7 9.5 9.3
3.0 6.3 8.5 9.0 - 8.3
Run 98 6.5 16.7 8.3 13.5 Tk
L7 20.3 9.1 8.3 9.7
5.3 42.0 7.7 9.3 8.8
3 99.4 7.5 9.2 b7
6.1 61.7 4.8 10.5 7.9
7.7 25.1 17.5 13.9 6.7
6.5 20.3 8.2 1.4 7.6
4.3 20.5 9.7 15.2 8.2
5.5 23.5 32.8 11.0 6.1
h.3 16.3 31.9 9.3 8.1
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Run No. 99 (1-24-62)

Purpose: Surfactant. ‘ o

Meterials: Phase 1: 0.0556 milli-molar sodium oleate in water:
Phase 2: Benzene. '

Dropping tip: 5. r.: 0.253 cm.

Induced sonic disturbances: None. . v : o
Rest-times: Mean: 9.93, Median: 10.3%, 10 percentile: 5.7,

90 percentile: 14.8, Variance: 13.88. :

Data-consistency test: Group effect not significant at 5% level.

Comments: None.
Rest—times-(éec): » . .
Group 1 o Group 2 Group 3 _ " Group L
10.9 9.5 8.5 15.1
6.7 11.3 5.9 h.1
10.3 13.5 8.8 6.1
3.7 10.4 16.5 6.7
12.h 6.5 b 14.8
5.7 12.6 10. k4 11.6
5.7 11.6 10.1 5.9
17. k4 11.0 14.3 11.8
10.1 6.9 13.5 11.3
11.1 6.3 - 1k4.8 6.2
11.3 10.3 8.9 5.5
16.7 11.1 6.8 12.3
e 2.1
Run No. 100 (1-24-62
Purpose: Surfactant.
Materials: Phase 1: 0.0556 milli-molar sodium oleate in water.
: Phase 2: Benzene.:
Dropping tip: 6. r: 0.200 cm.

Induced sonic distufbances: None. ‘
Rest-times: Mean: 7.82, Median: 7.7, 10 percentile: 3.1,

90 percentile: 11.7, Variance: 13.8L.

Data-consistency test: Group effect not significant at 5% level.

Comments:

None.

Rest-times (sec):

Group 1 . Group 2
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Run No. 101. (1-24-62)

Purpose: Surfactant. . . . s
Materials: Phase 1: 0.0556 milli-mdlar sodium oleate in water.
Phase 2: Benzene. t

Dropping tip: L. r: 0.321 cm.

Induced sonic disturbances: None. ) , o
Rest-times: Mean: 8.71, Median: 7.3, 10 percentile: 2.5

90 percentile: 16.0, Variance: 32.86.

Data-consistency test: Group effect not significant at 5% level.
Comments: None. ' ‘
Rest-times (sec):

- Group 1 Group 2 Group 3 - Group 4
12.5 5.9 5.1 3.9
11.8 2.5 7.9 8.3

5.7 9.3 3.6 9.3
11.2 6.5 14.8 9.9
7.5 4.9 11.1 7.1
20.1 6.1 9.2 7.3

1.7 7.5 1.7 18.3
2.5 5.5 3.1 20.2

" 15.3 3.9 .6 9.3%
15.3 2.7 7.3 5.4
25.2 10.5 16.0 - 9.4

1. 2.7 8.1 27.7

3.9 : 4.9

Run No. 102 (1-25-62)
Purpose: Surfactant. - L o
Materials: Phase 1: 0.556 milli-molar sodium oleate in water.
Phase 2: Benzene. -
Dropping tip: L. r i 0.277 cm.
Induced sonic disturbances: None. : :
Rest-times: Mean: 33.56, .Median: 25.6, 10 percentile: 5.9,
90 percentile: 62.5, -~Variance: 351.60.
Data-consistency test: Group effect significant at 1% level.
Comments: None. '
Rest-times (sec):

.Group 1 ‘Group 2 Group 3 i " Group U
26.8 10.3 25.6 11.5
36.7 56.0 63.1 24.0
6.8 55k Lok 55.1
9.5 25.8 35.4 120.9

12.0 5h.3 17.7 158.1
5.5 12.8 16.1 3.1
2L.0 62.5 19.1 . 31.3
15.5 31.1 28.0 29.8

5.9 28.1 45.8 25.3
13.7 23.8 73.0 115.7
16.3 9.5 10.3, 56.3
5.5 25..0 14.6 39.4
2.9 28.7
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Run No. 103 (1-25-62)

Purpose: Surfactant. v
Materials: . Phase 1: 0.556 milli-molar sodium oleate in water.
Phase 2: Benzene.

Dropping tip: 6. r_: 0.171 cm.

Induced sonic disturbances: None. .

Rest-times: Mean: 28.25, Median: 23.1, 10 percentile: L.9,
90 percentile: . 52.4, Variance: 400.99. '

Data-consistency test: Group effect not significant at 5% level.

Comments: None. ' '

Rest-times (sec):

Group 1 - Group 2 ‘ Group 3 Group 4
49.6 ' ©30.4 ‘ 38.4 -~ 34,0
oo 17.2 10.1 12.7
7.3 ~19.3 8.9 - 9.9
26.3 67.3 12.9 8.2
3.3 39.8 0.2 4ol
17.9 25.0 4.9 21.6
118.9 52.4 9.6 30.8
3.5 33.0 k3.6 9.3
22.2 37.8 20.3 12.0
26.2 15.3 68.9 37.0
23.1 68.1 82.3 32.2
1.9 40.6 20.3 26.4
12.3 329.8

Run No. 104 (1-25-62)

Purpose: Surfactant. L

Materials: Phase 1: 0.556 milli-molar sodium oleate in water.

- Phase 2: Benzene. ~

Dropping tip: 5. r: 0.218 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 39.23, Median: 35.1, 10 percentile: 7.3,
o 90 percentile: 67.3, Variance: U457.80.

Data-consistency test: Group effect significant at 1% level.

Comments: ‘None. ’ o .

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
2.5 82.5 , 72.7 12.2
17.7 26.7 6.7 - 38.0
30.2 66.1 60.6 k1.0
8.9 36.4 5.5 60.3

7.3 2L.8 21.4 . 53.2
33.7 9.1 34.6 82.3
49.0 20.1 50.1 88.6
16.4 35.1 64.8 50. 4
56.3% 16.6 5%.8 41.0
54.3 26.8 -26.8 oL.6

4.9 8.7 3L.6 hr.2
© 9.6 LW7.6 45.0 67.3
‘5.1 - 54.6
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Run No. 105 (1-26-62)

Purpose: Surfactant.

Materials: Phase 1: 5956 milli-molar sodium oleate "in water.
Phase 2: Benzene. IR ST

Dropping tip: 5. re: 0.152 cm.

Induced sonic disturbances: None. _ '
Rest-times: Meéan: 12.56, Median: 12.1, 10 percentile: 9.1,

90 percentile: 14.9, Variance: 12.22.
Data~consistency test: Group effect not éignificant at 5% level.
Comments: Run subdivided into 2 groups of 25 measureménts each.
Rest-times (sec):

Group 1 Group 2
5.9 31.7
11.9 18.0
10.9 8.8
9.1 10.2
7.9 9.
9.3 10.5
8.7 13.9
10.4 12.8
11.2 - 13.5
11.1 11.1
13.5 11.6
12.1 11.7
11.5 11.7
14.9 4.1
11.7 b1
11.3 - 13.5
1201 13.1
13.9 1k4.3
1k.0 12.6
13.0 S11.1
9.9 15.3
16.3 12.2
4.7 13.7
10.9 12.5
k.2 15.3
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Run No. 106 (1-26-62)

Purpose: Surfactant. L

Materials: Phase 1:  5.56 milli-molar sodium oleate in water.
Phase 2: Benzene.

Dropping tip: L. r s 0.193 cm.

Induced sonic disturbances: None. :

Rest-times: Mean: -9.16, Median: 9.0, 10 percentile: 7.5,

90 percentlle 10.5; Varlance 1.87.

Data-consistency test: Group effect not . 51gn1f1cant at 5% level.

Comments: Run subdivided into 2 groups of 25 measurements each.

Rest-times (sec): ’ o

Group 1 Group 2
13.3 :7-0
13.6 8.7
8.4 8.9
9.5 v 10.5
9.2 8.9
7.h :9.5
- 7.8 9.2
9.9 11.2
.10.5 10.5
11.5 9.2
9.k 8.7
9.8 10.0
7.5 7.5
8.9 8.2
9.9 10.3
6.5 8.7
8.6 7.7
9.1 7.5
- 8.1 8.1
- 8.9 8.3
10.1 10.2
8.6 8.3
9.3 9.0
8.9 9.1
9.0 9.2
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Run No. 107 (1-26-62)-

Purpose: Surfactant. _ _

Materials: Phase 1: 5.56 milli-molar sodium oleate in water.
Phase 2: Benzene.

Dropping tip: 6. r,: 0.120 cm.

Induced sonic disturbances: None. . , .
Rest-times: Mean: 6.40, Median: . 6.3, 10 percentile: 5.k,
- 90 percentile: 7.8, Variance: 0.99.

Data-congistency test: Not applicable.
Comments: Run not subdivided into groups.
Rest—timESi(sec):

.8
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Run No. 108 (1-30-62)
Purpose: Physical properties. i o
Materials: ©Phase 1: Water.
Phase '2: Anigsole,.
Dropping tip: L. r i 0.772 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 50.45, Median: 55.6, 10 percentile: 7.1,
90 percentile: 90.2, ‘Variance: 3921.12.

Data-consistency test: Group effect not significant at 5% level.

Comments: None. . o

Rest-times (sec):

Group 1 Group 2 Group. 3 Group k4
82.6 2.1 6.3 214.8
L. 3 16.3 7.1 63.1
16.9 8.0 83.3 6.5
4.5 3.k 21.5 59.1
77.5 17.5 1h.5 36.2

7.1 10k.9 18.6 90.2
5L.9 86.9 11.6 80.1

135.1 ' 35.8 16.2 78. 4
12.2 u8.2 35.6 75.9

148.2 31.3 70.7 113.1.
89.2 78.9 29.4 2.5
88.1 16.0 24.8 28.2

8.5 26.2

Run No. 109 (1-30-62)

Purpose: Physical properties.
Materials: ©Phase 1l: Water.

Phase 2: Anisole.
Dropping tip: 5. r,: 0.598 cm.
Induced sonic disturbances: None.
Rest-times: Mean: 20.&7, Median: 12.3, 10 percentile: h.7,

90 percentile: U5.3, Variance: 226.71.

Data-consistency test: Group effect significant at 5% level.
Comments: None.
Rest-times (sec):

Group 1 Group 2 Group 3 Group U4
61.3 57.0 6.3 11.7
Lh.6 50.8 21.9 2.5
28.5 55.9 5.1 32.4
10.8 28.1 10.9 8.3
23.9 2.6 8.3 16.6
5.4 45,3 10.7 5.5
b7 5.4 21.1 33.2 -
11.8 54.0 39.7 20.9
32.1 7.7 2h.3 8.0
18.0 6.1 38.8 23.3%
6.1 38.7 12.3 9.9
3.7 25.4 20.9 10.6
h.5 6.1
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Run No. 110 (2-2-62)

Purpose: Physical properties.
Materials: Phase 1l: Ethylene glycol.

Phase 2: Benzene.
Dropping tip: 5. re: 0.125 cm.
Induced sonic disturbances: None.
Rest-times: Mean: . 19.76, Median: 20.5, 10 percentile: 6.9,

90 percentile: 30.8, Variance: 39.26.

Data-consistency test: -Group effect significant at 1% level.
Comments: None. -
Rest-times (sec):

Group 1 , Group 2 Group 3 Group 4
5.4 11.1 22.3 19.5
4.5 6.2 31.0 31.2
13.9 7.8 20.5 21.5
6.2 7.8 27.8 26.5
12.0 13.5 32.0 27.1
13.2 13.3 24,3 25.8
10.4 26.7 29.4 Lo. k4
15.0 30.8 19.7 27.8
7.9 22.1 25.8 27.7
12.2 6.9 12.1 25.9
24.0 19.0 21.9 27.1
S 13.7 22.3 24.8 24.5
L 15.2 20.3

Run No. 111 (2-2-62)

Purpose: Physical properties.

Materials: Phase 1: Ethylene glycol.
- Phase 2: Benzene.

Dropping tip: 4. r: 0.159 cm.

Induced sonic disturbances: None.

Rest-times: Mean: 16.70, Median: 14.0, 10 percentile: 10.5,
90 percentile: 22.3, Variance: UL7.86.

Data-consistency test: Group effect significant at 1% level.

Comments: None.

Rest-times (sec):

Group 1 Group 2 Group 3 Group 4
bi.2 h.7 11.5 18.1
50.9 11.9 12.7 12.3
43,0 16.2 1k4.9 7.5
zh.8 1%.% 22.3 12.1
16.3 12.4 20.6 12.3
26.3 11.0 19.1 12.1
19.2 10.9 19.4 13.3
19.0 10.8 19.2 11.9
15.7 10.8 20.1 10.3
15.9 10.5 17.5 14.0
15.8 10.2 18.0 10.5
16.9 1k h 11.3 12.3%
17.k4 12.2
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Purpose: Physical properties.

Materials: Phase 1: Ethylene glycol.':
Phase 2: Benzene.

Dropping tip: 1. r i 0.19 cm. -

Induced sonic disturbances: None.

Run No. 112'(2-2-62)"

Rest-times: Mean: 2L.82, Median: :23.5, 10 percentile 9.0,

90 percentile: - 40.0, Variance: 60.81.
Data-consistency test: Group effect- significant at 1% level.

Commerits: None.
Rest-times (sec):

" Group 1 v ”JCroup 2 " Group 3

10.1 20.8 2h.5
h.3 L2k, b7
1k 18.L4 ho.2
12.7 15.5 54.8
5.8 -18.3% S 34,9
5.5 ©19.8 4871
- 9.0 S 13.1 25.1
13.8 23.5 38.1
6.4 18.5 28.5
16.1 ~15.9 26.9
11.6 234 23.7
20.% 16.0 59.1
15.3 ‘40.0 -
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NOMENCLATURE

Latin Letters

a--radius of ‘sphere in fiim?thihﬁing and spherioal‘shell models (cm).

a~-radius of cylinder after perturbation- (cm). o

~a--half of time duration of perlodlc dlsturbance (sec)

a--capillary constant (cm

ao-—radlus of cylinder before perturbatlon (cm)

A--area covered by wave system set up by falling drop (cmz)r

A, A --constants. ' '

A—-horlzontal coordinate of fluid particle in trochoidal wave theory,
when wave léngth becomes zero (cm). |

b--parameter describing amplitude of trochoidél weie; also vertical
coordinate of fluid partlcle when wave length becomes zero (cm).

B, B --constants.

c—-radlus of disc Kom).

c--velocity of propagation of a trochoidal wave cm/sec).

c--velocity of propagation of sound in avmedium cm/sec).

l 2;03--constants

" C--concentration of solute (g mols/l

[

C--constant.

C==~concentration of solute in oil phase (g mols/l).

0
Cp-—phase veloc1ty of waves (cm/sec)

C --concentration of solute in water phase (g mols/l
d—-separatlon distance in mlcrophone callbratlon (cm)

ds--differential surface element (cm ).

oc

dv--differential volume element (cm3).
D--constant. o B
e --open-circuit voltage'responSe of test microphone to sound source

(vV)- ,
egc——open-circuit voltage response of reversible microphone to sound
source (V).
E--trochoidal wave total energy per unit wave length by unit width

(ergs/cmz)
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E--voltage (V).
Eg-—trochoidal wave gravitational potential energy per unit wave-
length by unit width,(ergs/cm2

EK-—troch01dal wave kinetic energy per unlt wavelength by unit width

(ergs/cm

E --troch01dal wave surface potentlal energy per unit wave length by
unit width (ergs/cm ) ‘

ED--average rate of energy dlss1patlon due to viscosity per unit
wave length by unit width (ergs/cm sec).

Ew—-average energy content of surface waves per unlt wavelength by
unit width (ergs/cm

E' ~-=-open c1rcu1t voltage response of test mlcrophone to revers1ble

oc
transducer (V).

E --voltage dr1v1ng revers1ble transducerA(V).

f(t)--random disturbance as a function of tlme

f(r/a), f(r/vl/3 )--function used in drop-= volume method for determining
interfacial tension.

F--force in film-thinning model ({dynes).

F--tensiometer ring correction factor.

F FD-—upward and downward forces, respectlvely, 1n qua51 equilibrium

s
’ force balance (dynes)
g——acceleratlon due to grav1ty cm/secz)-
(m)-—true frequency spectrum of random dlsturbance
g(wb ~=-frequency spectrum of random disturbance given by wave
analyzer at angular frequency settlng, My -
h--half thickness of flat film (cm)
h ~~thickness of spherical shell (cm ,
H--dimensionless film thickness, equals h'/a.
H.L.B. ——hydrophlllc llpophlllc balance
¥om--y (@) = a6 + 1533).
i--1 = /-1 .
I--current (amps).

I; --current driving reversible transducer (amps).
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J(p)--function of p. defined by Eq. (19). :

k, k --wave number, equals 2n/A  or Zn/kn , respectively (cm_l).

k--constant.

- k(@)--function of ¥ used in finding solution to differential equation.

Kl~—term in treochoidal wave theory, equals 1 + ezbk.

Kz—-term in trochoidal wave theory, equals 2'ebk.

K(e, urab)-Qband width accepted by wave analyzer.

L--defined by Eq. (84).

L--inductance (henries).

L--distance between centers of gravity of drop before and after it falls
to interface (cm). '

M--defined by Eg. (84).

M--tensiometer reading.

-'Mg Mg --voltage sensitivities of test microphone and reversible

transducer, respectively (volts/dyne/cmz).

‘n-=-index.-.

. n--outward normal to a surface.

N--defined by Egq. (84).

»'Nﬁ*j N¢'£A ¢—-rate of flow in spherical shell channel at @ and
@ + nF, respectively (cm3/sec)-

p--angle defined in Fig. 3 (degrees-or radians).

P--power (watts).

P, P.--pressure in spherical shell film at angle p and at vertical

0
axis, respectively (dynes/cmz).
P, Prms --sound pressure amplitﬁde and rms sound pressure, respectively
(dynes/cmz). _ |
PI,‘l’ PI, o PII, o PII, 3’-—pressures at interfaces I or II, in phases

1, 2, or 3 (dyhés/cmz).

P(p)--trigonometric function of p defined by Eq. (15).

Pn(u)--Legendre polynomial of order h. » _

d, qn——growth constant in stability analysis when g 1s real;
q = Cpk when q is imaginary (sec—l).

. . . . 1
qv-—growth constant considering viscous damping (sec ).
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Q(p)--trigonometric function of p defined by Eq. (3).
r--radius coordinate in spherical coordinate system.
r--dropping tip radius (cm).

re—-eQuivalent spherical radius of drop, defined by v=4/3 = rgA(cm). .
R--dimensionless radius, equals r/a.

R--resistance (ohms).

Rr-radius of tensiométer ring (cm).

R--gas constant (dyne em™ %1 g mo1 ™t OK_l)-

R,> R,--defined by Egs. (52) and (54), respectively.

s
R%r)--radius-dependent variable in spherical shell. stability model.
s--dimension defined in Fig. 3 (cm).

S--surface area of cylinder (cmz).

t--time (sec).

tor~time displacement of random disturbance. from the origin of time
scale (sec).

t, tm’ t --mean, median, 10 percentile, and 90 percentile

%.10° *0.90
drop rest-times, respectively (sec).
T--absolute temperature (°K) .
u, ug(r, @)--velocity and tangential velocity as a function of radius
and angle @ , respectively (cm/sec).

(t2 - t,) from spherical shell model

1)

T--T =

(t2 - tl) from flattened-sphere model

. v--volume of liquid drop (cm?bo
V--volume of cylinder or shell (cms).

w--dimension defined in Fig. 3 (cm).

w--defined by r = éw.

x—-Cartesién coordinate.

x--defined by X = kx.

XL--inductiVe reactance, (ohms). |
X{(@)--angular dependent variable in spherical shell model.
y——Carfesian coordinate.

z--Cartesian ccordinate.

7--impedance tohms).

7°--impedance of reversible transducer (ohms).
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Greek Letters

a--amplitude of a wave on a Rayleigh cylinder, at the upper interface of
a flat film, or at interface I of a spherical shell film (cm).
ahJ n’ Ct_hJ n—-amplitude of waves of wave number kn at upper and
lower interfaces of flat film, respectively (cm).
B--amplitude of a wave at the lower interface of & flat film or at
interface II of a spherical shell film (cm),
v--amplitude ratio, equals a/ﬁ.
I'--height of crest of trochoidal wave above trough (cm).

1,2 P : e .
I'.’"--surface excess of component 3 relative to a dividing surface where

3
components 1 and 2 are present in their bulk concentrations
(g mols/cmz).
& (w-m. )--Dirac delta function.

A—-figite change in a quantity.

€--measure of narrowness of band width of wave analyzer.

€--defined by € = z + h. v ,

nhf n—h’ nI, ”11 --elevation Of’upper‘and loﬁer surfaces of a.flat £ilm,

. ‘ " surfaces I and II of a spherical shell film,

respectively (cm).

f--azimuthal angle in spherical coordinate system, defined by
X=rcos8sing, y = r sin 6 sin Z.

f--defined by 6 = g (pi-pé) - okZ,

6--parameter used in describing surface of trochoidal wave, defined
by 6 = kA + gt.

A--wave length (cm).

A--number of particles contributed to a system by a molecule.of solute,
used in computing surface-excess quantities.

u--defined by p = cos ﬁ; |

pl) u2~—absolute viscosity of phases 1 and 2, . respectively (poises or

cp)-

v--frequency (cps).

v,--set point of wave analyzer (cps).

E-~defined by & = z - h.

t--defined by Eq. (60).
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pl) pz’ 93J Ap——densities of phases 1l, 2, and 3, and density difference,
respectively (g/cm3),

o--surface or interfacial tension (dynes/ecm).

02--statistiégl variance.

Z--summation opératér.

Z--surface area over which integration is to be ‘performed (cmz).

T--viscous damping.constant (sec—l).

g--=polar angie in spherical coordinate system, defined by X =r cos 6

sin @, y = r-sin 6 sin #.

®--velocity potential (cmz/sec). |

¢--viscous dissipation function (ergs/sec_cm3)-

X--defined b‘y Eq. (1k4).

V--defined by V¥ = -8 (pl - p2) - ckz.

W(g)——angulaf dependent term of,;élocity distribution in spheriéal
shell, defined by Eq. (4).

w--angular ffequency, equals 2= v (rad/sec).

ab-—angular frequency of a discrete disturbance (rad/sec),

-—angular«fréquency sét point of wave analyzer (rad/sec)t

@

» 2
Q--potential term in equations of motion (cmz/sec ).

- ‘Other Symbols

V--nabla or del, vector operator.

2 .
V --laplacian operator.
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