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. BETA DECAY OF THE LAMBDA HYPERON 

William Joshua Singleton 

Lawrence Radiation Laboratory· 
University of California 

Berkeley, California 

May 5, 1)64 

ABSTRACT 

Lambda hyperons were produced by stopping K- mesons in the 

Berkeley 30-inch heavy-17quid bubble chamber filled with a 76% CF3Br -
\ 

24% c
3
H8 mixture by wei~t. A total of 230 000 useful pictures was 

taken and scanned for decays of the type A ~P + e- + v and for the 

normal decay mode A ~ p + 1r-. There were 192 000 A decays in the film. 

Three methods for identifying A~ decays were used. The most successful 

method of d~termining the branching ratio r; (A ~p + e- + v) I 
((A ~ p + 1(-) + (A .~ n + 1( 

0
)] made use of the A~ decays with electron 

tracks that either stopped in the chamber or had high curva~ure. The 

remaining ~-decay candidates were selected by kinematics or by 5 rays •. 
I 

The best value obtained is r = (0.82 ± 0.13) x 10-3. 

The form of the AA decay interaction was studied by measuring the 
1-' 0 > 

distributions of proton transverse momentum and of the angle between 

the proton and electron projected on the plane normal to the A direction • 

Measurement errors and selection biases were folded into the theoretical 

distributions for different forms of the interaction.· Comparison of 
. . 

· the modified theoretical distributions with the experimental data shows , 

that a·pure tensor interaction is ruled out w'i.th 99% confidence. 
' 
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Assuming the interaction to be only V a:Qd A, · leA / CV I >0.5 with 99'/o 

confidence •. Both V-A and pure axial vector interactions are compatible 

with the data • 

.,·.· 

•.l \: 

\ 

/ 

,· 

.. 

< •• • .-



I. 
I 

.... 

' .~ 

-1-

I. INTRODUCTION 

The twofold purpose of this experiment was to measure the branching 

ratio for lambda·~-decay (A ~p + e- + v) and to investigate the form 

of the decay interaction. 

A value for the branching ratio was first predicted by Feynman and 

1 2 Gell-Mann on the basis of a proposed universal V-A interaction.' Their 

hypothesis of "universality" stated that all weak interactions involving 

four fermions should have the same strength as well as the same form. 

Experiments on muon decay, nuclear ~-decay, and ~ capture seem to con-

firm the idea of "universality" if small deviations from theory are 
' 

attributed to renormalization effects of the strong interactions. 

Neglecting renormalization, Feynman and Gell-Mann calculated the 

branching ratio for A~ decay to be 16 x 10-3~ Early experiments on 

hyperon ~-decay soon indicated that the prediction was about an order 

3 ' 4 of magnitude too high. A more recent experiment by Aubert et al. 

. ( +1.5) -3 gives a value of 3.0_1 •2 x 10 for the branching ratio. The deter-

mination of the branching ratio in the present experiment, which has 

been published previously? gives a value of (0.82 ± 0.13) x 10-3. 

The discrepancy between the predicted branching ratio and the 

experimentally found values has been commonly attributed to renormal-

ization effects, which cannot be calculated because of the lack of . 

an adequate theory for strong interactions. However, it is possible 

that the V-A form of interaction does not apply to hyperon ~-decay or 

that the cocept of "universal strength" needs modification. 
6 . 

Recently, Cabibbo has proposed a theory of leptonic decays of 

· strange particles based on the octet version of unitary symmetry for 
.I 

/ . 

I . 
I 



strong interactions and the V-A theory for weak interactions. He uses 

a modified form of "universality" that introduces into the theory a 

parameter which must be determined by experiment. Sakurai7 has inter-

preted recent experimental data and recalculated the value of the 

parameter previously evaluated by Cabibbo. He uses this parameter to 

relate the A~ decay rate to the ratio !xl of the axial vector to vector 

coupling constants. A determination of the branching ratio will then 

lead to a definite prediction of the ratio- lxl = !CAI/ICvl· 
. 8 

A theory by Cornwall and Singh also relates the A~ rate to the 

ratio lxl, but with a different expression. An experimental determina­

tion of both the A~ decay:\branching ratio, r, and the ratio lxl is 

necessary to test these different theoretical proposals. 

Using the branching ratio found in the present experiment, r = 

(0.82 ± 0.13) x 10-3, one obtains from Cabibbo's theory a value lxl = 

0.94 ± 0.12, i.e. nearly an equal mixture of V and A. Using the same 

value for the branching ratio in the theory of Cornwall and Singh, one 

obtains the value lxl = O.o6 ±g:~ , i.e nearly pure .vector. 

Baglin et al.9 have recently studied a sample of 92 A~ aecays and 

concluded that a pure vector interaction is very unlikely~ Their 

result is consistent with the prediction of Cabibbo's theory, but 

inconsistent with that from the theory of Cornwall and Singh. 

The present experiment was done in collaboration with the high-

energy physics group at University College London and several indivi­

duals contributed to the analysis of the branching ratio~. For complete-

ness, all phases of the analysis are reported, although the independent 

work of the present author concerned mainly the determination of the 

. .... 
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branching ratio from the A~ decays. identified by kinematics, and the 

study of the form of the interaction. 

The first part of this paper describes three methods for identifying 

lambda beta-decays. The branching ratio is calculated separately from 

the events found by each method. The second part describes the study 

of the form of the interaction using the proton momentum spectrum and 

angular correlations in the laboratory system. 

'· 

.. , ... 

·.·· 

" . -'-:- r·.5 ·. 

·j 

I~ 
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II. EXPERIMENTAL PROCEDURE 

A. Exposure 

Approximately 300 000 A hyperons were produced in the Berkeley 
10 .· 

30-inch propane-~reon bubble chamber by a beam of stopping K- mesons~ 

The chamber was in a 13 KG magnetic field and was filled with a mixture 

. of·24% c
3
H8--76% CF

3
Br by weight. This mixture was a compromise 

between a medium in which accurate momentum measurements could be 

made, and one in which electrons could be easily identified. The 

composition of the mixture was checked by measuring its density. This 

was done by removing a sm~ll sample of the liquid at operating condi-

tions, measuring the density in the gaseous phase, and allowing ~or 

the ratio of expansion. A check on the density was made by using it 

as a free parameter in the range-energy relations and constraining 

the A mass to 1115.36 MeV. For this a sample of A ~P +~-decays 

in which both secondaries stopped were used. The properties of the 

chamber liquid are summarized as follows: 

Properties of the c3~--CF3Br Mixture 

Percentage composition 

Operating. temperature 

Operating pressure 

Density (at operating conditions) 

Radiation length 

24% c
3
H8--76% CF

3
Br 

37° c 
283 lb/irt

2 

0.89 g/cc 

22.5 em 

The K- beam,. designed by Murray et al.~ had a momentum of 800 

MeV/ c.. This momentum was reduced so that the K- 's would ·stop in the·.· 

chamber and produce a maximum number of hyperons. The A's, produced 

.r: ,· 

. ,.· 

·.,. 

I· ·, 
by the interaction K- (at rest) + nucleon ~A + fragments, had relatively ; 

'Iii. 

·, · .. 

... 

v. 

I 
f. 
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low momenta and therefore gave easily identifiable decay products. 

The momentum of the K- mesons was first reduced to 550 MeV/c by 

copper absorber placed directly before the chamber. It was further 

.reduced to 440 MeV/c by a ·one-inch copper plate inside the chamber, 
.. ,_. 

five inches from the entrance. Two-thirds of the K- mesons interacted 

at rest.and most of the others interacted in flight. 

To allow good ionization measurements, the chamber was operated 

so that minimum ionizing tracks had 7 to 10 bubbles per em. However, 

electrons could not be distinguished from pions by ionization because 

of the relativistic rise in electron-track bubble density. Gap-length 

measurements yielded 1.2 to 1.3 x minimum ionization .for 100 MeV/c 

electrons. This is indistinguishable from the 1.3 to 1.5 for pions 

between 140 and 200 MeV/c, the most probable momentum range for those 

pions that did not stop i~ the chamber. 

A total of 230 000 useful pictures was obtained with an average 

of about three K's per picture. 



r 
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B. ScanningProcedure 

-All of the film was scanned for the normal decay mode, A ~p + ~ , 

as well as for the A~ decay mode, A ~p + e- + v. Both types of events 

were required to have a visible production origin. 

Normal A decays were identified by comparing scan-table measure-

ments of momenta, angles, and ionization with kinematic curves. Each 

event was recorded, but only those with a negative track longer than 

II II 
15 em and leaving the chamber were measured on a Franckenstein or a 

digitized microscope. The measured events, which represented about 

2% of those recorded, were processed by the FOG-CLOUDY-FAIR data 

12 reduction programs. Events which turned out to be inconsistent with 

the assumption of a normal A decay were examined further as possible 

A~ decays. 

Lambda beta-decays were recognized at the scan-table either by 

the electron track characteristics of high curvature and large 5 

rays or by the special kinematics of the decay. They were selected. 

by one of the following criteria: (a) The vector Iffrom th~point 

of decay to a point along the negative track passed through a maximum 

value (Fig. 1); (b) the negative track was longer than 15 em, left 

the chamber, and had a 5 ray greater than 1 em, as measured in a scan-, . 

table projection; (c) the negati~e track left the chamber and was too 

long for a A mesonic-decay as· calculated from the proton momentum and 

opening angle. Events selected by criterion (a) will be called "R · max 

events". 

chamber. 

Eighty percent of these had electrons that stopped in the 

Those selected by criterion (b) and'(c) will be called "5 

ray events" and "kinematic events", respectively •. 

/ 

"· · ... 

-:.-_. 

·.· .· .• 
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All events interpreted as ~-decays,at the scan-table were measured 

l ., r 
I 
i 

and rejected if found inconsistent with this interpretation. Measure-
I .. 
j 

""' 
ments of the electron momenta were sufficiently uncertain so that the 

i test was primarily on the transverse momenta of the protons. 
' 1 
! 

~ 
To determine the scanning efficiency for the normal A decays, -io% 

/ 

' i 
of the film was scanned a second time. By comparing the two indepen-

dent scans, and assuming that all events were found with the same 

! probability, the efficiency was calculated to be 0.89 ± 0.01. However, 
·------

. if certain decay configurations were often missed, the calculated 

efficiency would be too high. The most difficult configurations to 

identify were ones with a:. very short proton or with the pion and 
'. . 

proton colinear. If these were consistently missed, the bias would 

be at most 3%· To check that the scanners were not accepting a large 

percentage of background events, the second scanner noted questionable 

events which were found in the first scan. Examination of these events 

revealed that, on the average, 2.5% of the events accepted as normal 

A decays were spurious events. -This estimate agreed with the percentage 

of events failing the constraints program from a random sample of about 

1 000 events identified as normal·A decays. 

About_ 50%.of the film was rescanned just for the R type of max 

~-decay. To determine the efficiency of the second scan, each scanner 

was given film containing events found by others in the first scan. 

The average efficiency of both scans was 0.87 ± 0.05. 

The scanning efficiency for ~-decays with 5 rays was determined 

by rescanning film that contained many of the events identified by 5 

rays on the first scan. The average efficiency for 5 ray events was 

found to be 0.67 ± 0.15 

. : 

! . 
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The efficiency_for recognizing A!3 d~cays by kinematics was deter­

mined in a similar way. This efficiency was found to be 0.90 ± 0.07. 

The first two columns of Table I list the number of events found 

in·each category and the corresponding scanning efficiencies. The 

three groups of events were kept distinct and analyzed separately 

throughout the experiment. 

{ -
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C. Backgroundr .. 

Some There were several sources of background. to the A~ events. 

were large and difficult to estimate, but these could be eliminated 

by further acceptance criteria. The remaining sources of background_. 

could be calculated and subtracted. Some sources of background 

simulated all three types of ~-decays, whereas others affected only 

one type. 

A fraction of the A~ decays have a very short proton track • 

· .. 

These can be simulated by asymmetric electron pairs in which the posi-

trori is too short to be distinguished from a proton. This background 
I 

\ 

was eliminated by accepting only 4~ decays in which the proton track 

was longer than 2 mm. 

Lambda beta decays can also be simulated by events caused by 

a neutron striking a carbon nucleus which subsequently emits a proton 

and then ~-decays. The highest energy electron from such a process . . 
is 13.6 MeV from the decay of an exited state of B12• Electrons with 

this energy have a maximum range of 8.5 em. These events were excluded 

by accepting only those ~-decays with electrons longer than 9 em~ 

The fraction of real A~ decays excluded by the selection criteria 

on the proton- and electron-track lengths, is 0.10 ± 0.03. To calculate 

this, the measured A-momentum spectrum (Fig. 2) was used in a relativistic · 

three-body phase-space calculation. The 3% error reflects the uncer-

tainty in the A-momentum spectrum and in the C. M. electron momentum 

spectrum. 

The next few sources of background which were considered turned 

out to be unimportant in this experiment. Some of the ~~ decays 
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emitted protons which left the chamber •.. , .. It is possible that this type.··. 

of event could be simulated by a K2 decay, or by a 1..1.- entering the 

chamber through the top or bottom glass and emitting an electron near 

a K- interaction. Fifteen events had protons leaving the chamber, 

but each could be identified as a ~-decay by the ionization of the 

positive track. 

Another possible background could come from neutron stars con-

sisting of a proton and a ~o which emits an asymmetric Dalitz pair · 

in which the positron is not seen. The visible proton and electron 

·tracks would appear to come from a A~ decay. The chance of a positron 

from the Dalitz pair being less than 0.3 MeV and,·hence, passing 
.. 

unseen is about 4 x 10-3; adding to this a 1 x 10-3 chance that the 

positron will annihilate in the first millimeter, gives the total 

chance of missing the positron as 5 x 10-3. One in 80 ~ 01 s emit a 

Dalitz pair, so the probability that such a neutron star will simulate' 

a A~ decay is 6 x 10-5. A search for electron pairs pointing back 

to proton recoils led to an estimated total of 200 neutron stars 

emitting ~o mesons. This background, therefore, would be only one 

4 event in about 10 A~ decays. 

A y ray f~om the type of neutron star just mentioned couldcpro-

duce a Compton electron near its origin. Such an event would be 

similar to a A~ decay. Observation of Compton electrons pointing 

back to proton recoils provided an estimate of 1% for this background. 

.Two .percent of the pions from normal lambda decay emit muons in 

flight and two-thirds of these muons emit electrons after coming to 

.rest. Such events may have the general appearance of a ~ decay, 

·.,; 

' '• 

:.,), 

1. 

.-•:. 

··. ·_; 

~ ' ... •, -. ~: 

. \ ~: . 

' "' . ' 
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but the dark track of the stopping .muon always contrasts sharply with 
·":·,· ' 

the light track of the electron. Usually there is also a_kink between 

the muon and electron tracks, and one has no trouble in distinguishing 

these events from Af3 decays. There are some cases where the pion in 

flight emits the muon in the opposite direction so that the ~ has no 

detectable range in the chamber. The decay electron would then 

appear to be a continuation of the pion track. Only slow pions can 

emit muons nearly at rest in the lab system. These pions have an 

ionization of at least 2.5 times minimum for a distance of 1 em before 

the decay point, and the change in ionization after that point can 

be easily seen. 
I 

\ 

A further conceivable contamination from these A decays with a 

~-~-e sequence is the case where the lines of flight of the ~ and ~ 

are opposite to that of the proton. If the ~ and, hence, the ~ had 

very low momentum their tracks could appear to be part of the proton 

track, so that only the proton and the decay electron would be re-

cognized. For one of these events to cause confusion the ~ must make 

an angle greater than 170° with the proton and have a momentum less 

than 45 MeV/c. With these limits, this background is calculated to 

· be much less than one event in the film. 

The sources of background outlined so far are expected to give 

less than two spurious events in the experiment. 

The main source of background for the 8 ray events was caused 

by the stray Compton electrons in the chamber. Such a Compton electron 

originating near a ~ track may appear to be a 8 ray on an electron. 

track. To cause confusion, the Compton electron must begin within 

/ 
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some effective volume around the 1C.tracl5.~ The size of this volume 

was estimated by studying the subjective acceptance criteria for 
I . 

o rays. The average effective volume for pions with lengths exceeding 

15 em and leaving the chamber was found to be 0.6 cm1 which is 1.6-x 

10-5 the total volume of the chamber. An average of 35 Compton 

electrons were found per picture, so the probability that one of 

these pions has a simulated o ray is about 1 in 1 800. This result 

agrees with that found by scanning for simulated o rays on stopping 

pions, K mesons, and protons, where o rays of l em are impossible. 

The background was calculated to contribute 17% of the events identi-

fied ·by the o ray method. : 
\ 

The major background for the kinematic · events came from mesonic 

A decays in which the 1C emitted a ~ in the forward direction and 

the ~ left the chamber. In such a case the total length of the 

· ... · negative track may be longer than the permitted 1C range. To estimate 

this background, a Monte Carlo program was written to simulate A(1C ~~) 

events which satisfied the scanning criteria for kinematic ~ decays. 

The results revealed a large background that depended strongly on 

subjective scanning criteria. Due to the difficulty in calculating 

this contamina~ion, stricter acceptance criteria were adopted for 

the kinematic events. These criteria, described later, selected a 

background-free sample of kinematic ~ decays and allowed a simple 

estimate of the excluded fraction. 

A background still remained due to neutron stars that produced 

a proton and 1C- simulating the A~ kinematics. Film was scanned 

.·.:· 

' '~·· 
. ··: ,·., 

.,· . .·.•: . , .. 
'• ,· ·_.; 

,I 

r ' " ·~ • ' ;_ :' •· 

:~··.· 

for neutron stars of this type that were not associated with acceptable , 

.. 



! .. 

··-·---

.. 

-13-

origins. A lifetime cutoff was used to~,select these events. Geometric 

factors were then.used to determine the background of neutron stars 

that would simulate A~'s by occuring near a K- interaction. This was 

found to be 1.7 events, i.e. 10% of the number of events 1n the 

category. 

. ' 
' \ 

·. ·~· 

! ,· 
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III. DETERMINATION OF THE BETA, DECAY BRANCHING RATIO 

A. Introduction 

Because the three independent means for identifying A~ decays 

have different detection efficiencies, the branching ratio has been 

calculated separately in each case. Our general procedure was to 

apply corrections to the number of events observed, for scanning 

efficiency, for the selection bias introduced by the minimum track 

length requirements, and for the effects of background. The detec-.. 

tion efficiency of the chamber was then calculated for the three 

.. 
·• ':"i."':: _:{. 

. ·. 1 

'•')';;. 

.. ,.·,. 
. ·. ' ~ 

':'' 

. ;_·." 

,.', 

::'·;·:. 
····. ·, 

categories, and the total number of ~-decays was determined from the 
\.., 

· ' observed number. 

The branching ratio, r, is defined here as the ratio of the 

· number of A~ decays to the number of A me sonic decays. Assuming 

that two-thirds of the A mesonic decays go via the charged mode73 

the total number of A mesonic decays in the experiment was found to 

' ... ~ ' 

. ·., 

be 322 000 ± 10 000. The error includes the statistical error, the :, · 

error in scanning efficiency, and the maximum effect of the· scanning 

biases mentioned on p. 6 •· 

. -~--- < , _ _, 
.·:· ... .. ,. 

... · . 
. · · .... ,._.·.' ~ ' -
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~ • i . 

(. 

. ·,,··. 

. ' .. ·-: 
·, -;: ,\ -·' 

I ' • I, • ·, • , .. , 1 ,' ~ ' • 

.·._·.· 
·,:· .:."··' ··-· . 

. .. I 

. ,·, 
·•. 

., ,.·_,. 
; .. 

' . ' 
. ' 

.· '•,' 

.·. ~ . 

'')): 
-·.<: ~,- .• 

.,:;__· 

·. · .... _·. 

' ~- ·~: :- . 

'· ·-



B. 

-15-

Branching Ratio .From~ Events 
~~--~~~--~------m:ax~-----

To determine the fraction of all A~ decays that exhibit the R 
1-' max 

. property in the chamber (described on p. 5), a Monte Carlo program, 

14 written by D. J. Miller, was used to simulate the formation of 

electron tracks from AI) decays. The program initiated electrons 

from the co-ordinates of a random sample of 208 normal A decays 

found in the chamber. The direction of the e- was chosen at random, 

.... -- which. was justified by the observation that the pions from normal 

"\·· 

A decays showed no detectable correlations with any direction in the 

chamber. The initial energy of each electron was chosen from an 

energy spectrum (Fig. 3) derived by folding the A-momentum distri-

bution of Fig. 2 into a phase-space electron-energy spectrum in the 

center•of-mass system. Six tracks of different energies and direc-

tions were initiated from each origin. 

The tracks were generated in consecutive segments of 0.9 em, 

and four effects were simulated in each segment. First an energy loss 

due to collision was evaluated, taking into account the energy at 

the beginning of the segment. Next, the magnetic bending corresponding 

to the momentum and dip angle was calculated. Finally; random choices· 

were made of both multiple scattering and Bremsstrahlung energy loss. 

At the end of each segment a new energy, position and direction were 

computed and a further segment begun. This process continued until 

either (l) the energy dropped below 1.5 MeV and the particle was 

considered to have stopped, or (2) the track passed through R • max 

The final energy of electrons, the detection efficiency as a function 

of dip angle and of initial electron momentum,and the total track 

I 



~ ·, '· ' 

•. ~ 

-16-

lengths were compiled and printed •. 
' ' . 15 

The theory used for collision loss was that .of Sternheimer. 
. . . . . ~· 

The radiation loss was calculated from Heitler's analytic formula 
. . 17 

using the exact cross-sections given by Koch and Motz, and the multiple 

18 scattering theory is that described by Barkas and Rosenfeld. 

The program was checked against the behavior of a sample of 

.electrons with a known energy spectrum, provided by 1-L mesons that 

stopped in the chamber and decayed. The co-ordinates of the origin, 

the initial direction of the electron, and the value of R (if max 

existing) were recorded for 170 of these 1-1- decays without any 

restriction on the electron dip angle. It was observed that (62 ± 6)% 

of the electrons went through a maximum radius vector. The program 

predicted (65.5 ± 2.5)% using the same origins and an electron spectrum 

1 given by the tv10 component neutrino theory (p = 0. 7 5) • The observed 

. y 

and calculated mean values of R were 6.80 em and 6.95 em respectively, max 

and the shapes of the distributions of R were found to agree well. max 

This confirmation of the accuracy of the program for electrons 

of energy less than 50 MeV was satisfactory from the point of view 

of its applicat~on to the generally higher energy electrons from 1\.t3 

decay since· the main uncertainty was due to Heitler's approximation 

for Bremsstrahlung below 40 MeV. In addition} ~s Of the program 

were made with small changes in the values of the radiation loss, 

collision loss, and magnetic field. Also, runs were made without 

,. ~ . 

. •, .· ~ . 
multiple scattering. In every case the effect on the detection . ~: . . .;- ~.- ·. \ ..... 

....... :"·· 
.... <" 

efficiency was small •. 

The detection efficiency for R· events having negative secondaries· ·· '· • max 

:. ' ~· 

! 
f 
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with dip angle < 30°, was found to be 0~60 ± 0.02. The error arises 

from the statistics on the number of A decay origins fed into the 

program. The dip angle requi·rement was found to be necessary in 

practice because steeply dipping electrons that pass through R max 

can be confused with stopping pions. The requirement removes half 

of the total number of A~ decays from consideration by excluding half 

of the total solid angle. 

The number of events detected by the R criterion and satisfying max 

the dip angle requirement was 62 and the scanning efficiency for 

these events was 0.87 ± 0.05. The correction of 0.10 ± 0.03 had 

to be applied for events :\excluded by the requirement that the range 

of the proton should be > 2 mm and that of the electron > 9 em. The 

Monte Carlo Program described here was used to obtain the part of 

this correction due to electron tracks being too short. This contri-

bution amounted to 4%. When these various factors were taken into 

account, the number of leptonic decays was estimated to be 62 / (0.60 

x 0.50 x 0.87 x 0.90) = 264 ± 40. Dividing this by the total number 

of A decays, 322 000 ± 10 000, the branching ratio becomes r = (0.82 

± 0.13) ~ 10-3. 

...} ' 

i. 
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.·_.:: c~ Branching Ratio From·o Rays 

Events with negative secondaries leaving the chamber·· and having 

o rays greater than 1· em were recorded as possible A~ decays. · The 

cutoff of 1 em was chosen because only 1.5% of the pions from no~~ 

A decay have enough velocity to produce such a o ray. For each o 

,ray event the proton momentum and the opening angle were used to 

calculate the pion momentum corresponding to mesonic A decay. Events 

·-- --· were . rejected for which this pion momentum was sufficient to produce 

a o ray of the observed length. 

To insure reasonable scanning efficiency, the o ray events were 
i 

required to have negative'tracks longer than 15 em. Twelve events 

:r·. 

'' .., 

~ . ./ 
-· 'l . .. ; 

,, 
·."' 

'·.-·--,:: . ' 

. ·._. 
',.' ' ... :··. 

. . I -~ ~- ·,· .... 

. ·.- __ · •. . ... 
· .. · :_ .. 

.·)·-

'.-
.•_··' 

·' . . . . 

. , .. , .,. 

·. of this type were found. The t~tal number of A~ 1 s was deduced from · 

these events by assigning to each a weighting factor equal to the 

:: .... ·· 

inverse of the probability that its electron should have produced 

a o ray of the required length. 
. 1 .. 

The weighting factor is [1 -exp ( -.l/A)]~ , ·.·· 

where~ is the electrons's path length and A is the mean free path 

for producing these o rays. 

In practice it was necessary to use the horizontal projection 
: .''' 

of the o ray, since multiple scattering makes it practically impossible 
j .-~ 

· to meas:ure the iength in space. Thus, A in the expression for the 
. . '--~ ' '. 

weighting factor does not have its conventional meaning. Its value 

was determined by scanning for o rays on high-energy electron pairs. 

The weighting factor method was checked by applying it to the . : . , .. -· :.• 
. ' ~ .... · _: ; .:. ... -: 

· Rmax events (with no electron dip angle cutoff) . w~ich happened to : 'r , ~ 

have o rays. There were 29 Rmax events with o rays and their weighting 
' 

factorsi. predicted there should be altogether 69 ± 14 R events. ·· max 

~ '. 
. : ' . 

'.--~- --~ :: 
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There were actually 79 R events, wh .. ich is very consistent with the · max 

prediction~ · 

A background of 2.1 events due to stray Compton electrons, esti­

mated on'p. 11, was subtracted from the 12 observed events leaving 

9. 9 o ray events. These had an average weighting factor of 2. 5 wi:l:i.ch . 
I 

implies that 40% of the decays with tracks longer than 15 em and leaving 

the chamber before passing through R have o rays •. The Monte Carlo max 

program for simulating electron tracks has computed that (18 ± 4)% 

of A~ decays will have such a length of negative track. Allowing, 

further, for 6% of all events lost because the proton range was less 

than 2 mm and for the scanning efficiency of. 0.67 ± 0~15, the observed 
\ " 

o ray events represent (4.4 ± 1.5)% of all decays. The branching ratio 

from the o ray events is then r = (0.70 ± 0.31) x 10-3. 

'. 
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D. Branching Ratio From Kinematics 
~\·. ' 

: ·.· .. 

. · Some of the A~ decays that cannot be· detected by the Rma.X or 5 

ray methods can be identified by kinematics. The problem is to eliminate·. 

the background coming mainly from normal A decays in which the negative 

secondary leaves the chamber. The A~, being a three-body decay with 

one invisible decay product, d~ffers from the two-body decay in that 

the two visible tracks will not in general balance transverse momentum 

or lie in the same plane with the A line-of-flight. However, these 

differences cannot be used with confidence to separate A~ decays f~om 

mesonic A decays, mainly because some A's scatter before decaying. 
I 

For scattered A's with n6 visible recoil the measured line-of-flight 

is wrong, and the two-body kinematics appears to be inappropriate. 

This is the reason for adopting the requirement that the negative 

track length be greater than that calculated for a normal A decay 

using the proton momentum and opening angle. This criterion does 

not depend on the A line-of-flight measurement. 

To eliminate the further background of A(:rc -+ ll) decays.! one must 

determine the maximum negative track length (L + i ) from such a 
:rc ll 

decay, and require the kinematic events to have .a yet longer negative 

track. First, all candidates were required to have a negative track 

length of at least 15 em. For a normal A decay to have a 15 em 

negative track it must emit a pion with a lab momentum of at least 

100 MeV/c and this pion must immediately emit a ll in the forward 

direction. Therefore, events with configurations that would accompany·.­

:rc momenta of less than 100 MeV/c, but have have negative tracks greater. 

than 15 em, are clearly not A(:rc -+IJ.) decays. Separation of the 

I 
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background was ~one by plotting all prospective kinematic events on 

a diagram similar· to Fig. 4. In this plot the opening angle is on 

the ordinate and the proton momentum on the abscisa. The line is 

the curve· of constant pion momentum equal to 100 MeV/c for normal 

A decay. All A(~~~) events with negative tracks longer than 15 em 
J 

fell below the line, and the events falling in the region above were 

accepted as A~ decays. 

Monte Carlo ~-decays were likewise plotted and 0.47 ± 0.04 of 

them fell in the background-free region. It has been estimated 

previously that 0.18 ± 0.4 of all A~ decays have an,electron length • 

of 15 em and leave the ch~ber before going through R • The correc-
. \ ~X 

tion for the proton length cutoff of 2 mm is much less than one event 

in. the background-free region. Seventeen events were found with a 

scanning efficiency of 0.90 ± 0.07. A 10% neutron star background 

had to be subtracted, leaving an equivalent of 15-3 events~ These 

represent.(7.6 ± 2.7)% of the total number of A~ decays in the film.· 

( 6 ) .. 3 . From kinematic events the branching ratio is r = 0. 2 ± 0.22 x 10 • 

... 

·' 
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E. · Discussion Of Branching Ratio 

The quoted branching ratios depend on our assumption of the 

shape of the laboratory electron momentum spectrum because the detec-

tion efficiency is not the same for all momenta. The electron mom~ntum 

distribution used (Fig. 3) was obtained by folding the lambda momentum 

distribution (Fig. 2) into a three-body Lorentz-invariant phase-space 

caiculation. The total detection efficiency determined from this 

distribution differs by less than 1% from that determined from the 

vector, axial vector, scalar, or tensor interactions (assuming no 

"induced" for factors). Therefore, the branching ratios we obtain 
I 
\, 

will remain within the quoted errors for any of the above spectra. 

The branching ratios obtained by the R and the o ray and max 

kinematic methods are in good agreement, even though the shapes of 

their detection-efficiency curves (Fig. 5) are different. However, 

due to the large errors on the o ray and kinematic ratios, little can 

be inferred about the validity of the assumed electron momen~um 

spectrum, except that it is consistent with the results, and very 

large deviations from it are unlikely. 
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Dl • . FORM OF THE LAMBDA .BETA ,DECAY INTERACTIONS 

A. Introduction 

The second purpose of the experiment was to study the form of 

the A~ decay interaction. The analysis has been confined to quantities 1 

measured directly in the laboratory system~. Information obtained 

from quantities calculated in the A rest system is being studied at 

University College London and will be reported elsewhere. 

To determine the C.M. quantities, one must first measure the A 

direction, the proton momentum, and the electron momentum. Assuming 

no measurement error, one can then calculate the momentum of the 
\ 

neutrino in the laboratory and perform the Lorentz transformation to 

the A rest system. However, there are generally two distinct solutions 

for the neutrino momentum and no way of choosing which one is correct. 

Moreover, when measurement errors are present, there may be no possible 

solution for the neutrino, and it becomes necessary to adjust the 

measured quantities (in a least squares fashion) in order to obtain 

an.approximate solution. This would be necessary if, for instance, 

the electron or proton transverse momentum were measured to be greater. 

than the theo~etical maximum of 163 MeV/c. Forty- to fifty-percent 

of the decays must be adjusted for the C.M. analysis: 

The problems just mentioned are not encountered in the present 

analysis, which involves only the proton transverse momentum (Pt) 

and the projected angle ~ between the proton and the electron in the 

plane perpendicular to the A direction (Fig. 6). As will be shown 

later, these quantities are sensitive to the form of the interaction, · 
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and they contain no ambiguities due to,.the two solutions. Furthermore, 

no procedure for "fitting'' is necessary. 

The general procedure for determining the form of the coupling 

was to compute the theoretical distributions of Pt and ~ for several 

interactions and then to modify them by folding· in measurement errors· 

: .... 
·.·:' ··. 

# ·: ·• • ·. • .. 

,r:· / ~· 

. ;, :.· 

and selections biases. Finally the experimental results were compared . 

with the modified theoretical distributions in an attempt to determine 

·the most probable form of the interaction. 
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B. Possible Forms Of The Interaction 

The n~ber of A~ decays in this experiment is insufficient for 

a detailed study of the weak interaction. Therefore, in. the considera-. 

tion of the different possible interactions, the contributions of .. _. 

the "induced" form factors have been neglected. The expressions for 

these interactions have been worked out in a convenient form by 

L. Egardt:9 

·The 8-matrix element for the weak interaction is written: 

G 4 j mA m m 
8=-·(23£) 8 (P -P -P -P) p e • M 

. r=2 A p e v EA E E E 
If',) ; n p · e v 

'· 

.\. 

(1) 

where G is the weak coupling constant and M is the matrix element for 

the particular couplings given'below. 

Vector and axial'vector coupling: 

CV and CA a~e, respectively, the vector and axial vector form 

factors and are assumed to be constants. 

8calar-pseudoscalar coupling: 

Tensor coupling: 

M = u (Pp) ·cr,.V (1 + 'V. 5) .u. (PA) • u(P ) cr (1 + 'V ) v (P ) 
,_ ' H. e JJ.V ... '5 v 

. i 

(3) 

(4) 

/ 
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The decayrate is given by: ._.,., 

r (E Ee) dE dE .· p' P e (5) 

2 · and the expressions for IMI are given below in terms of the proton 

and electron energy in the A rest system •. 

where 

and 

Vector and axial vector coupling:· 

,, 
I 

\ 

and where x = cAfcv is the ratio of the axial vector to the vector 

coupling constant. 

Scalar coupling: 

Tensor coupling: 

4E
2 

- 2E [2E e e p 
.,.· .. 

To determine the coupling, it is clear that one must choose 

independent variables which are. sensitive to changes in.the matrix 

element and which can be accurately measured~ On both counts the 

(6) 

(7) 

(8) 

electron energy is a poor choice. The phase-space factor dominates 

. ' . ' .. : . 

... ·. ·, :. 

_'.· ,.,, 
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the shape of the electron spectrum and. the measurement errors are 

typically ±40%. Figure 7 shows the predicted E spectrum for vector e. . . 

and scalar, which are the extreme cases; those for tensor and mixtures 

of V and A lie in between. One is clearly unable to distinguish 

these small differences in spectra with the present techniques. 

Egardt has pointed out that, in the A rest frame, the distribu­

tion of the proton momentum and the angle between proton and electron 

are dependent on the type of coupling. This can be seen from the 

curves in Fig. 8 and Fig. 9. The projections of these two quantities 

on the A transverse plane (Fig. 13) retain much of the sensitivity 

to the interaction and can be measured directly in the laboratory 

system. Therefore, these are the variables which have been chosen 

for studying the decay interaction. 

. . ) 
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c. Selection Pnd Measurement Of Events 

To study the form of the interaction, only.the Rmax events have 

been used, including those with electron dips greater than 30°. The 

dip angle cutoff was necessary in measuring the branching ratio 

because in some cases steep electrons are. confused with pions. How-

ever, most of the "steep events" could be clearly identified as J\.(3 
' . 

' 
de'cays; the questionable ones were all eliminated by the/ additional 

criteria (imposed for other reasons) which will be .described in this 

section. 

Beta decays identified by kinematics were not used because the 
I 

i ' 

selection criterion impo~ed on the proton momentum and opening angle .. < ·· 

introduced a large bias. The 5 ray events, which were found with 
\ 

relatively low scanning efficiency, were also excluded from the 

analysis. Although they contain no apparent bias, the advantage of 

using events all selected on the same basis was considered sufficient 

reason to leave out these 12 events. The initial sample of R max 

events, including all electron dip angles, consisted of 79 ~vents. 

A study of the measurement errors has shown the need for further 

restrictions on the beta decays to insure reliable measurements. It 

has also provided ~e necessary information for simulating these 
) 

errors with Monte Carlo programs which were used in the later analysis. 

First, the microscope setting error was determined on the R max 

events. This was done by carefully measuring each event twice and 

taking the deviation of corresponding measurements. The· r.m.s. 

setting error on these events was found to be 130 , which is. 30% 
' ' ' ~ 

smaller than that of normally measured lambdas. ~cause of the 

' •' ·.. ·"' 
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,· 
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similarity between the two types of events, this difference was attri-

buted to the special handling of the A~ decays. 

The r.m.s. errors for dip angle a and asimuthal angle ~ are 

calculated in the FOG program by the following expressions~ 

. 2 2 4 

Oa= [ a2 (P + m ) Ia 
+ 

a
3 

sin a 
2 2 L2 (P sin a) P 

a 
2 2 1 

d~ = [ 
.a2 (P + m ) L~ a4 ] 2 
(P2 sin a)2 sin a 

+ 
L2 
~ 

The constants are defined by: 

'2 ·- a2 = (55/X0) x 10 ~_(x0 is the radiation length) 

2e2 .x 104 
a3 = z 

2 4 
a4 = 2ex x 10 

-2 ( ) a
5 

= a6 = 10 may be adjusted empirically , 

(9) 

(10) 

where e is the setting error in the horizontal plane and e is the 
X · . Z 

corresponding error in the ver_tical direction. La and L~ are the / i 

lengths of track used in calculating a and ~' respectively;· they are 

chosen so that dO: and d~ will be minimal. In expressions (9) and 

(10) the first term is the multiple scattering error and the second 

term is the measurement error. The multiple scatter~ng term is, of 

course, dropped in the calculation of dO: and d~ of the A line-of-

flight. 

Measurement. errors are comparitively large for short tracks. 

With the use of eq. (9) the error dO: has been plotted {Fig. 10) as 

a function of length for a) the proton track, and b) the A line-or'-: 

flight. Curve a) was calculated by varying the momentum, P, and 

., 

./ 

'· . ·. 
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using the corresponding proton range ~~r La· Curve b) shows the error 

in a from micros.cope setting errors at the production and decay origin. 

If these curves are a true representation of the errors for 

short tracks, it appears necessary to introduce a minimum length 

criterion, for both the proton and A, to insure reliable measurements. 

This is all the more necessary because very short tracks can be con-

; .· 
_.,•, 

/ 

fusing to the. measurer.and it is expected that the formulae under­

estimate the errors in these cases. Therefore, each !3-decay was· 

required to have a proton track length vep) and a A line-of-flight 

CiA) at least .0.5 em. 

.-._: ·, 

Multiple scattering prevented accurate momentum measurements by 
' 

curvature. In particular, the proton momentum had a typical error 

of >100% when measured by curvature, but an error of only 3% when 

measured by range. Since it was important to measure this momentum 

accurately for determining Pt' all events·were required to have 

stopping protons. . 

The criteria of stopping protons and minimum track lengths 

reduced the original sample of 79 to 50 events. 

'- -·· . ' 
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D. Simulation Of A~ Decays 

The measurement errors and selection biases had to be folded 

into the theoretical distributions of Pt and~ before these distribu­

tions could be compared to the data. This was done by a computer __ 

program which generated lambda beta decays according to a given 

theory, and then altered.them by simulating experimental conditions. 

The following is a brief description of the program. 

The program generated ~-decays using the data from a random 

sample of 770 A's found in the chamber. The A momentum, direction, 

and the coordinates of the decay point were read into the program, 

which then generated a large number of ~-decays from each lambda. 

Decays· were initiated in the C.M. system by choosing random 

values for the kinetic energy of the proton and electron. Following 

the two random choices of energy, the neutrino energy was calculated 

from total energy ~onservation and the three corresponding C.M. 

momenta were determined. 

Momentum conservation then determined the relative C.M. angles 

provided the three momenta formed the sides of a closed triangle. 

A test was made to see if any one of the three momenta was greater 

than .the sum of the other two; if so, the decay was rejected and a 

new decay initiated. 

Once the triangle test was passed and the relative C.M. angles 

were computed, the matrix element subroutines were "called" by the 

main program. There were four of these subroutines; two represented 

mixtures of V and A (one went from V to V-A, and the other from V-A 

to A); the other two represented the_ scalar and t~nsor interactions. 

·; 
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These subroutines contained the matrix(_elements expressed in terms 

. oi the proton ·and. electron energies as in eqs. (6) -to (8Land wer~,: 

normalized to have a maximum value of unity. Each subroutine made 

· a "pass" or "fail" decision which was weighted by the probability 

for the particular energies to occur. To do this,. the value of t~e-

matrix element was calculated and then a random value was.chosen .. .--

between 0 and l. If .the random value was greater than the ~~lculat~d 

value, the decision was "failn; otherwise _it was "pass" •. ·_ Altogether· 

there were nine different interactions used by the _program. ·For 

each decay they were "called" in succession and the "pass - fail"' 

decisions were recorded.: At this point, if all nine decisions'were 
\ 

· . "fail", the decay was rejected, but if any one was "pass", the event 

was continued. 

The next step was to give the C.M. decay plane a randomorienta-

tion .in space and to transform the decay to the laboratory system 

using the momentum and direction of one of the measured A's. The 

chamber geometry was then introduced and the event was given the 

decay point coordinates of this A. 

The effect of the non-uniform detection efficiency for R .max 

events was next introduced into the program. A "detection" sub-

routine, containing the efficiency curve (Fig. 5) ir;J.•terms of labora~ 

tory electron energy, made a "pass" or "fail" decision •. The events · 

that passed contained our experimental bias against high energy 

electrons. 

Using range-energy relations;, the program computed the, end ~ t .;' 

point of the proton track (assuming a straight line), a%ld rejected 

··, ·:1 
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the event if this point lay. outside tf!.e'.~h~J)~~·. ,'':Wil!~/· th,ELPt~~on::~~:.,·;)~.·. ) · .. 
·. · .. · · · : -~· ·; :·· · : :·~· •·. ~-·-; ·. · r[..:,. ~;::,<,n t~i '(li+: ;:-·.; ·; .. · · · · 

range requirement' of >0~5 em was applied' by ·requiring; ;the.moment'Uril'{ '- \ .. :~··'.·: · 
.'~) -

to be >185 MeV/c. Finally, lA was 
.. _;. ~ 

momentum and a lifetime chosen at. random 
'-;~~.:· 

.,';;:,' . .,,-. 

bution. An event with 1/1.<0.5 em was rej~cted •. : ,~.~~}:.''::':;~),, 
'~ ' :; \ 

.. ,-
.' 

Having passed all of the selection 

o: and 13 were assumed to have normal distributions,;.~t~ stan.da::d.:i••;< .. ;, .. \''···>·''' • ··-
•. ... , . .• I ·:·. ·. ·-~ ~- \ .'!';\;.\: ):. )::t·;~: \;;~,:~ ·~~:):~.'f~r·~ ·.· :·: 

deviations ·given by eqs. (9) and (10), and. the· r•mA:a.~;~<er;rbr)P,~~,;:e.h:e~.:r~~.g~/.f:;.t ::; 1 " 
.• ~ • : c 

proton momentum was taken to b~ 3%· 
chosen at random from tli~;!se distributions 

event was obtained as it would appear 

Finally, the quantities P t and ~ were·. 

was recorded. There were, of course, 
- '. ~ . ; ' .: .. 

'.· ." 

could be recorded, corresponding to the nine 
.. . ; . . - ;: . . -:· : ., . ; . ~-~- '·. :· .. :~·~;.,: , ....... ' 

was not recorded in a group whose matrix element:~u.l:fr.G>ri~tin~J'.~~~~ 

"fail" decision. .','.; .. _.' 
. _.:, 

-~- . . 

The change in the P t and ~ spectra caused by: th'e .; tepa~te' ~ff'~cts_:; : 

of detection efficiency, cutoffs, and experimen~i, :~~~~·f~f~F~Hf'.. . ·•.·· ·' . 
in Fig. 11 and Fig. 12. First, 12 000 ~-~cays wer~ ge,ri~rated!/(using'· ~;(~. !':, · · 

a V-A matriX ·~-nt) without ~sing exper~~~~a~~~¥~·ir~·~~J'·,~:' 
subsequ~nt groups. of events were generated, eacb, .ditfei'int;· tt~m;.;the 1:~::: ?~;<;' .. 

previous group by one additiona~ experi1nental efi~?~l~,~,~~~:~:~t~it*~f.: ,·, ·· 
spectra show the result of "turning .on" the :follo~:Lng\~tfeets -~d;ri~ }' ·;.>•:.~;{!~::~:·\/. ,> · : :, 

.. · .t, •. :.!'. < ::: .. ' ~ · ; · :, · ·~ .. ':t: ,· :t·:,'. ;tlA~i,,·#i{.·· :·~ ·... . .. ,. · 
succession: electron energy bias, stopping p;-oton ~E;qtlit¢~fi~;\ ·~jtiinJmtr;';;~:·i;~ 'z,:.:,: 

.. ' . ; ' \: ·.· .. ;:, ,:, ;){;:;; ><· ~(:·< ·< ;;;~~~~.:~~ ;,:;_:;~/{·' : ',• 
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The bias in electron energy, though large, had no significant 

effect on the distribution of Pt. Minimum track-length cutoffs 

caused the largest change in the mean of the Pt-spectrum, but multiple 

scattering and measurement errors also tended to, shift the mean up-

ward as well as to broaden the distribution. As a result of all 

five experimental effects, the mean of the Pt-spectrum was increased 

by 6 MeV/c. The distribution of ~ was measureably affected by the 

electron energy bias, but all of the other. effects caused little 

change. 

Distributions of Pt and¢ for V-A, V and A, for scalar-pseudo­

scalar, and for tensor S.,!.'e shown (Fig. 13). The P t -spectrum for V-A 

is seen to be more easily distinguished from the pure vector than 

from the pure axial vector P t -spectrum. It can also be ·seen that 

the tensor interaction gives a Pt-distribution similar to that of 

the V-0.7A interaction. 

The V+A interaction (not shown) produces a P t -spectrum idr..mtical 

to that of the V-A interaction. In principle, the distribution of ~ 

is affected by changing the relative sign of V and A, but the effect 

of this change was barely noticeable with samples of 1000 Monte Carlo 

events. Thus, the V+A interaction was not separately considered. 

The similarity of the distributions from different interactions 

makes it impossible to single out a unique form of the i~teraction 

using only 50 experimental events. However, we were able to show 

that some of the forms are improbable. 

.J 
1. 

,/ 
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E. Study Of Systematic Measurement Error 

The procedure of measuring Pt and Q has been examined for any 

significant systematic errors. To do this, a random sample of normal 

A decays was selected by criteria similar to those used for the At3. 

decays, i.e. the stopping proton and minimum length requirements. 

From these events, the distributions of proton transverse-momentum 

and ~ (the angle between the proton and pion in the plane trans­
prr 

verse to the A direction) were compared to those generated by a 

Monte Carlo program. This program was a modification of the one used 

for generating the ~-decays. It produced A pionic decays and applied 
; 

the appropriate cutoffs and measurement errors. 

There were 544 measured A decays after the cutoffs and 1200 

Monte Carlo events. The mean value of Pt for the former was 86.7 

2 compared to a mean of 86.2 for the latter, and the X fit of the two 

Pt distributions (Fig. 14) gave a probability of 30% for obtaining 

a worse fit. The mean value of ~ for the measured samnle was 16 3.1 . prr ~ 

compared to a mean of 163.4 for the Monte Carlo sample, and the x2 

fit of the two distributions gave a probability of 86% .for obtaining· 

a worse fit. 

Since the t3-decays and the pionic decays were measured in the 

same way, the close fit of these normal A decay distributions to 

./ 

. .' 

the theoretical distributions demonstrates that there was no detectable 

bias in the measurement of Pt and ~ •. 

.":' 
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F. 'Experimental Results, · ,. -~; '• ,,. ;_ \ -

,···. .... -. 
. The distributions of P t and ¢ for the 50 Rmax events are shown~' . . : ·· .·~: 

··in F:i.g. 15. and Fig. 16. These histograms were compared with the · · •. 

.theoretical distributions of p t and ¢ by calculating the x2 proba~ 

. bili ties for each distribution using 3 degrees of freedom. The 

;-·,; 
i .· 

' . -. - -~ •. 
·-;: .. :·;_' 

.. ·, _")~·' 

values of x2, along with:their percentiles, are given in Table II. ';. ,. •.,, 

Fig. 17 shows the curve of the likelihood ratios for the different > · ·t;., ·· 

... ·· interactions with respect to pure vector.· The best fit to the Pt- . 

data is given by pure axial ve'ctor and, about equally, by pure scalar.·.· <· J. ·. · . 

The ¢ data, on the other hand, favor an. equal mixture of V. and A. 

However, the generally-~reater likelihood ratios for the Pt curve. 

indicates that Pt is more sensitive to the_form of the interaction 

·.than is ~. The mean values of Pt and¢ from the data are also com-•. 

·pared to the various theoretical values in Table ·II. Again, Pt; 

with a mean value of 86 ± 6 MeV/c, favors scalar and¢, with a mean· 

value of 128 ° ±7 °, favors V-A. 

To obtain the combined result from Pt and¢ and to show that 

the s~parate results are not incompatible, the fifty R events max 

were plotted on a scatter diagram (Fig. 18) with ~ along the ordinate 

and Pt along-the abscissa. With the two variables thus correlated 

one can determine the most probable form of the interaction and also 

-~ ' . ', 
' ~ ~ 

·,.: ... 

·_,·,-

determine whether the configuration of points on the scatter diagram . 

is a likely result from such an interaction. 

The problem was simplified by dividing the scatter· diagram into 

. 25 equal boxes, each 4o MeV/ c by 36 o. Similarly, the theoretical 

distributions became two dimensional histograms. yor a given form 
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of the interaction each event has a p~obability gi'of falling into 

box i. If N
1 

events fall into box 1, N2 events into box 2, etc., 

the likelihood for a particular experimental result, N1, N2 ••• 

N
25

, is given by: 

1 = fr where f_ 
i = 1 i = 1 

The g.'s were determined for nine different forms of the decay inter­
l. 

action: V, V-l/3A, V-2/3A, V-A, V-3/2A, V;..3A, A, scalar, and tensor. 

To do this, approximately 20 000 Monte Carlo events were generated 

from each interaction and plotted on the scatter diagrams. The 

number of events falling in each box was divided by the total number 

to obtain the normalized gi's. 

The likelihood of the experimental result was ca~culated for 

each of the nine interactions relative to pure vector. In Fig. 19 

a continuous curve is drawn through these values from V through A, 

and values for scalar and tensor are also shown. The ratio of the 

·. ordinates of any two points gives the relative likelihood of the 

two corresponding .interactions. 

The curve rises sharply in going from vector to V-A; .it then 

levels off in going from V-A to axial vector. The likelihood ratio 

between V-A and pure vector favors V-A by -- 105 to ~ne. Between V-A 

and pure axial vector the ratio is only two to one in favor of axial 

vector. Scalar has the same likelihood as pure axial vector, but 

tensor is lower by a factor of 40. 

It. is interesting to see how the statistical fluctua.tions 

associated with 50 events are reflected in the likelihood curves. 

/ 
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To show this, 200 Monte Carlo "experiments" of 50 events each were 

run for three interactions: A, V-A, and V-0.33A, and their likelihood 

curves were calculated. Five typical curves for each interaction 

are shown in Figs. 20 through 22j the top and bottom curves are the 

extremes and the dotted curve is the average for each group of 200. / 

These dotted curves show the average sensitivity of 50 events for 

distinguishing the interaction and they indicate the expected shape 

.. <)l' a likelihood curve. The other curves show the type of variation 

that can be expected. 

The shapes of the likelihood curves for V-A and A are similar 
-· 

to each other but diffe~ent from those for V-O.J3A. The curve of 

the actual experiment fits consistently into either the axial vector 

set or the V-A set, although the likelihood ratio between A and V 

is larger than the expected value. This ratio is one standard devia-

tion higher than that expected from a pure axial vector interaction 

and two standard deviations higher than that expected from a V-A 

interact-ion. It is higher than the expected.A/V likelihood ratio 

from a V-0.33A interaction by three standard deviations. This 

indicates that our experimental result is not improbable for the 

more likely interactions V-A and A. It also indicates that the 

V-0.33A interaction is unlikely. 

The chi-square method was used to determine the absolute goodness 

of fit of the data to the several theoretical distributions. For 

this, each of the two-dimensional plots of Pt vs. ~ was_ divided into 

four areas containing approximately the same number of events and 

the total number was normalized to 50. 
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2 The values of x. and the correspopding percentiles are given in 

Table IV. Pure tensor is ruled out with 99% confidence. Further, 

if the interaction is confined to mixtures of V and A, the results 

rule out miXtures with ICAI/ICvl <0.5 with 99% confidence. 

••• ,J 

· .. •'' 

., ·., 

I 
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V. CONCLUSION. 

The three determinations of the branching ratio are shown below: 

(a) Branching Ratio from R max = (0.82 ± 0.13) X 10-3 

(b) Branching Ratio from orays = (0.70 ± 0.31) x 10-3_ 

(c) Branching Ratio from kinematics = (0.62 ± 0.22) x 10-3 

Events used to determine (a) are separate from those used to 

determine (b) and (c). Although_the three methods sample different 

-----· ·parts of the electron energy spectrum, all three values agree with_in 

the errors. The confirmation of the branching ratio from R by max 

the o ray and kinematic methods, in spite of much larger uncertainties, 
l 

is valuable since the only common link in determining the ratios is 

the Monte Carlo Calculation of detection efficiencies. 

The R events provide the best value for xhe branching ratio. max . 

The 15% error quoted contains both the statistical uncertainty and 

the errors on the scanning efficiencies. Formerly the best estimate 

4 . c· +1.5) -3 of the ratio was that of Aubert et al., who found 3.0_1 •2 x 10 ~ 

The value. found in the present work is clearly in disagreement with · 

the prediction of 16 x 10-3 made by Feynman and Gell-Mann~ 

In the study of the fC?rm of the interaction, the "induced" form 

2 factors have been neglected. The x probabilities show that the 

pure tensor interaction can be ruled out with 99% confidence. If 

the interaction is V and A only, then the ratio jxl = jCAI/ICvl -

>0.5 with 99% confidence. The interactions scalar, V-A, and pure 

axial vector are consistent with the data. 

This result is compatible with the result of Baglin et al. and 

with the prediction of Cabibbo's theory. It is incompatible with 

/" 
' ~. f : 

·,·· .. ' 

. ·.{ 
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theories that predict a predominantly(vector interaction, such as 

. the theory of c·ornwall and Singh. 

'1.: 

'i 
\ 

/ 
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APPENDDC ,. 

The present experiment has been confined to measuring the distri-

butions Pt and~, defined in Fig. 6, using only 50 events. The 

likelihood curve in Fig. 2la shows the expected result for an exp~.:r.-1-

ment involving 50 A~ decays assuming the interaction is V-A. This 

curve indicates that on the average it is difficult to distinguish 

· V-A from pure A with 50 events. 

In Fig. 23 the expected likelihood functions for results of 

100, 200, 3oo, 400, and 500 events are plotted, assuming a V-A 

interaction. Even with 500 events, the average likelihood ratio 
I 

is only about 200 to one' between V-A and A, and less between any 

two intermediate mixtures of V and A. 

' The conclusion is that using the present method a sharp deter-

mination of the form of the interaction can hardly be achieved even 

by increasing the number of events by an order of magnitude. 

> . 
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Table I. Numbers of events and branchinG ratios. 

Category No. Scanning Estimated Cutoff Detection Total Brc.nching 
observed efficiency background correction efficiency ratio 

(%) (% observed) (%) (%) 

Mes·onic decay 192,000 89tl <2 0 100±2 322, 000± 10,000 

R max 
30°~dip ang1~-30° 62 87±5 <3 90±3a ,.- 60±2 c.64±40 (0. 82.!:0 .13 )xlO-3 

50±0b 

I 

Delta 
il· 

12 - 67±15 94±2c 224±100 (o. 70.!:0. 33)x1o- 3 ty:_ 
rays 17 ., .1±1. 5 

Kinematic events 17 90±7 10- 47±4d 18±4 200±80 {0.62.!:0. 25 )xlO- 3 

*Events are not included in these cutegories if they satisfy the R condition. max 

8
/ ~2 mm and l ~9 em . p e 

bD~p angle bctwee~ ±30; 

cl 
p ~2 mm 

d Above line in Fig. 3 

,,. .. 

.. 
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Table n. x2 proba~ilities for different forms of the interaction; from Pt and~ data scptt rate ly. 

Form of jnteraction Vector V -. 33A V- .67 A V-A V-1.5A V-311 Axial Vector Sc<•l~.ir Tensor 

2 
'Cb.7 16.·( 8.5 5.4 

,~ 

X. of Pt distributions 3.8 2.8 2.3 0.2 10.1 

Percentile from Pt <<11.> <l'f, 4% 1)~ 28c,;· 4yf, )O'J, 98~!). 2"/, I 
}•". J ...... 

-.J 
I 

2 of .. ~ diEtributious 4.3 3.0 0.25 0.0'{ 0.24 0.)4 0.75 4.29 0.2~) . X. 

Percentile from ~ 23% 39% CJ!% >99% C]'{oj, 91% f£>% 23% C]'{'f, 

' ! . 
--. --
' 



Table III. Mean values of theoretical distributions of Pt and~. 

Form of interaction 

Mean. value of Pt (MeV/c) 
from modified 
theoretical distributions 

Mean Pt from experiment 

Mean value of¢ (deg.) 
from modified 
theoretical distributions 

Mean ¢ from experiment 

. '.' ·~ ~ ·: 

v V-.33A V-.67A V-A V-1. 5A V-3A Axial Vector Scalar Tensor 

112 108 102 99 97 95 93 103. 

----------------------~--------------------------------------~86±6 

137 132 128 12> 124 123 116 132 

·--------------------------~128±7 

:· ''·.· 

I 

&; 

.. 
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Table IV. 2 percentiles for combined distributions of Pt and ~. X 

Forui of interaction v V-. 33A V-.67A V-A V-1. 5A V-3A A Scalar Tensor 

t 
.r. 

2 6.7 4.6 4.2 3-8 
'0 

Value of X Z{ .o 17.1 9-1 5·3 11.0 I 

Percentile <<J.% <<J.% 3% 8% 15% 21% 24~ 28% 1% 

. -· :,.. ... , :...... ..... ·~ .. 
. . ~ . 

. ~. 
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I 

MUB-2727 
Fig. 1 Example of an Rm.ax event. The radius vect~r ~ from t~e point · 

of decay to a point on the el~ctron track passes through a 

maximum value. 
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160 320 
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(MeV/ c) 

MU-29.416 

Fig.· 2 Histogram of A momentum in the laboratory system. 
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·\ 

40 80 120 160 200 

Momentum ( MeV/cJ 

MU-29415 

Fig. 3 Laboratory-system electron-momentum spectrum obtained by 
> 

folding the A-momentum distribution (Fig. 2) into a three-body 

Lorentz-invariant phase-space calculation. 
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-o P71' = 100 MeV/c ...._.. 

C) 160 
O'l 
c 120 0 Background- free region 

~ 80 c ' \ 
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0 

0 100 200 300 400 

Proton momentum (MeV/c) 

MU-29.17 

Fig. 4 Opening angle between charged tracks vs. proton momentum.· 

Background from mesonic A decays falls below line. 
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momentum (MeV/c) 

MU-29418 

Fig. 5 Electron-detection efficiency curves for the three methods of 

identification. Dashed vertical line defines a 9-cm cutoff 

used for R events. Total curve is slightly lower than the· max . 
sum of the other three curves due to a 10% overlap of kine-

matic and o ray events. A 100% scanning efficiency is assumed 

for all curves. 
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. ~ .. 

z 

1 

X 

MUB-2723 
' 

Fig. 6 Proton transverse momentum and angle ~·betweenproton and 

electron in A transverse plane. A is shown traveling along 

positive Z axis before decay. The x,y plane corresponds 

to the A transverse plane • 
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.2 .4 .6 .a 1.0 

Ee /Eemax. ( c.m. system) 

MU,B-2729 

Fig.7 Electron energy spectrum in C.M. system for vector and scalar 

interactions. Energy spectra for other forms of the inter­

action are intermediate. 
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8 

"' - 6 c: 
::> 

2 

.2 .8 1.0 

MUB_;2725 

Fig. 8 Proto;n kinetic energy spectra in c.~. system of Af' de~ay 

ari$ing from (a) tensor and scalarj (b) vector, V-A, and 

axial vector interactions. 
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Fig. 9 C.M. distributions of angle ~ , between proton and electron 
ep . 

momenta, -for five different forms of the interaction. . , 
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MUB-2733 
Fig. 10 Mean error in dip angle « for (a) proton tracks as a function 

of range, and (b) A line-of-flight as a function of length. 

~ is measured from the vertical axis in the chamber. 
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MUB--2724 

(a, b) Proton transverse momentum (Pt) distribution from~ 

decay with V-A interaction. In (a) are shown the pure 

theoretical distribution and that remaining after applying 

proton and A length cutoffs and chamber volume effects. In 

(b) are shown the same curve as abov~ and that resulting 

after applying multiple scattering and measurement errors. 
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. 8 --THEORY (V-A) 

WITH ELECTRON ENERGY BIAS 

·s 
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0 40 80 120 160 

~ (deg) 
MUB-2744 

Fig. 12 Distribution of angle between proton and electron projected 

o~ A transverse plane. Solid line is theoretical V-A curve. 

Broken line shows distribution after folding in electron 

energy bias (Fig. 5) . · Other experimental effects do not 

alter the distribution. 
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LEGAL NOTICE 

This report was prepared as an account of Government sponsored work. 
Neither the United States, nor the Commission, W.)r any person acting on 
behalf of the Commission: 

A. Makes any warranty or representation, expressed or implied, with 
respect to the accuracy, completeness, or usefulness of the information con­
tained in this report, or that the use of any information, apparatus, method, 
or process disclosed in this report may not infringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, or for damages 
resulting from the use of any information, apparatus, method or process dis­
closed in this report. 

As used in the above, 11 person acting on behalf of the Commission 11 

includes any employee or contractor of the commission, or employee of such 
contractor, to the extent that such employee or contractor of the Commission, 
or employee of such contractor prepares, disseminates, or provides access 
to, any information pursuant to his employment or contract with the Commis­
sion, or his employment with such contractor. 




