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ABSTRACT 

Concentration and temperature transients in a packed bed tubular 

chemical reactor are calculated for three different mathematical models 

of the reactor. Two of the models represent the reactor as an array 

of continuous perfectly mixed stages; one model is two-dimensional, 

the other is one-dimensional. The third model is a one-dimensional 

differential representation without axial fluid dispersion. The chemical 

reaction is an exothermic, homogeneous, liquid-phase, second order 

reaction. 

Machine calculations of transients following step changes in 

feed temperature or concentration show that the effects of axial fluid 

dispersion are small compared with the dispersive effects of finite 

rates of heat transfer between fluid and packing. Cases were found in 

which the transient concentration initially moved in the direction leading 

away from the final steady state. Such behavior, which derives from 

the coupling of concentration and temperature in exothermic reactions, 

can make the control of reactors difficult. Radial concentration and 

temperature gradients, arising from incomplete radial mixing, are 

shown to be small, and their effect upon transients is imperceptible 1n 

the cases treated. 
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These studies show that mathematical models which ade­

quately simulate chemical reactors in unsteady state must incorporate 

the following phenomena: the thermal capacity of the packing, finite 

(as distinguished from infinite) rates of heat transfer between fluid 

and packing, and coupling between concentration and temperature, Both 

of the one-dimensional models studied include these phenomena and yet 

are simple enough to be useful in further studies of reactor dynamics 

and in studies of reactor control. 
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CHAP,TER 1 

INTRODUCTION 

Part A. General 

This is a study of mathematical models of a packed-bed tubular 

chemical reactor in unsteady-state operation. The major objectives 

of this study are: to determine the major features of the reactor 

dynamics, to study the effect upon the reactor dynamics of various 

phenomena in the reactor, and to find a mathematical model suitable 

for further studies, 

Phenomena considered in this study are those which are .known 

to be present in the reactor and which are expected to have an appre­

ciable effect upon the dynamics. The heat capacity of the packing 

causes temperature disturbances to travel through the reactor more 

slowly than concentration disturbances. The rate of heat transfer 

between the packing and the fluid appears to have a dispersive effect 

upon the reactor dynamics. Axial mixing should also affect the dy­

namics in a similar manner. And the effect of radial gradients, 

caused by the loss of heat through the reactor wall and incomplete 

radial mixing, is studied to determine whether one-dimensional models, 

which neglect these radial gradients, are satisfactory. 

Several mathematical models which have been proposed in the 

literature are described by computer programs written for this study. 

These models differ in the manner in which they account for\the effects 
i 

of the phenomena listed above. The response of these models to a 

step change in feed concentration or in feed temperature are described 

by the results of calculations performed according to these programs 

by an automatic computer. The effects of these phenomena are de­

termined by comparison of the behavior of the different models. It 

will be seen that two of these models adequately describe the major 

features of the dynamics of a packed tubular reactor and yet are simple 

enough to be very useful in studies of the proper design of a control 

system for the packed tubular reactor. 
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The chemical reactor considered here is a cylindrical tube or 

pipe filled with packing, or granular material. The reactants are 

carried through the reactor in a fluid which enters the reactor at one 

end of the tube, the entrance, or inlet, and leaves the reactor at the 

other end of the tube, the exit. Inside the reactor, the fluid, carrying 

reactant and products, flows through the voids between the packing 

particles, and through the pores of the particles, if the particles are 

porous. 

In many cases, the packing particles are of a porous chemical 

catalyst, and the reaction occurs on the surfaces of the pores of the 

particles. In other cases, the packing may be chemically inert, 

having been added for heat transfer regulation or for other reasons; 

in such cases, the reaction occurs in the fluid, which is in the packing 

voids and in the pores of the packing particles. If the particles are 

porous, heat and material move from the pore surfaces and the fluid 

in the pores, through the pores, and through the voids. In addition, 

heat is conducted through the packing" 

The heat generated in the chemical reaction is removed partially 

through the wall of the reactor. This loss of heat through the reactor 

wall and incomplete radial mixing cause radial differences in tempera­

ture and also in concentration, because of the coupling of temperature 

and concentration in the reaction terms. 

In order to devise a mathematical model of the reactor just 

described, certain assumptions must be made. These present 

assumptions are made primarily to make the physical concept of the 

reactor more precise, to relate certain phenomena to their well-known 

mathematical formulations, and to eliminate certain phenomena which 

greatly complicate the study of reactor dynamics, These assumptions 

apply to the physical model of the reactor, and therefore to all of the 

mathematical models considered in this study. These assumptions are 

stated in the following paragraphs. 

... 
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The reactor is axially symmetric. The flow of the fluid in the 

voids is turbulent (this is true if the Reynolds number, based upon the 

average diameter of the packing and the superficial velocity of the fluid, 

is greater 
1 

than 100). The average fluid velocity radial profile is flat, 

that is, there is no net flow of fluid in the radial direction (this is 

usually a valid assumption if the fluid is in turbulent flow and if the 

ratio of the reactor diameter to the average particle diameter is 

greater
2 

than 10). The physical properties of the fluid and of the 

solid, for example, density and heat capacity, are independent of 

species concentrations, temperature, position in the reactor, or time 

(this is usually a valid assumption for a reactor with liquid reactants). 

The geometry of the packing and of the packing particles is 

adequately represented by the packing porosity, the specific surface 

area of the packing, and an average particle diameter. The particles 

are nonporous, and the reaction occurs in the fluid in the voids be­

tween particles. The rate of reaction has the Arrhenius type of 

temperature dependency, and this rate is proportional to the concentra­

tion of the reactant if there is one reactant, and to the concentration of 

each reactant if there are two reactants. The rate of reaction is not 

otherwise dependent upon the stoichiometry of the reaction. The heat 

of reaction is constant. 

The temperature within any packing particle is uniform through­

out that particle. There is no heat transfer between any two particles, 

or between any particle and the reactor wall, except by convection 

through the fluid. The wall of the reactor is at a constant temperature. 

Newton's law of cooling applies to heat transfer between the fluid and 

the wall, and between the fluid and the packing particles. 

As implied in these preceding assumptions, the reactor is a 

liquid reactor. Also, certain of these assumptions involve parameters 

which may be adjusted in these models to produce special cases: 

for example, inthe expression for heat transfer between the fluid and 

the wall, the heat transfer coefficient is set to zero to simulate an 

adiabatic reactor. 
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Statements concerning axial and radial dispersion of heat and 

mass are omitted from the above listing of assumptions because these 

and the other phenomena enumerated, above which are of interest in 

this study are treated differently in the different models. In fact, 

some of these phenomena are ignored in some of the models. The 

treatment of these phenomena in the various models are the chief dif­

ferences in the models. 

Because of the nonlinear temperature dependence of the 

Arrhenius form of the rate term in the heat and mass balance equations 

and the coupling of concentration and temperature through this term, 

these equations can in general be solved only by numerical techniques. 

Even with efficient numerical techniques and high-speed automatic 

computers, solution of the conservation equations for the most physically 

accurate conceivable model would be prohibitively time consuming. 

The use of the assumptions listed above greatly simplifies this most 

complex model. For example, assumption of a flat velocity profile 

eliminates the need for the solution of a fluid momentum balance 

equation. Thus, simpler models can be obtained from the more complex 

models by the neglecting of certain phenomena known, or expected, to 

have small effect upon the dynamics of the reactor. The differences 

in the behavior of a more complex model and of a simpler model can 

be attributed to the phenomenon neglected in the derivation of the 

simpler model. 

The three models considered in this study are: a two-dimensional 

finite stage model, a one·~dimensional finite stage model, and a first­

order differential model called here the plug flow model. The two-di­

mensional finite stage model, proposed by Deans
3

' 
4

' 5 is the most 

complex of these models. This model is a two-dimensional array of 

continuous flow stirred tank reactor stages, each stage being the size 

of an average packing particle. Each stage represents a void between 

packing particles in which turbulent mixing occurs, and the arrange­

ment of the stages in the array simulates the turbulent axial and radial 

dispersion of heat and mass in the reactor. 

.. 
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The one-dimensional finite stage model is the one-dimensional 

form of the two-dimensional finite stage model; it is an arrangement 

of continuous flow stirred tank reactors in series. Being one dimensional, 

it has no radial gradients, but flat radial concentration .and temperature 

profiles. However, the mixing stages simulate axial dispersion of heat 

and mass in the reactor. The only two differences between this model 

and the two-dimensional finite stage model are the differences in radial 

gradients and the differences in the driving force for heat transfer at 

the wall: in the one-dimensional finite stage model, the driving force 

is the difference between the wall temperature and the stage temperature 

at the axial position of interest; in the two-dimensional finite stage 

model, it is the difference between the wall temperature and the tempera­

ture in the wall stage at the axial position of interest. The temperatures 

in the one-dimensional model correspond to radially averaged tempera­

tures in the two-dimensional model. 

The plug flow model is the simplest of the continuous, or partial 

differential equation, models. It is a one-dimensional model, and its 

heat and mass balances are expressed as first-order partial differential 

equations. Thus it has no compensation for axial dispersion of heat or 

mass, whichis the major difference between this model and the one­

dimensional finite stage model. 

A modification of the plug flow model is that model in which 

the temperature of the fluid and the temperature of the particles are 

assumed to be equal at all points in the model. This assumption is 

equivalent to the assumption that the heat transfer coefficient between 

the fluid and the particles is infinite. This assumption removes the 

effect of a finite rate of heat transfer between the particles and the 

fluid while retaining the effect of the heat capacity of the packing. It 

will be seen that this simplified plug flow model is conceptually im­

portant in this study. The partial differential equations which describe 

either of these two plug flow models are hyperbolic in nature, and may 

be treated by the method of characteristics. 
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All of these models are described in detail in Chapter 2. Nu­

merical techniques for the solution of the heat and mass balance 

equations of these models are also presented here. 

In the two-dimensional finite stage model, the resistance to 

radial heat flow through the bed to the wall is inherent in the structure 

of the bed, and the resistance to heat flow through the wall from the 

stages at the wall is represented by the wall heat transfer coefficient. 

For the one-dimensiona.l models, however, the ov.erall·heat tranfer 

coefficient must reflect both the resistance to heat flow through the 

bed and resistance to heat flow through the wall. In order for all 

models to represent the same rate of heat loss through the wall, a cor­

relation must be obtained between the overall heat transfer coefficient 

of the one-dimensional models and the wall heat transfer coefficient and 

other parameters of the two-dimensional modeL This problem of cor­

relation is essentially a steady state heat transfer problem, which can 

be treated analytically because of its linear nature. In Chapter 3, this 

correlation is derived. First, an empirical correlation is obtained by 

approximating the finite stage models with partial differential equation 

models. This treatment illustrates some differences between discrete 

(i.e. , finite stage) models and continuous {i.e. , partial differential 

equation) models. Then the two-dimensional finite stage model equations 

are treated by matrix algebra to obtain an exact correlation. This 

treatment allows a greater understanding of the finite stage model 

through a matrix expression of its equations. 

The computer programs which describe these models are 

described in Chapter 4. With these programs, the dynamic behavior 

of the models when subjected to a step change in either feed concentra­

tion, or in feed temperature, or both, is calculated. These programs 

also allow the machine plotting of this dynamic behavior. 

In Chapter 5, the numerical values for the parameters of the 

reactor simulated in the computer runs is presented. These values 

describe, primarily, the experimental reactor studied by Sinai, 6 in 

which the reaction was the homogeneous liquid phase reaction of sodium 

thiosulfate and hydrogen peroxide. 

·. 

.. .. 

'j. 
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In Chapter 6, the results of the thirteen computer runs made 

with these programs is presented, including the plotted output of all 

runs. These results are compared to determine the dynamic effects 

of the various phenomena under study, and the significance of these 

effects is discussed. The plug flow model and the one-dimensional 

finite stage model are recommended for use in other studies, on the 

basis of accuracy and simplicity. Various models are suggested for 

use in frequency response studies. 

In Chapter 7, the conclusions of this work are presented. 

Part B. Parameters and Dimensionless Numbers 

The behavior of the chemical reactor being modeled and the 

behavior of the models being studied can be conveniently expressed in 

terms of dimensionless parameters and dimensionless variables. A 

set of values for these dimensionless numbers may actually characterize 

several similar reactors. Many of these .dimensionless parameters 

are measures of the relative effects of various phenomena in the 

system. 

A convenient characteristic length in the reactors is the average 

particle diameter, d . This is the length of each stage in the finite 
p 

stage models. The total dimensionless .length of the reactor, which is 

the total number of stages along the axis of the finite stage models, is 

L: 
N>:< 

N= (1.1) cr-
p 

The dimensionless- diameter of the reactor is M: 

M>:< 
M=­

d 
p 

(1. 2) 

For the continuous models, the dimensionless distance from the inlet 

is .x: 

x= x* 
d 

p 
( 1. 3) 
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A convenient characteristic velocity is the average fluid 

velocity Vo Then the characteristic time is d /v, named here the 
p 

"particle residence timeo 11 Dimensionless time is 

t*v 
t = a- {1.4) 

p 

The reactor may have either one reactant or twoo In the first 

case, the reaction is 

A --->~ products~ ( 1. 5) 

and the volumetric rate of reaction, or the rate of disappearance of 

moles of A per unit volume of fluid, is 

>'-
R>:< = k* exp l-E/R T>:<] c ,-

g A 
( 1.6) 

In the second case, the reaction is 

A + yB --3>~ products, ( 1. 7) 

and the volumetric rate of reaction is 

The rate of disappearance of moles of B per volume is -yR*o 

Any convenient concentration may be chosen as a reference 

concentration c , usually the initial or the final feed concentration 
r 

of A, the primary reactanto Any convenient temperature may be 

chosen as the reference temperature, T , usually the initial or the 
r 

final feed temperature or the wall temperature; this temperature 

and the total adiabatic temperature rise (based upon the reference 

concentration) is used to convert all temperatures to convenient di­

mensionless temperatures in the neighborhood of 0 to 1. The di­

mensionless concentrations are 
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* CA 
c = A c 

(L9) 
r 

* CB 
c = B c 

( 1, 10) 
r 

The total adiabatic temperature rise {based upon the reference concentra­

tion) is 

{- .0.H)c 
6.T = a 

The dimensionless. temperatures are 

* T - T 
T = 

r 

, ... 
'I' 

T - T 
T 

p r = LiT p a 

* T - T 
T 

w r = LiT w 
and 

a 

T 
T = r 

0 KT a 

r {1.11) 

{1.12) 

.(1,13) 

( 1.14) 

{1.15) 

The dimensionless rate of reaction for the case of one reactant is 

where 

K = k exp l AT j(T O + T)] c A , 

k>'.cd 
k= __ P 

v 
-A 

e 

for the case of two reactants, it is 

{1.16) 

( 1. 1 7) 
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k>~c d 
r p 

v 
-A 

e 

(1.18) 

(1.19) 

In both cases, 

are: 

and 

d R>:< 
A- p -RT 

g r 

d R,:, 
R= _P_ 

vc 
r 

( 1. 20) 

(1.21) 

The dimensionless heat capacity and heat transfer parameters 

heat capacity parameter: 

particle-fluid heat 
transfer coefficient: 

wall heat transfer 
coefficient: 

f3 - 1 + 
p C (1-E) 

p p 

Hp-
h a (1-e)d 

p p p. 
pfclv 

h 
Hw 

w 

(1.22) 

(1.23) 

( 1. 24) 

The wall heat transfer coefficient is a type of Stanton number, For 

two-dimensional models, h is analogous to a wall film heat transfer 
w 

coefficient, and for one -dimensional models, h is analogous to an 
w 

overall heat transfer coefficient. The relationship between the wall 

heat transfer coefficients of the models is discussed in Chapter 3. 

Peclet numbers, which indicate the ratio of bulk transport of 

heat or mass to the dispersive transport of heat or mass, are not 

fundamental parameters of the finite stage models, in which dispersion 

• 
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is accounted for in the geometrical arrangements of the models, or of 

the plug flow model, which excludes axial dispersion and which includes 

radial transport in the wall heat transfer coefficient. However, Peclet 

numbers are used in the heat transfer coefficient correlation of Chapter 3. 

In the physical model, molecular diffusion is assumed to be negligible 

compared with turbulent dispersion. Then the turbulent mass diffusivity 

is equal to the turbulent thermal diffusivity in both the axial and the 

radial directions, because the mechanism of mixing is the same for 

both mass and heat transport: 

k 
D X ---

X pfcf 
( 1. 25) 

k 
D r 

= r pfcf 
( 1. 26) 

The axial and _radial Peclet numbers, for both mass transfer and heat 

transfer, are defined as: 

Pe 
X 

d v dpvpfcf 
p -- rr-- k 
X X 

(1.27) 

(1.28) 

In the numerical studies, the unsteady state of the reactor is 

caused by a step change in either feed concentration, or feed tempera­

ture, or both. The step change occurs at t = 0. 

The inlet conditions for all the models are: 
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at x = 0, 

for t < 0, c -A- c 
A if 

T = Tif 

for t > 0, c = A c 
A££ 

. (1.29) 

T = Tff 

c = CB for all t B 
f 

if there is a second reactant, at x = 0, 

Before the step change, for t <0, the reactor is at steady state. The 

initial conditions for the unsteady state of the models are obtained from 

the steady state model equations; that is, from the model equations in 

which all time derivatives are set to zero. The reactor parameters are 

chosen so that the models have only one steady state; that is, that the 

steady state model equations have only one solution. 

For the case of two reactants, a useful variable which is used in 

place of the second reactant is the stoichiometric concentration difference, 

defined as 

(1.30) 

It will be seen in. Chapter 2 that the use of this variable simplifies the 

system equations, because the variable has no radial gradients in two­

dimensional models, is a step function in the plug flow model, and in 

general is described by a linear equation. With this variable used to 

eliminate cB' the rate of reaction is 

R =k exp [AT/(T
0

+T)] (1.31) 

•' 
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CHAPTER 2 

THE REACTOR MODELS 

Part A. The Two-Dimensional Finite Stage Model 

The two-dimensional finite stage model was proposed by Deans.
3

• 
4

• 
5 

The model is made up of concentric rings of square cross section, 

arranger in longitudinal layers, called rows. Each ring, or stage, is 

a continuous-flow stirred-tank reactor, The length and the width of the 

cross section of each stage are equal to the average particle diameter. 

Physically, each stage represents a void space between particles in 

which turbulent mixing occurs. The model, its cross section, and the 

physical model upon which it is based, are shown in Figure 1. The 

mixing characteristics of the model are derived from geometrical con­

siderations only. Each stage is fed by the two adjacent stages on the 

preceding row, and in turn feeds the two adjacent stages on the following 

row. 

Each stage is identified by an axial position i and a radial 

position j. A stage (i~, j) includes the portions of the particles and the 

voids of the reactor which are bounded axially by two planes at distances 

(i-1)d and id from the inlet of the bed, and radially by two concentric 
p p . 

cylinders of diameters (j-2)d and jd . The exceptions to this descrip-
p p 

tion are the half-stages at the center and at the wall of the reactor. At 

every odd axial position (i.e. , when i is odd), the stage at the axis is 

a half-stage, named thus because its cross-sectional width is half that 

of the other stages. It is bounded radially by a cylinder of diameter d . 
p 

And at every other axial position, the stage at the wall is a half-stage, 

bounded radially by cylinders of diameters (M-1)d and Md . This half-
p p 

stage, at axial position i, is characterized by (i;, M+1). 

On an odd row (i. e. , when i is odd), the radial positions j 

take.on all odd numbers from 1 (the half-stage at the axis) toM or M+1, 

whichever is odd; and on.an even row, the radial positions j take on all 

even numbers from 2 (the whole stage at the axis) to M or M+1, which­

ever is even. The half stages at the wall, (i, M+1), occur at odd rows 
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1-+---------- M dp 

I= I 

I =2 

1=3 

i=4 

1=5 

i =6 

(b) 

MU-34901 

Fig. 1. Arrangement of stages in the two-dimensional finite stage 
model. 
(a) Details of stage arrangement 
(b) Arrangement of particles upon which this model is based; 
here, M = 9· 

. . 
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if M+1 is odd, and on even rows if M+1. is even, There are a total 

of Mt1 stages in any two successive rows. 

Heat and mass transport in all stages except the wall stages is 

by turbulent convection only. The flow of heat through the wall from a 

wall stage is proportional to the difference between the wali temperature 

and the temperature of the fluid in the wall stage. There is no flow be­

tween two adjacent stages on the same row, The flow between any stage 

and another stage at the next row is proportional to the geometrical 

area shared by the two stages. 

The area of a stage, A., is defined as the area of the cross 
J 

section of the stage which .is perpendicular to the axis of the reactor. 

This area is a function of the radial position j only; it is independent 

of the axial position i. The volume of voids in a stage (i, j) is 

V.=EA.d (2,1) 
J J p 

this volume is also independent of L Similarly, the volumetric flow 

rate to and from this stage is 

Q. = E A. v 
J J 

(2,2) 

also independent of i. 

The area shared by stage (i,j} and stage (i+1,j+1) is A .. +
1

' 
J' J 

which is independent of i and is identical to the area shared by stage 

(i, j) and stage (i-1, j+1); i.e., 

Aj' j+1 = Aj+1, j (2.3) 

Similarly, A .. 
1 

is the area shared by stages (i,j) and (it1,j-1) or 
J' J- . 

by stages (i,j) and (i-1,j-1): 

(2.3) 
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The flow rate from stage (i-1,j+1} to stage (i,j), or from stage (i,j) to 

stage (i+1, j+1), is 

Qj,j+ 1 = Qj+ 1 ,j = E Aj,j+ 1 v, (2.5) 

also independent of i. Similarly, 

Q .. 1 = Q. 1 . = E A .. 1 v . (2.6) 
J,J- J- ,J J,J-

The material flowing from stage (i,j) flows into stages (i+1,j-1) and 

(i+1, j+1); i.e., 

Q. = Q. . 1 + Q. "+.1 • 
J J,J- J,J 

(2.7) 

or 

A. = A .. 1 + A .. + 1 J J,J- J,J 
(2.8) 

From the geometry, for a whole stage (i, j), 

A .. + 1 = l n d 
2
l/- (j-1)

2
]=! nd 

2 (2j~1), 
J, J p p 

(2.9) 

Aj,j- 1 = t n dp
2

l(j-1)
2

- (j-2)
2

] = t ndp
2

(2j-3). (2.10) 

and 
2 

d (4j-4) . 
p 

(2.11) 

For the half-stage at the axis, j = 1; 

(2.12) 

(2.13) 

Similarly, for the half-stage at the wall, j = M+1; 

AM>t-1, M+2 = O, 

2 
AM+1 =AM, M+1 = AM+1, M = * 7T dp (2 M-1). 

(2.14) 
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A component mass balance at stage (i, j) gives 

dC~ .. 
V. 1, J * Q .. 1CA 

I :>:C ~( )I( 

+ Q .. 
1
cA -Q.CA -V.R.' . 

J dt""" 
= 

J,J- 1-1,j-1 J,J+ 0 1 "+1 J 0 0 J 1,J 1- ,J 1,J 

In dimensionless form, this equation becomes 

dCA 
i, j = 

dt (
A. · 1 ) J,J-

A. 
J 

C + (Aj, j+1) 
A. 1 . 1 A. 

1- ,J- J 

For a whole stage (i, j), this equation is 

dCA .. 
1,J = 

c 
A. 1 . 1 

1- 'J+ 

(2.15) 

CA -R .. 
0 0 1, J 
1, J 

(2.16) 

dt (
2j_-3 \ 

lfFf) 
c 

A. 1 "+1 
1- 'J 

CA -R. . 
0 0 1' J 
1' J 

For the half-stage at the axis, equation (2.16) reduces to 

dCA 
__ _,i~,_1_ = c - c . 

dt A. 
1 2 A. 

1 1- ' 1, 

(2.1 7) 

R .. 1, 
1, 

(2.18) 

and for the half stage at the wall, equation (2.16) reduces to 

dC 
Ai, M+1 

dt = C Ai-1, M- C Ai, M+1 -., Ri, M+i (2.19) 

The corresponding temperature equations are found from a 

heat balance on a stage: 
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>'< 
dT.' . 

1, J = 
* dt 

~~ * * 
Q. · 1 pfcf T. 1 · 1 + Q. '+1 pfcf T. 1 '+1-Q. pfcf T. · 

J ' J - 1 - ' J = J ' J 1 - ' J. J 1 ' J 

* * * + (-.6.H)V.R. .+ h a (1-e )A.d (T -T .. ) + h A E 
J 1, J p p J p p. . 1J w w. 

* * (T -T .. ), 
w 1, J 

1,J J 
(2.20) 

>:C 

dT p· . * * 
dtJ = h a (1-e) A. d (T .. -T ) 

p p J p 1, J p .. 
1,J 

{2.21) 

In dimensionless form, these equations are 

dT .. 
1' J 
dt ( AjA, jJ.-1) = T. 1 . 1+ 

1- 'J- (
A. '+1) J' J 

A. 
T. 

1 
.+ 1 -T .. + R. .+Hp(T -T .. ) 

1- ,J l,J 1,J p. . 1,J 

and 

A 
w. 

+ J p;;::-
J 

dT 

Hw (T -T .. ) , 
w 1, J 

p .. 

J 

1, J = Hp 
dt ·13=1 (T. . - T ) 

1, J p .. 
1,J 

1' J 

(2. 22) 

(2.23) 

A is the geometrical area shared by a stage and the wall of the reactor. 
w. 

J 

For a stage not a wall stage, 

For a wall stage, 

A = 0 
w. 

J 

A 
w. 

J 

= 'lT M d
2 
p 

(2. 24) 

j = M or M + 1. (2. 25) 

,. . 

... 
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For a whole stage not a wall stage, equation (2. 22) becomes 

T. 1 . 1 + 
1- 'J- (

2j -1) 
·4J=T T. 

1 
.+

1
-T .. + R .. + Hp(T -T .. ) 

1- ,J 1,J 1,J p. . 1,J 
1' J 

(2.26) 

For a half stage on the axis, equation (2. 22) reduces to 

dT .. 
1, J = 

dt 
T. 

1 2 - T. 
1 

+ R. 1 + Hp(T -T. 
1

) 
1- ' 1, 1, p. 1 1, 

1, 

{2. 27) 

For the whole stage at the wall and for the half stage at the wall, 

equation (2. 22) becomes 

dTi, M = (2M-3) T. + f,2,....,M,.....---1..,.-) 
dt 4M-4 1-1,M-1 \4M-4 

+ Hp(T -T. M) + (4~4 ) Hw(T - T. M) , p. M 1, w 1, 
1, 

(2. 28) 

and 

dTi, M+1 = T 
dt i-1, M- Ti, M+1 + Ri, M+1+ Hp (T - Ti, M+1) 

Pi, M+1 

(2. 29) 

I£ there is a second reactant, its concentration is described by 

an equation similar to that which describes the concentration of the 

first reactant: 

CB + 
i-1,j-1 (

.A. :+1) J,J CB. -C -'(R . . 
1 .+ 1 B. . 1,J 1- ,J 1,J 

(2. 30) 
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From this can be obtained an equation which describes the stoichiometric 

concentration difference 6: 

do .. 
1,J 
dt = 

(
Aj, j-1) 

A. 
J 

6 +(Aj,j+1\ 
i -1, j -1 Aj -; 

6 · 1 . 1 1- 'J+ 
6 .. 
1,J 

(2.31) 

Because this model is two dimensional, it has several initial 

stages, at axial position 1. The concentrations and the temperatures 

of the feed streams to these stages are not necessarily the same. For 

instance, the steady-state concentration of a reactionles s species could 

be non-zero in the feed to the center inlet stage, (1, 1), and zero in the 

feed to the other inlet stages, (1,j), j /1. With this input Deans found 

that the effective radial Peclet number for the finite stage model was Bo 20 

If the feed concentrations of the reactants are the same for every 

inlet stage, then 6. . will never exhibit radial gradients, because it is 
1-J 

independent of temperatureo In this case, 6. . is independent of j: 
1' J 

6. = 6 .. 
1 1,J 

for all j at row i, (2. 32) 

and 

(2. 33) 

For a step change in the feed concentration of the primary reactant, 

this equation can be easily integrated analytically or numerically 0 For 

no step change in the feed concentration, or at steady state, 

6. = 6. 1 = 60 ' 1 1-
(2. 34) 

where o
0 

is the stoichiometric difference of the feed concentrations. 

This stoichiometric difference is therefore constant even in an unsteady 

lo . 

state period, if the stoichiometric difference of the feed concentrations '!i~• 

is constant with timeo 
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At the steady state, all time derivatives are zero, and the above 

equations reduce to algebraic equations, from which steady state profiles 

are obtained. Because of the temperature coupling .in the Arrhenius 

term, these equations are generally nonlinear. 

At the steady state, T. . = 
1,J T ' p .. 

so the value of Hp does not 

affect the steady- state profiles. 1,J 

Part B. Techniques for the Numerical Solution of the 
Two-Dimensional Finite Stage Equations 

The steady-state values of concentration and temperature for the 

stages of the finite stage model are the initial values needed for the inte­

gration of the unsteady-state equations (2.16), (2.20}, (2.22), (2,23), and 

(2.33). These steady-state values are roots of the algebraic equattbns 

which result from setting the time derivatives of the unsteady-state 

equations equal to zero. These steady-state values can be found nu­

merically by any methods suitable for finding roots of nonlinear simul-
7 

taneous algebraic equations. Newton-Raphson methods are used here. 

For the solution for these roots, two cases can be considered: 

the case in which there is only one reactant, and the case in which there 

are two reactants. If there is only one reactant, the concentration 

equation is linear in concentration, and can be used to eliminate the 

unknown concentration from the temperature equation: 

Pc - c k exp [AT .. j(T
0

+T .. )1 C A = 0 {2.35) 
i j A .. 1' J 1' J . . 

' 1' J 1' J 

where 

_ (2j-3) cj-1) c PC. - 4]"=-4 C Ai- 1, j + 1 + '4'.f='4 A. 1 . ~1 l,j 1- 'J1 

for a .whole stage (i, j) (2.36) 

p = c (2.37) 
c. 1 A. 1 2 1, 1- ' 

and c (2. 38] p = 
ci, M+1 A. 1M 

1- ' 
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where 

Then 

-22-

PA .. 
c = 1, J 

A. . 1+k exp (AT . ./(T
0

+T .. )J 
1,J 1,J 1,J 

PT .. - T .. + k exp [AT . .j(T0+T .. )] CA + 8.(T -T .. ) = 0 
J 

1,J 1,J 1,J . . J w 1,J 
1' 1' J 

_ (2j-3) T (2j-1) 
PTi,j :- \4j-4 i-1,j-1 + \4J=T T. 1 "+1 ' 1- 'J 

PT = T1.- 1, 2 ' . . 1 
1, 

PT = T. 1 M' 
i, M+1 1

- ' 

e. = o, j < M. 
J 

' 7 

=g(T .. ) = 0. 
1, J 

(2.40) 

(2.41) 

(2.42) 

(2.43) 

(2.44) 

(2.45) 

(2.46) 

(2.4 7) 

.. 

. . 
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T. . is the only unknown in g(T. . ) so the desired value of T. . is 
1,J l,J 1,J 

that for which g(T. . ) = 0. 
1, J 

The Newton:..Raphson method used in this case is a third-order 

method, also known as the third-order Richmond method, 
8 

which in 

this case is the iteration· 

T. ~m+1) = T. ~m) 
1, J 1, J 

(2.48) 

where the superscript primes denote first or second derivatives of g 

with respect to T. . . 
1,J 

For notational and computational convenience, 

g and its derivatives can be expressed in terms of auxiliary functions 

a
1

, a 2~ a
3

, which are defined as 

a
1 

= a
1

(T .. ) = k exp [AT . .j(T
0 

+ T .. )] , 
1,J 1,J 1,J 

{2.49) 

a 2 = a 2 (T .. ) = a 1p /(1 + a
1

) , 
. 1,J c .. 

1, J 

then 

(2. 52) 

(2. 54) 

Then 

g = pT - ( 1 + 8.) T. . + a 2 . . J 1, J 
1, J 

(2.55) 

(2.56) 

(2.57) 
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The equation (~,48) is iterated until the difference between two sue-

cessive values ofT .. is negligible. Then the concentration cA is 
1' J . . 

found directly from the equation (2.39). 
1

' J 

For the case of two reactants, a similar procedure could be 

used, because here the concentration equation is quadratic in concentra­

tion, so the concentration could be expressed explicitly in terms of the 

temperature. Because such a procedure would involve complicated 

algebra, the concentration equation and the temperature equation are 

instead iterated simultaneously by the Newton-Raphson method (7). The 

concentration and temperature functions are: 

f(cA , T .. ) = 
. . 1' J 
1' J 

g(cA ~ T .. ) = 
. . 1, J 
1' J 

Pc .. 
1' J 

p T .. 
1' J 

The iterations are 

T. 
(m+1) 

1' j 

where 

D =ta 
Then 

c 
A.. k exp l AT. . / ( T

0 
+ T. . ) ] c A '{ ( c A - 6 0 ), 

1,J 1,J . . . . 
1' J 1' J 1' J 

(2. 58) 

T .. + k exp [AT .. /(TO+ T .. )) cA .. '{(cA .. 1,J 1,J 1,J 1,J 1,J 

- 6
0

) + B.(T - T .. ) 
J w 1, J 

(2. 59) 

(2.60) 

T. 
{m.) 1 [g a£ - f &g Jm) = D ac 1' j ac 

(2.61) 

- ~ llJJ J (m) a£ 
ac aT ac 

(2.62) 

D = (1+8.) + k exp [AT . . j(TO + T .. )]cA '{(cA - 6 ) . 
J 1,J 1,J . . . . 0 

1' J 1' J 

. . 
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f aagT - g aafT = (1+8.)(c -p L I ] ( J A. . c .. ) + k exp AT .. (T0+T .. ) cA 'I cA . 1,J 1,J l,J 1,J . . . . . 

- 60) L (1+8j) + (pT .. 
1' J 

2 
+ T .. ) ] 

1' J 

1' J 1' J 

(1+8.) T .. + p 
J 1, J c. . 

1' J 

(2.64) 

a£ ag _ 1 
gac - f -ac - - PT + (1+8.) T .. - k exp LAT .. (To+ T .. )] . . . J 1,J 1,J 1,J 

1' J 

(2.65) 

The iterations are continued until the differences of two suc-

cessive values of cA and T. . are negligible. 
. . 1, J 
1' J 

The steady-state profiles are the initial conditions of the un~ 

steady-state integration. With the final feed conditions, the final 

steady-state profiles can be obtained in the same manner. 

The unsteady state differential equations are integrated by the 

Runge~Kutta-Gill method. 9 With this method, the errors are small 

and the machine storage is minimized. The Runge-Kutta-Gill method 

is a method of integrating numerically the first~order vector dif­

ferential equation 

de dy = f(c) (2.66) 

(where c and f are vectors) with the scheme 
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co = c(y) 

i :::: 1: k1 = % h f (c
0

) 

c1 = co+ k1 

i = 2, 3: k. = % h f (c. 1) 
1 1-

(2.67) q. = q. 
1 

+ 3r. b.k. 
1 1- 1 1 1 

c. = c. 1 + r. 
1 1- 1 

i = 4: 

then c(y+h)~c4 

Here 

and 

This scheme is modified from that presented by Gill, to further 

minimize storage locations and computational steps, at the small expense 

of correction for round-off errors. Gill 1 s scheme is a method for inte­

grating a general system of ordinary first-order differential equations. 

In machine calculation with this method, storage is required for the three 

vectors c (the dependent variables), k (the derivatives of these variables), 
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and q (terms which include increments previously added to c and cor­

rection for round-off errors}. In each of the four intermediate steps 

requir~d for an advance by one increment in the independent variable, 

the newly calculated values of c, k, and q replace the previous values, 

which are no longer needed. Gill's scheme is an important improvement 

over previous fourth-order Runge-Kutta methods, which require storage 

for four vectors. In many systems; including the present one. these 

vectors are very large; for example, for a finite-stage model with 200 

axial stages and with M = 9 (5 radial stages at each .axial position), with 

heat transfer between particles and fluid, each vector c, k, and .q has 

3000 elements" 

However, the concentration and fluid temperature in one stage 

of the finite-stage model is affected directly by the concentration and 

fluid temperature in only the two preceding stages, and the particle 

temperature in one stage is not directly affected by any other stage. 

Then if the concentrations and fluid temperatures of all the stages at a 

given .axial position are stored elsewhere before being replaced with 

newly calculated values, they can be used in the calculations of the 

concentrations and temperatures in the stages at the next axial position. 

Then the vector k is not needed for storage between each of the four 

intermediate steps; all that is required in its place is a much smaller 

vector with elements of concentration and fluid temperature for each 

radial stage for any axial position. Thus, in the example above, the 

3000-element vector k can be replaced with a 10-element vector. 
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Part C. The One-Dimensional Finite-Stage Model 

The one-dimensional finite stage model is an array of continuous­

flow stirred-tank chemical reactors in series. This model has no radial 

differences in concentration or temperature, but its axial characteristics 

are identical to those of the two-dimensional finite stage model. This 

model is shown in Figure 2. 

Each reactor, or stage, is characterized by an axial position i. 

Each stage is a cylinder which includes portions of the particles and 

voids bounded by two planes at distances (i - 1) d and id from the 
p p 

inlet of the bed; then each stage has a length d and a diameter equal 
p 

to Md , the diameter of the tubular reactor being modeled. 
p 

Because of the similarity between the one-dimensional and the 

two-dimensional finite stage models, the equations describing the con­

centrations and temperatures of the one-dimensional model are easily 

obtained from those of the two-dimensional model. The area shared 

by stage i and stage i-1 is the cross-sectional area of the tubular 

reactor: 

A mass balance on stage i gives 

dcA. 
1 

~ = c A - cA. 
i-1 1 

A heat balance gives 

R. 
1 

(2.68) 

(2.69} 

dT. 4Hw 

dt
1

-T. 1 -T.+R.+Hp(T -T.)+ -M (Tw-T
1
.), (2.70) 

1- 1 1 p. 1 

and 

dT 
p. 

1 = 
dt 

1 . 

(2. 71) 

.... 
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~-+---------- Mdp ------------>-l 

MU-34900 

Fig. 2. Arrangement of stages in the one-dimensional finite stage 
model. 
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If there is a second reactant, 

do. 

-aT= 0i-1- 0i 

This last equation is identical to equation {2.33), obtained for the two­

dimensional finite stage model for the case of equal feed concentrations 

in every inlet stage, and the same comments apply here. 

The axial dispersion in this model results from the arrangement 

of the stirred-tank stages. The two-dimensional finite stage model 

exhibits the same axial dispersion. 

The difference between this model and the two~dimensional finite 

stage model lies in the radial mixing feature of the latter. The one~ 

dimensional model has no radial gradients. However, the two models 

are identical in every respect if they are adiabatic, in which case there 

are no radial gradients in the two~dimensional model. The differences 

between these two models is discussed in more detail in Chapter 3. 

Part D. Techniques for Numerical Solution of the 
One-Dimensional Finite Stage Equations 

Because the one-dimensional finite stage equations are just 

simplified forms of the two-dimensional finite stage equations, without 

dependence upon j, the numerical techniques for the solution of the 

one -dimensional finite stage equations are simplifications of the nu­

merical techniques used in the solution of the two~dimensional finite 

stage equations. 

The steady~ state values of concentration and temperature are 

the roots of algebraic equations obtained by setting the time derivatives 

in equations {2.69). (2. 70), and (2. 71) to zero. For the solutions of 

these algebraic equations, equations (2.39) and {2.48) can be used for 

the case of one reactant, and equations {2.60) and (2.61) can be used 

for the case of two reactants, with the modification that the subscript 

j is ignored, and that 

! 
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PC. = c ' 
(2. 73) 

Ai-1 1 

PT. = T. 1 1- ' 
(2. 74) 

and 
1 

e = 4Hw 
(2. 75) --x:r 

Similarly, the unsteady-state differential equations can be inte­

grated numerically with the Runge-'Kutta-Gill method discussed above. 

and 

Part E. The Plug .Flow (Differential Equation) Model 

The plug flow model is based upon these differential equations: 

,.~ 

acA 
,., ,,, 

at 

* aT 

+ 

__ P = 
>!c 

at 

>:::: 

8cA 
v ----;:c 

ax 

)~ 

= - R 

* R + 
h a (1-e) 

p p 

* >:c 
(Tw - T ) , 

(2.76) 

(2, 77) 

(2. 78) 

These equations represent a component mass balance, a fluid heat 

balance, and a particle heat balance, respectively. In this model, 

axial dispersion is neglected and the concentration and temperatures in 

these equations represent radially averaged quantities. 

In dimensionless form, these equations are 

(2. 79l. 
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aT+ aT 
R + Hp (T - T) + 

4Hw 
(T - T) (2.80) ax = ----rvr-at p w 

aT Hp p = (T - T p) (2. 81) 
~ !3-=-1 

These equations are the basic equations for the plug flow model. 

It is sometimes assumed that the particle temperature is equal 

to the fluid temperature at any point in the reactor. Cowles 
10 

studied 

the effect of this assumption on the two-dimensional partial differential 

equation model of a catalytic gas reactor. The last equation.shows that 

if T and T are equal, then aT I at and aT I at are equal and are 
p p 

generally finite and non-zero in the unsteady state, and thus Hp must 

be infinite. Only with an infinite Hp, L e. , no resistance at all to heat 

transfer between particles and fluid, are T and T equal at all times 
p 

during unsteady state operation. Prior to the application of this 

assumption, the two heat balance equations can be combined into 

aT aT 4H CIT 
at + Clx = R + ;; (T w - T) + (13 - 1) -at- (2. 82) 

With the assumption that T and T are equal, this equation becomes 
p 

13 aT + CIT 
at ax = R + 4Hw (T - T) . 

M w 
(2.83) 

This equation is the only heat balance to be satisfied when the tempera­

ture of the particles is assumed to be indistinguishable from the tempera­

ture of the fluid at any point in the reactor. f3 incorporates the heat 

capacity of the packing as well as that of the fluid. 

This special case will be referred to as the case of infinite Hp. 

The assumption of equal T and T is used to simplify the more 
p 

general system by eliminating a parameter, Hp, and a dependent 

variable, T . 
p 

For this case, the basic equations of the plug flow model 

are the component mass balance, equation (2. 79), and the heat balance, 

equation (2.83). 

... 



.. 

-33-

·For either case, the system equations are quasi-linear hyper-

bolic equations which can be treated by the method of characteristics~ 11
• 

12 

This method relates the solution to the characteristics, which are curves 

in.space-time along which discontinuities in the system propagate. 

To obtain the velocities of propagation of the discontinuities, 

from which the characteristic curves are obtained, the system equations 

are written in a canonical form. For the case of infinite Hp, the 

equations become 

ocA 
1 0 

ocA 
-R at ax 

+ = 

aT 
0 

1 aT .!.Rt 1 4Hw 
(T -T) at j3 ax 13 73 1V1 w 

(2. 84) 

12 
As shown by Jeffrey, the velocities of propagation of the discontinuities 

are the characteristic roots of the matrix of coefficients: 

dx 1 
at = 1, j3 

The discontinuities in the reactor originate from the step change of the 

feed concentration or the feed temperature at t = 0. Then a dis­

continuity travelling with velocity 1 and another discontinuity travelling 

with .a lower velocity 1/13 is expected. These velocities suggest the 

introduction of new independent variables, which represent the (scaled) 

time from the appearance of either discontinuity at a given axial 

position x: 
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The system equations can be expressed in this characteristic coordinate 

system through the partial derivative chain rules: 

( aac:) z ~ CactA) x( :i) z +Cc~ tax) OCA 
+ 

OCA 
= at ax-· ax t ay z 

or 

acA 
~ R. (2. 88) ---ay-

Similarly, 

(~) ~(~)(!!) +(~) (~) j3 aT+ aT (2. 89) = 
ax az at az ax t az at 

y . X y y 

or 

aT R + 4Hw (T _ T) . a'z, .. - M w (2. 90) 

The line z = 0 represents the trajectory along which the dis­

continuity with velocity 1 travels; the line y = 0 represents the tra­

jectory along which the discontinuity with velocity 1/13 travels. These 

lines are shown in Figure 3, together with lines z = constant, which 

are parallel to the z = 0 line, and lines y = constant, which are parallel 

to the y = 0 line. The space-time ·region can be transformed to y-z 

region, as shown in Figure 4. The line x = 0 represents the inlet of 

the reactor, and the line x = N represents the outlet of the reactor; 

these two lines bound the region of interest in the y-z plane. The 

line t = 0 represents the reactor at the instant that the step change 

occurs in the feed concentration or temperature; because the dis­

continuities travel at finite velocity, the reactor is at steady state 

everywhere along this line. The segment of the line x = 0 below the 

origin (for t < 0) is called here the initial feed line; the segment of 

the line x = 0 above the origin (fort > O) is called the final feed line. 

f 
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,BN 

ill 
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I 

X N 

Constant y 
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l Constant z 
lines 

MU-3.4907 

Fig. ). Characteristics in space-time for the plug flow model 
(infinite Hp) . 
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MU-34908 

Fig. 4. Characteristic coordinates for the plug flow model 
(infinite Hp) • 
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Fino I feed concentration cAff 

Initial feed concentration cAl 

z 

MU -34902 

Fig. 5~ Concentration, as a function of the characteristic 
coordinates, resulting from a concentration step. Plug flow 
model (infinite Hp). 
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A solution of these system equations is a representation of 

concentration and temperature as functions of x and t for a given 

set of system parameters and inlet conditions. The independent vari~ 

ables could instead be y and z, because transformation from one 

coordinate system to another is simple, by equations (2.85) and (2.86). 

Graphically, a solution may be represented as a surface in (c A' y, z) 

space, and another surface in (T, y, z) space. Figure 5 shows how a 

concentration surface might appear for a step in feed concentration but 

constant in feed temperature; the corresponding temperature surface 

is not shown. 

The concentration profile at the line t = 0 in Figure 5 repre­

sents the initial steady state profile. This same profile may be found 

at any constant time line, where time is less than zero. Similarly, 

for large time, a final steady state profile is found at any constant 

time, where time is sufficiently large; in the figure, the steady state 

profil;e is shown for the line t = f)N. For any intermediate constant 

time line there is an unsteady state profile. For example, the un­

steady state concentration profile for t = t 
1 

(where t 
1

, a constant, is 

less than Ntis shown in Figures 5 and 6. 

But for any line in the y-z plane which crosses the x = 0 and 

the x = N lines there exist a concentration profile and a temperature 

profile. Only if such a line is a constant time line do the profiles 

exist in the reactor at an instant of time. If the line is not a constant 

time line, the points on these profiles exist at different instants of 

time at their respective axial positions, but it is useful to consider 

these profiles in the various regions of the y- z space . 

. Along the line t = 0, and along every constant time line where 

time is less than zero, lie the initial steady state profiles. These 

profiles can be found by setting the time derivatives in equations (2. 79) 

and (2.83) equal to zero and integrating the resulting simultaneous 

ordinary differential equations with respect to x, with the initial feed 

concentration. and temperature. But these profiles can also be found 

by integrating the equations (2. 88) and (2. 90) from the initial feed line. 
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m IT I 

0 N 
X 

MU-34906 

Fig. 6. An instantaneous concentration profile at time t = t1 
(constant). Plug flow model (infinite Hp) . 
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The concentration equation, (2.88), is integrated along a line parallel to 

the y-axis; the temperature equation, (2. 90), is integrated along a line 

parallel to the z-axis. Then, in this region, the steady state profiles 

lie along any constant z line {parallel to the y-axis) or any constant 

y line (parallel to the z-axis) or any other line which crosses the 

x = 0 and the x = N lines. 

The concentration and temperature at any point, {y 
1

, z
1

), in the 

y-z plane can be found in the 'same manner: the concentration equation, 

(2. 88), is integrated from the known feed concentration at point p to 
c 

the point (y 
1

, z 
1

) along the constant z line, z = z 
1 

(assuming that the 

temperature profile along this line is known), and the temperature 

equation, (2. 90), is integrated from the known feed temperature at the 

point pT to the point (y 
1

, z 
1

) along the constant y line, y = y 
1 

{assuming that the concentration profile along this line is known). The 

temperature profile along the line z = z
1

, needed for the determination 

of R in the concentration equation {2. 88), is found by integrating the 

temperature equation in the z direction from the known feed tempera­

tures at every point along the feed line from point p c to point pT; 

similarly, the concentration profile along the line y = y 
1 

is found by 

integrating the concentration equation in the y-direction from the 

known feed concentrations at every point along the feed line from point 

pc to point pT. 

Thus, the primary effect of the feed concentration is in the 

y-direction through the concentration equation, and the primary effect 

of the feed temperature is in the z-di:rre:ction through the temperature 

equation. This concept, that the feed concentration and feed concentra­

tion disturbances act in the y-direction and that the feed temperature 

and feed temperature disturbances act in the z-direction, is very useful 

in determining and describing .the unsteady state behavior of the plug flow 

model. 

For example, it is clear that the y-axis is the characteristic 

which represents the propagation of a step change in feed concentration 

through the reactor, and the z-axis is the characteristic which represents 

the propagation of a step change in feed temperature through the reactor. 
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Fig. 7. Transient behavior of concentration at axial position ~1 • 
Plug flow model (infinite Hp) • 
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Also, the entire region in the y-z plane below the y-axis is 

affected only by the initial feed concentration and the initial feed tempera­

ture {on the initial feed line). This region is the initial steady state 

region. It is labeled I in Figures 5, 6, and 7. It includes the triangular 

region between the y-axis and the line t = 0 which represents that 

portion of the reactor which the concentration discontinuity, travelling 

with velocity 1, has not yet reached. Along any line in this region 

lie, the initial steady state concentration and temperature profiles. 

Along any constant x line in this region, concentration and temperature 

are constant. 

Similarly, the entire region in the y-z plane to the left of the 

z-axis is affected only by the final feed concentration and the final feed 

temperature (on the final feed line). This region is the final steady 

state region. It is labelled III in Figures 4, 5, 6, and 7. At t = !3N, 

the temperature discontinuity has reached the end of the reactor. Then 

the region below the t = !3N line and left of the z-axis represents that 

portion of the reactor through which the temperature discontinuity has 

already passed. Thus the concentration and temperature at any axial 

position is at steady state immediately after the temperature discontinuity 

passes that axial position. Along any line in this region lie the final 

steady state concentration and temperature profiles. Along any constant 

x line in this region, concentration and temperature are constant. 

Then the unsteady state region in the y-z plane is the triangle 

bounded by the z -axis, the y-axis, and the line x = N, The concentration 

and the temperature in this region are affected by the final feed con­

centration, on the final feed line, and the initial feed temperature, on 

the initial feed line. This region is labelled II in the figures. 

Figure 5 shows concentration in a reactor as a function of y 

and z for a step change in feed concentration but not in feed tempera­

ture. The initial concentration profile in region I is shown, as is the 

final concentration profile in region III. The concentration discontinuity 

is seen lying along the y-axis. On the z-axis, the concentration and the 

concentration derivative, (8c A/ 8y), are continuous. 
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A discontinuity in either concentration or temperature causes 

a corresponding discontinuity in the temperature derivative, (8T/8z), 

or the concentration derivative, (ac A/By), through the coupling term 

R in equations (2. 88) and (2. 90). Thus, in the example shown in 

Figure 5, there is no temperature discontinuity; hence the concentra­

tion derivative is continuous acros~sthe z-axis. The concentration itself 

is always continuous ac_ro~sthe z-axis, because concentration discon­

tinuities travel in the y-direction. Similarly, the temperature is always 

continuous ac_:r:o~sthe y-axis because temperature discontinuities travel 

in the z-direction. Also, the concentration discontinuity on the y-axis 

causes a discontinuity in the temperature derivative C~,c_ros._sthe y-axis; 

so although the temperature is continuous ac_r_:,o~sthe y-axis' its derivative 

is not. 

Although the primary effect of the feed concentration is in the 

y-direction, there are secondary effects through the coupling term, R, 

which propagate along the z-axis, These effects appear in the higher 

derivatives of concentration and temperature along the z-axis. Thus, 

in the example of Figure 5, although there is no temperature discon­

tinuity, unsteady state behavior is found not onLy, along !he y-axis, but 

throughout the whole region II. Similarly, in the case of a temperature 

discontinuity but not a concentration discontinuity, changes begin along 

they-axis, before the temperature discontinuity has passed through 

the reactor, even though concentration and temperature (and some 

derivatives) are continuous on the y-axis. 

Figure 6 shows a concentration profile which lies along a con­

stant time line which passes through all three regions of the y-z plane, 

for the example of Figure 5. This profile occurs in the reactor at the 

instant of time t = t 
1

, where t
1 

is a constant less than N. The figure 

shows the intersection with the z-axis at this instant. Upstream from 

the z-axis (for x ~t 
1

/13 1), the profile is that of the final steady state 

profile, as the temperature effects have already passed through this 

region. Downstream from the concentration discontinuity (for x ;::. t 
1

), 

the profile is that of the initial steady state profile, because the 
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concentration discontinuity has not yet reached this region. In the 

middle is the unsteady state region. 

That the whole of region II is an unsteady state region as a 

result of a step in feed concentration can be reasoned from a slightly 

different approach. The discontinuity in concentration along the y-axis 

causes disturbances in temperature along the y-axis (i.e. , a discon­

tinuity in~the temperature derivative, fJT/Bz. along they-axis). These 

disturbances affect region II through the temperature equation (2. 90) from 

the y-axis. A temperature discontinuity similarly affects the unsteady 

state region, causing unsteady state behavior beginning along the y-axis. 

Figure 7 shows the unsteady state behavior of concentration at a 

given axial position, x 1 , for the example of Figure 5. Before the con .. 

centration discontinuity passes this point in the reactor, the concen­

tration is at its initial value. The discontinuity passes this point at 

t = x 
1

; afterward, the concentration changes and approaches its final 

value, which it obtains when the temperature effect passes through, at 

t = (3x 1. 

These forms of presentation of unsteady state behavior, con­

centration and temperature profiles at given values of time and the 

unsteady state behavior of concentration and temperature at given 

axial position, are more understandable and more easily related to 

physical observations than are profiles along characteristics, which 

follow directly from solution with the method of characteristics, so the 

former forms are used in the presentation of numerical calculations. 

Figures 5, 6, and 7 are presented here only to illustrate the major 

features of such unsteady state behavior; they are not quantitative 

representations of a solution of the plug flow equations for a particular 

set of parameters. 

Without study using the method of characteristics, the unsteady 

state region might reasonably be expected to be the space-time region 

between the inlet and the outlet of the reactor (0 ~x ~ L) and between 

t = 0 and some indefinite time greater than t = (3N. This analysis, 

with the method of characteristics, has shown that the unsteady state 

·• 

-. 
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region is ac~ually the smaller region that is bounded by the two character­

istics. · The regions representing the portions of the reactor which the 

concentration characteristic has not yet reached or through which the 

temperature characteristic has already pas sed are steady state regions, 

and the concentration and temperature in these regions are known from 

the initial and fina1 steady state profiles. 

To obtain the concentration and the temperature in the unsteady 

state region, the concentration equation (2,88} and the temperature 

equation (2. 90} are integrated in this region; to integrate these 

equations, the proper boundary conditions must be obtained. These 

boundary conditions, the concentration and temperature profiles along 

the y-axis and the z-axis, are easily obtained from these facts: 

Temperature is continuous across the y-axis, and concentration is 

continuous across the z-axis; the concentration equation (2.88) and 

the temperature equation {2. 90) must be sati;sfied everywhere, in­

cluding the y-axis and the z-axis; and the initial feed temperature and 

the fina~ feed concentration primarily affect the unsteady state region. 

Then, because temperature is continuous across the y-axis, 

the temperature profile along the y-axis is the initial steady state 

temperature profile. The concentration profile along the y-axis is 

obtained by integrating the concentration equation, using the final 

feed concentration as the inlet boundary condition and using the tempera­

ture profile along the y-axis in the evaluation of the coupling term R. 

The difference between this concentration profile and the initial steady 

state concentration profile is the concentration discontinuity which 

appears along the y-axis. 

Similarly, because concentration is continuous across the 

z-axis the concentration profile along the z-axis is the final steady 

state concentration profile. The temperature profile along the z-axis 

is obtained by integrating the temperature equation, using the initial 

feed temperature as the inlet boundary condition and using the con­

centration profile along the z -axis in the evaluation of the coupling 

term R. The difference between this temperature profile and the final 

steady state temperature profile is the temperature discontinuity which 

appears along the z -axis. 
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Because of the concentration discontinuity along they-axis, 

the temperature derivative, (aTjaz), at every point along the y~axis 

also has a discontinuity, through the ·coupling term R. Most numerical 

integration methods require continuous derivatives, so the temperature 

equation could not generally be integrated numerically across the y­

axis from initial conditions on the line t = 0, for example. However, 

by transforming to a characteristic coordinate system, and by finding 

the concentration arid temperature profiles along the characteristic 

coordinate axes and using these profiles as boundary conditions, nu­

merical integration across discontinuities has been avoided. 

Although the concentration and the temperature affect each 

other in the unsteady state through the coupling term R, the characteris­

tics along which the discontinuities travel are determined by the form 

of the derivatives, i.e. , the left-hand side of the system equations, 

as equation (2. 84) illustrates; the right-hand side does not affect the 

characteristics (except indirectly in cases where the characteristics, 

or velocities of propagation of discontinuities, are functions of the 

dependent variables). Then the characteristics for the case of finite 

Hp should be different from those for the case of infinite Hp, just 

discussed. 

In fact, for the case of finite Hp, because the form of the 

derivatives in the concentration equation (2. 79) is identical to the form 

of the derivatives in the temperature equation {2. 80), discontinuities 

in concentration and in fluid temperature travel along the same char­

acteristics for this case. 

The velocities of propagation of the discontinuities for the case 

of finite Hp are found, as before, from the matrix of coefficients: 

acA 
1 0 

acA 
- R ---at ax 

+ = (2.91) 
aT aT Hp p 

0 0 
p (T-T ) at ax 13 - 1 p 

"-
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The fluid temperature equation could have been used in place of the 

concentration equation; the same matrix of coefficients would result. 

The velocities of propagation of the discontinuities are 
12 

dx 
dt=O, 1. 

The absence of a aT I ax term in the equations' resulting in 
p 

a zero velocity of propagation of discontinuities, means that the parti-

cle temperature at any point in the reactor is not directly affected by 

the particle temperature at any other point in the reactor. This iso­

lation of particle temperature is expected, because in this model con­

duction of heat through adjacent particles is excluded. 

For this case, the characteristic coordinates are: 

y = x, Z = t -X 

then 

t = y + z, 

Thus 

or 

R. - ' 
and 

Similarly, 

Ca:P )Y = (aa:P)x (::)Y +CaT!), 
or aT 

Hp' (T-T ) p_ 
-az- f3-1 p 

(:: t = 

(2. 92) 

(2.93) 

ac A ac A 

-at+ax-

(2. 94) 

(2.95) 

(2. 96) 

aT p 
(2. 97) ---at 

(2. 98) 
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Figure 8 shows the constant z lines and the constant y lines 

in the t-x plane, and Figure 9 shows thet:rans:£iHmed£olistanL Clines 

and constant x··,lines in the y-z plane. For this case, the constant y 

lines and the constant x lines are identical, from equation (2.92). 

Therefore the line y = 0, the z-axis, represents the inlet of there­

actor, or the feed line. The step change in feed concentration or feed 

temperature, or both, occurs at the origin; so the z -axis below the 

y-axis is the initial feed line, and the z-axis above the y-axis is the 

final feed line. 

As in the previous case, the region below the y-axis is the 

initial steady state region. This includes the region above the line 

t = 0, which represents that portion of the reactor which the con­

centration and temperature discontinuity has not yet reached. It is 

seen from equation (2.81) that at steady state, the fluid temperature 

and the particle temperature are identica~; thus the fluid temperature 

profile and the particle temperature profile along a line in this initial 

steady state region are identical. 

The concentration, fluid temperature, and particle tempera­

ture can be found at any point {y 
1

, z
1

) in the y-z plane from the inte­

gration of the differential equations, as before: The concentration 

equation (2. 95) and the fluid temperature equation (2. 96) are integrated 

simultaneously in the y-direction along the line z = z
1 

from the known 

values of concentration and fluid temperature at the feed line (the z­

axis), and the particle temperature equation (2. 98) is integrated in the 

z-direction along the line y = y 
1 

from the known value of particle 

temperature at any initial steady 'state profile in the region below the 

y-axis. The particle temperature profile along the line z = z 
1

, neces­

sary for the evaluation of the right-hand side of the fluid temperature 

equation (2.96), is found from previous integrations; and.similarly, 

the fluid temperature profile along the line y = y;
1 

is known from pre-

vious integrations. 

Then the final feed concentration and the final feed tempera-

ture primarily affect the unsteady state region through the concentration 

... 
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Fig. 8. Characteristics in space-time for the plug flow model 
(finite Hp). 
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Fig. 9· Characteristic coordinates for the plug flow model 
(finite Hp). 
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equation (2,95) and the fluid temperature equation (2.96). With this 

fact, and the facts that the differential equations must be satisfied 

everywhere in the y-z space and the particle temperature is continuous 

acro@sthe y-axis (particle temperature discontinuities, if present, lie 

along lines parallel to the z-axis), the profiles along the y-axis can be 

found. The particle temperature profile acroesthe y-axis is identical 

to the initial steady state particle (and fluid) temperature profile, and 

the concentration and fluid temperature profiles along the y-axis are 

found by integrating simultaneously the concentration equation (2.95) 

and the fluid temperature equation (2. 96) along the y-axis, using the 

final feed concentration and final feed temperature as inlet boundary 

conditions and using the particle temperature profile along the y-axis 

in the evaluation of the right-hand side of the fluid temperature 

equation (2. 96) . 

The differences between these concentration and fluid tempera­

ture profiles and the initial steady state profiles represent the dis­

continuities along the y-axis. Because the equations are integrated 

simultaneously, there are discontinuities in both concentration and 

fluid temperature, even though the step change in the feed may have 

been in only one of these variables, If there is a step change in feed 

concentration, for example, the fluid temperature cannot be expected 

to be continuous across they-axis, because the initial steady state 

temperature profile does not satisfy th.e fluid temperature equation, 

which is affected by the concentration profile along the y-axis which 

is different from the initial steady state concentration profile. 

The particle temperature at the feed line (the z -axis), neces­

sary for the evaluation of the concentration and fluid temperature 

derivatives along the z-axis, is found in a s:imilar manner, from the 

integration of the particle temperature equation along the z-axis: 
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at y = 0, z :;:::. 0 , 

at x = 0, t :;:::. 0 . 

Tif and T ff are the initial and final feed temperatures. 

(2, 99) 

This equation shows that there is no final steady state region 

for this case, unlike the case of infinite Hp. Here, the unsteady 

state region is the entire region above the y-axis. The concentration, 

fluid temperature, and particle ternperature in the unsteady state 

region are found by integrating the system equations, with the boundary 

conditions along the y~axis and the z -axis obtained as discussed above. 

The final steady state profiles, which the unsteady state pro­

files approach as time (or z) increases, can be obtained by integrating 

the concentration and fluid temperature equations, with the final feed 

conditions and the fact that the fluid temperature and the particle tern-· 

perature are equal at steady state. It is seen that the initial and final 

steady state profiles of the finite Hp case are the same as those of 

the infinite Hp case, because the effect of heat transfer between 

particles and fluid is a dynamic effect only. 

Although there are fundamental differences in the character~ 

. istics of the two cases considered here, both cases are useful. For 

example, if continuous feed disturbances are considered, such as a 

sinusoidal feed disturbance for a frequency response determination, 

then the case of finite Hp is appropriate if the dominant period of 

disturbance is less than the time constant of the particle-fluid heat 

transfer {~~i in dimensionless form), but the case of infinite Hp 

is adequate if the dominant period of the disturbance is greater than 

the time constant of the particle-fluid heat transfer. 

Further, it will be seen that for some systems the behaviors 

of the two cases agree better than might be expected from the 
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·differences in characteristic form because the discontinuities on the 

characteristics are insignificant compared with large, continuous 

changes which occur in the unsteady state regions. And in actual 

reactors, discontinuities are attenuated and smoothed by axial dis­

persion,. which is ignored in the plug flow model. Therefore the major 

dynamic effects in a system do not necessarily occur along the char­

acteristics, but treatment by the method of characteristics reduces 

the system equations and unsteady state region to simp1e forms which 

allow an uncomplicated numerical solution, 

Another similarity of the two cases is the treatment of the 

second reactant, if there are two reactants. The differential equation 

which describes the second reactant with re3pect to the characteristic 

coordinates, regardless of whether Hp is finite or infinite, is 

Then 

1 
y 

oc 
B = 0 cry 

(2, 100) 

(2, 101) 

Thus 6 is constant along any constant z-line; but 6 may have an­

other constant value on another constant z-line. The value of 6 

along any constant z-line is the value of 6 at the intersection of this 

line and the feed line, where 6 is determined from the known feed 

concentrations of the two reactants, Because the feed concentrations 

are constant on the initial feed line (below the y-axis), everywhere 

below the y-axis 6 has the constant value 

6 = CA - CB /y . 
if f 

(2.102) 

and because the feed concentrations are constant on the final feed 

line, everywhere above the y-axis 6 has the constant value 

6 = CA - CB /y. 
££ f 

(2, 103) 



-54-

Therefore, in the unsteady state region, the concentration of the 

second reactant is easily determined from the concentration of the 

primary reactant by 

c = y (c -c5) 
B A 

(2.104) 

where c5 has the constant value determined in equation (2.103). 

Part F. Numerical Techniques for the Solution 
of the Plug Flow Equations 

The two cases of the plug flow model, that of finite Hp and 

that of infinite Hp, can be treated by the same numerical techniques, 

because the system differential equations have the same general form, 

and boundary conditions lie along the y-axis and the z-axis in both 

cases. These boundary conditions are known or can be obtained by 

well-known numerical integration techniques which are independent 

of the techniques used in the unsteady state region. The boundary 

conditions will be discussedlater. 

In both cases, the system equations have the same general 

form,. which can be expressed in vector notation as 

oc 
oy = f(c, u) (2. 105) 

and 

au az = g(c, u) (2.106) 

where y and z are the scalar characteristic coordinates, as be­

fore, and c, u, f, and g are vectors, the components of which are 

the appropriate dependent and independent variables. For example, 

for the case of finite Hp, with two reactants, the vectors may be 

written elaborately as 
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AT 

f = - ke 
T+TO 

cA y(c A-6) c = CA 

AT 
T+T

0 
cA'{(cA-o) 

4Hw 
T ke + -- (T -T)+ Hp(T -T) M w p 

0 0 

y 1 

X 1 

t 1 

u = T g = Hp 
(T - T ) 

' 13 - 1 p p 

z 1 

X 1 

t 0 

(2.107) 

The independent space-time variables and characteristic coordinate 

variables are included as an illustration; they are generally necessary 

only if the transformation from characteristic coordinates to space 

time is not known because the velocities of propagation of discontinuities 

are functions of the dependent variables. The space-time variables 

may be included if the parameters are dependent on them; for example, 

when Hw or Tw varies with x. The characteristic coordinates may 

be included as a check on numerical techniques, to determine at what 

point in the y-z plane intermediate calculations required by the 

particular .numerical scheme are made. In .practice, c A and T are 

usually the only necessary components of c l o is a known constant, 

from equation (2.103)], and T is the only necessary component of u. 
p 

Vector notation is used here to simplify the expressions ob-

tained and to relate general numerical techniques to the two cases 
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considered previously. In.the following development, c and u can 

be considered as scalars or vectors; the resulting equations can be 

considered as scalar equations which .apply to each component of c 

or u. 

To obtain the desired solution of c and u as functions of y 

and .z, the system equations (2.105) and (2.106) are integrated. For 

the general case in which f and g are nonlinear functions, the 

equations can be integrated numerically. For numerical integration, 

the unsteady state region in the y-z plane can be divided into a 

network or lattice of rectangles, of the form of Figure 10. ·The sides 

of the rectangles parallel to the z-axis have length h, and the sides 

of the rectangles parallel to the y-axis have length k. The location 

of the lower left corner of a rectangle is y = ik, z = jh. 

The values of c and u, and thus f and g, at the points (i, j), 

(i+1,j), and (i,j+1), are known, and with a proper numerical integra­

tion s.cheme, the values of c and u at (i+1,j+1) can be calculated. 

This conforms with the specified boundary conditions, by which c 

and u are known along .the y- and .z-axes. These boundary conditions 

give the values of the variables c and u on the boundaries, at all 

points (0, j) and (i, 0). 

A method of integration which can be used in this.two-dimen­

sional region is the modified Euler method, 
11 

which is a predictor 

and iterated corrector method. The predictor is 

( 1) = kf( ) 
ci+1,j+1 ci+1,j + ci+1,j'ui+1,j (2.108) 

(2.109) 

The corrector is 

(2.110) 

.· .. 
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Fig. 10. Lattice rectangle in two-dimensional numerical 
integration • 
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, (m) (m) \1 
.g(ci+1, j+1' ui+1, j+1~ 

(2.111) 

where the superscript indicates the number of the iteration. The 

iteration is usually continued until the difference between cil7,+j~)1 
(m) . (m+ 1) (m) 

and ci+ 1 , j+ 1 and the dlfference between ui+ 1 , j+ 1 and ui+ 1 , j+ 1 
are negligible or until m reaches a particular value, the choice of 

which should be based upon 'experience with other systems in which 

f, g, h, and k have magnitudes similar to those of the present system, 

Because the truncation error in this method is proportional to 

the third and higher powers of h and k, the method is third order. 
7 

Its main disadvantages are the truncation errors and the selection of 

an appropriate number of iterations. Truncation errors can be de­

creased by decreasing h and k, at the expense of computing time. 

The proper choice of the number of iterations is important, because 

each iteration involves another calculation of f and g, usually a 

time-consuming step. Too many iterations waste time, and too few 

iterations allow the accumulation of iteration errors. 

To overcome these disadvantages, a new method for the nu­

merical integration of the system equations was· developed here. It 

is a two-dimensional Runge~Kutta method; it is a noniterative method 

which requires only two calculations of f and g at each step, and 

is theoretically a fourth~order method. This method has these 

theoretical advantages over the modified Euler method because it 

uses information at point (i, j) to estimate higher derivatives. 

The algorithm of this method is 

-·-
c''' = c.+ 1 .+ kf.+

1 
.+ l{1-a)(c .. + 1-c .. ) + iak(f .. + 1+£ .. )} - kf .. 

1 ,J 1 ,J 1,J 1,J . 1,J 1,J 1,J 

u 
::::: 

= u .. 1+ hg .. + 1+ l (1-b)(u.+ 1 .-u .. )+ i bh{g.+ 1 .+g .. )] - hg .. 
1,J+ 1,J 1 ,J 1,J 1 ,J 1,J 1,J 

(2.112) 

' . 

. 
J 
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c
1
.+

1
,J.+

1
= c.+

1
· .+% kl£.+

1 
.tf(c':',u':')] + l (c .. 

1
-c .. )- %k(f .. + 1+f .. )] 

1 ,J 1 ,J 1,J+ 1,J 1,J 1,J 

1 l * >:< 1 . ] u1.+ 1 ,J.+ 1= u .. + 1+ -zh g .. + 1tg(c ,u )] + l (u.+ 1 .-u .. )- -zh(g.+ 1 .+g .. ) 1,J 1,J 1 ,J 1,J 1 ,J 1,J 

'In equations (2.112), c 
>:< >:< 

and u 

(2.113) 

are intermediate values of the vari-

ables; they are arguments of f and g in equations (2, 113), in which 

the .desired values ci+ 1, j+ 1 and ui+ 1, j+ 1 are calculated. In 

equations (2.112), a and b are adjustable parameters (a feature 

common to Runge-Kutta methods) that may have any value between 

. zero and one. These parameters have no general effect upon the 

error of the method, and their values are chosen by the computer 

solely for computational conve.nience. 

To compare this method with the modified Euler method, both 

1nethods were applied to a sample linear problem which has a known 

solution and which is similar in form to a plug flow chemical reactor 

which is dominated by heat transfer. This comparison showed that 

the modified Euler method is superior in all respects, The reason 

that the Runge-Kutta method does not have its theoretical advantages 

was not investigated. The development of the method is presented 

in Appendix A, together with the comparison of the two methods, be­

cause the Runge-Kutta method involves some potentially useful con­

cepts. The Runge -Kutta method .was used satisfactorily in a proto­

type plug-flow program which w;:ts written before the two methods 

.were directly compared, In the final plug-flow program, the modified 

Euler method was used because of its overall practical superiority. 

For the case of finite Hp, the linear form of the particle 

temperature equation allowed a simplification of the modified Euler 
13 

method, as noted by Gonzales and Spencer. The result of an in-

finite number of iterations of the corrector equation (2.111) applied 

to the particle temperature is 
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T =T +lh 
pi+1~j+1 Pi,j+1 

2 

Hp 
+ (13-1 ) (Ti+1~j+1 (2.114) 

Solution for T gives 
p. 1 . 

1+ 'J+ 1 

T +( _
2
1 hHp ) T + (-

2
1 hHp ) (T T ) 

p. "+1 13-1 i+1,j+1 13-1 . i~j+1- p. "+1 
T = 1' J 1' J 

pi+1,j+1 

(2.115) 

Hp(T - T1.+1,J.+1) = 
pi+1,j+1 

Hp __ P_i~·~j_+_1 _____ 1 ___ ,_J+ ________ ~----~r---1,_J _______ P_i~·~j_+_1 __ 

[

T - T . + 1 . 1 + ( {' ~Hip ) ( T. . + 1 - T ) J 
1 1 p 

+ 2 13-1 

(2.116) 

Thus the corrector equation (2.111) for the fluid temperature at 

(i+1, j+1) can be written and used independently of the unknown value 

of T ; the corrector equations for cA and T can be iterated 
pi+1,j+1 

simultaneously to find C A and T 1.+i,J"+i; and then T 
i+1,j+1 pi+1,j+1 

can be found directly, without iteration, from Ti+i,j+i with 

equation (2.115). Thus, although there are three variables, only 

two expressions need be iterated simultaneously at each lattice point 

for the numerical integration of this system. 

The boundary conditions necessary for numerical integration 

in the unsteady state region can be obtained by any method suitable 

: 



.•. 

-61-

for numerical integration of first-order ordinary differential 

equations" 
7 

This method must give the values of c and u at every 

point, (0, i) and (j, 0), along the boundaries. This method is cnrr1pletely 

independent of the two-dimensional integration method used inside the 

boundaries. The boundary values are found as described in the pre­

vious section" For example, for the case of finite Hp, the steady 

state equations are integrated to obtain the initial steady state pro­

files; the initial steady state temperat~re profile is the particle 

temperature profile along the y-axis, and the concentration and fluid 

temperature equations are integrated simultaneously, using this 

particle temperature profile. In all cases the equations integrated 

along the boundaries can be considered as first-order ordinary dif­

ferential equations. 

In the present PLGFLO program, the initial and final steady 

state profiles and the profiles along the boundaries are calculated 

withthe Runge-Kutta-Gill method, equations (2.67) . 
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CHAPTER 3 

CORRELATION BETWEEN WALL HEAT TRANSFER COEFFICIENTS 
OF THE ONE-DIMENSIONAL AND THE TWO-DIMENSIONAL 

FINITE STAGE MODELS 

Part A. Continuous Approximation of Finite Stage Models 

As indicated in Chapter 1, the wall heat transfer coefficient 

of the two~dimensional finite stage model is equivalent to the wall 

film heat transfer coefficient (in dimensionless form) of the reactor 

being modeled. The wall heat transfer coefficient of the one-di­

mensional finite stage model, however, is equivalent to the overall 

heat transfer coefficient (in dimensionless form) of the reactor be­

ing modeled. The overall heat transfer coefficient reflects not only 

the resistance to heat flow through the wall, but also the resistance 

to heat flow radially through the bed to the wall. Thus, even if 

there were no resistance to heat flow through the wall, and the two­

dimensional wall heat transfer coefficient were infinite, the wall heat 

transfer coefficient for the equivalent one-dimensional finite stage 

modeL would be finite, because of the radial resistance to heat flow 

through the bed. 

The radial resistance to heat flow through the bed and through 

the wall causes radial temperature gradients in the reactor being 

modeled. The formation of these radial gradients is accounted for 

in the formulation of the two-dimensional finite stage model. However, 

because the one-dimensional model does not have radial gradients, it 

does not allow for radial resistance to heat and mass transport, 

except through its wall heat transfer coefficient. 

Because no material is lost through the wall, radial gradients 

in concentration result only from the coupling of concentration and 

temperature through the reaction term. If there were no radial 

temperature gradients (i.e., if the reactor were adiabatic), or if the 

temperature did not affect the rate of reaction, then there would be no 

radial concentration gradients. Thus the present problem of corre­

lation of heat transfer coefficients is a heat transfer problem and is 

basically independent of concentration and reaction effects. 

. 

.; 
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However, just as radial temperature gradients cause radial 

concentration gradients through the reaction terms, so the radial con­

centration gradients affect the radial temperature gradients through 

the reaction term. These coupling effects are expected to appear as 

nonlinear distortion of the radial temperature gradients without re­

action. It is unrealistic to expect, however, that the one-dimensional 

wall heat transfer coefficient should also be adjusted to compensate 

for these non-linear effects, In this case the one-dimensional wall 

heat transfer coefficient would be a function not only of the two­

dimensional wall heat transfer coefficient and the resistance to radial 

flow through the bed, but also of the reaction parameters,. L e. , the 

activation energy, the pre-exponential factor, and the heat of reaction. 

The one-dimensional wall heat transfer coefficient cannot be expected 

to compensate for all differences in the one-dimensional and the two­

dimensional finite stage models, The differences in the two models 

resulting from the effect of reaction on radial gradients reflect inherent 

differences of the two models. 

Further, the one-dimensional wall heat transfer coefficient 

cannot necessarily compensate for differences in the unsteady state 

behavior of the two models. Again, these differences are inherent 

in the two models. The models should agree, however, in the steady 

state, which can be considered as the limiting case of the unsteady 

state. 

Therefore the problem reduces to a wall heat transfer coeffi­

cient correlation for finite stage models of a reactionless packed bed 

tubular heat exchanger at steady state. 

For the models, the best criterion for the wall heat transfer 

correlation is the equivalence of heat loss through the walls; that is, 

the wall heat transfer coefficient of the one-dimensional finite stage 

model should be found such that the heat loss through the wall of the 

one-dimensional model is equal to the heat loss through the wall of 

the two-dimensional finite stage modeL The radially averaged tem­

perature of the two-dimensional model is a measure of the heat content 
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of the fluid at any axial position, because it is' obtained from the 

sum of the temperatures of the fluid at each stage, weighted by the 

amount of fluid in each stage. Further, the difference between the 

radially averaged temperature at a given axial position and the 

radilly averaged temperature at the preceding axial position is a 

measure of the heat lost through the walls at that axial position. 

Thus" -the value of thf;' desired one-dimensional wall heat transfer 

coefficient is the one for which the axial temperature profile of the 

one-dimensional model is equivalent to the radially averaged .axial 

temperature profile of the two-dimensional model. 

Because this finite stage heat exchanger problem is linear 

with temperature, the fluid temperature can be scaled, and any con­

venient temperature can be used .as a reference temperature. There­

fore, in this analysis the inlet temperature is taken as unity, and 

the wall temperature is taken as zero. 

This correlation concerns the one-dimensional and the two­

dimensional finite stage models. However, because of difficulties 

involved in the analysis of the discrete equations of the finite stage 

models, these models may first be approximated by the more familiar 

continuous models described by partial differential equations. A 

study of these continuous models will lead to some insight into the 

correlation of the wall heat transfer coefficients of the finite stage 

models, and.will also illustrate some differences between the finite 

stage models and the continuous models. 

The partial differential equation which expresses the conser­

vation of heat in a packed bed tubular heat exchanger at steady state 

is: 

1 a 2 T 1 - -..,. + Pe _ c. 
X ax rPe 

a aT aT 
- (r-)- --0. 
ar ar ax 

(3. 1) 

r 

This equation is assumed here to be a suitable continuous first approxi­

mation of the two-dimensional finite stage equations (Chapter 2). Here, 

the particle temperatures and the fluid temperatures are equal. The 

variable x is the axial distance from the inlet, and r is the radial 

. ., 
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distance from the axis of the reactor. Both x and r are dimension­

less variables, the characteristic dimensional length being d ; thus 
p 

x is the continuous form of the discrete finite stage variable i, and 

r is similarly related to ij. 
The appropriate boundary conditions are: 

at 0, 
aT _ . {3.2) r = ---0, 
ar 

at iM, 1 aT + Hw2 T 0; {3.3) r = Pe ar = 
r 

at X= 0, T = 1; {3.4) 

at X =GO, T = 0. {3.5) 

The first boundary condition is an expression of axial sym­

metry at the axis. The second boundary condition is an expression 

of a heat balance at the interface between the fluid and the wall: the 

rate of heat flow into the interface from the fluid, as expressed by 

Fourier• s law of heat conduction, is equal to the rate of heat flow 

from the interface through the wall, a&- expressed by Newton• s law 

of cooling. 

The third and fourth boundary conditions are-representative 

of the finite stage model, which is independent of downstream con­

ditions. Wehner and Wilhelm 
14 

have discussed more appropriate 

boundary conditions for a packed bed chemical reactor, but equation 

{3.1) is used here not as an approximation of a chemical reactor, but · 

rather as an approximation of the finite stage model. Further, it 

will be seen that the heat transfer coefficient correlation results 

from the roots of the characteristic equation associated with the 

ordinary differential equation in x which results from the solution 

of equation {3.1) by the standard method of separation of variables. 

Thus the correlation is independent of the axial boundaries conditions, 

because the roots of this characteristic equation are. 

The s elution 15 of this partial differential equation is: 
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2 
M Pe Pe 

r x 

where f3 
n 

th is defined as the n positive root of 

(3. 6) 

(3.7) 

J
0 

and J 
1 

are Bessel's functions of the first kind and of order zero 

and one, respectively, and 

Bi =.!. M Pe Hw2 2 r (3.8) 

Bi is the Biot number, the ratio between the resistance to heat trans~ 

fer through the bed (4M Pe in dimensionless terms) and the re-
<. r 

sistance to heat transfer at the wall ( 1/Hw2 ~ in dimensionless terms). 

Then 

00 

T=\' L_J 
n=1 

The radially averaged temperature is defined as 

iM 
T 8 

~ - Mz Tr dr . 

16f3 
2 

n 

Pe 
X 

(3.9) 

(3.10) 

The axial temperature profiles described by this equation are 

similar to a continuous form of those in Figure 12. Except in a region 

near the inlet of the reactor, all of the terms of the series are negligible 

·-
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except for the first term. Therefore, the temperature profile can 

be represented by 

T= 
4Bi

2 

throughout most of the' reactor. 

1613 
2 

1 
2 

M Pe Pe 
r x 

(3.11) 

The corresponding one-dimensional differential equation is 

dT 
- <IX-

4Hw
1 

M T = 0. (3.12) 

This equation is assumed here to be a suitable continuous first 

approximation to the one-dimensional finite stage model. The 

equivalent boundary conditions are 

at x = 0, T = 1; (3.13) 

at x = co, T = 0. (3.14) 

The solution is 

Comparison of the two solutions, equations {3.11) and {3.15), 

shows that the temperature profiles decrease exponentially with dis­

tance, except in the inlet region of the two dimensional model. In 

this inlet region, the rate of heat loss in the two-dimensional reactor 

is relatively greater than that downstream. This initial high rate of 

heat loss results .from the easy extraction of large amounts of heat 

from fluid near the wall. The extraction is easy because only a 

fraction of the bed 1 s total thermal resistance is effective. Fluid in 

the inner core is essentially unaffected in this inlet region. 

However, in the chemical reactors considered further in 

this study, the feed temperature is usually very close to the wall 

temperature, so the heat loss through the wall in the inlet region is 
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usually negligible, The feed temperature and the wall temperature 

are taken as unequal in this correlation because there is no heat 

generation inside the reactionless heat exchanger considered here, 

and because the profiles in such heat exchangers are caused solely 

by the heat loss at the walL . In a chemical reactor, the rate of heat 

generation in the chemical reaction is usually much greater than the 

rate of heat loss through the wall in the inlet region, in which the 

radial profiles are developing, Further, in many cases the overall 

heat transfer coefficient is only slightly less .than the wall film heat 

transfer coefficient. That is, the effect of resistance to heat flow 

through the bed is small, compared with the resistance of the walL 

Then the effect of the apparent lower bed resistance at the entrance 

is usually negligible, since the bed resistance is small throughout the 

reactor, Finally, the effect of this inlet region is expected to be 

negligible compared .with the inherent differences of the two models, 

such as the distortion of the radial profiles of the two-dimensional 

model by the temperature-concentration coupling and the differences 

in unsteady state behavior, Therefore the inlet region, in which the 

radial profiles are not fully developed, need not be considered fur­

ther for this correlation, 

Before the effects of the inlet region are dismissed entirely, 

it is of interest to determine the length of this inlet region. A study 

of the radially averaged temperature profiles of the two-dimensional 

finite stage model which are shown graphically in Figure 12 reveals 

that for M = 10, the sum of all other terms is 4, 3o/o of the dominant 

exponential term at i = M, and 0.8o/o at i = 2M; for M = 15, the 

sum of the other terms is 8. 1o/o of the dominant term at i = M, and 

2. 9% at i = 2M; and for M = 20, the sum of the other terms is 10. 9o/o 

at i = M and 5. Oo/o at i = 2M. Therefore the inlet region extends 

one or two reactor diameters downstream from the entrance of the 

reactor, or slightly longer for reactors of larger diameter. 

The pre-exponential factor in equation (3, 11) reflects the 

relatively higher heat loss in the inlet region, and thus can be dis­

regarded. Comparison of the two profiles described by equations 

(3.11) and {3, 15) yields the heat transfer coefficient correlation 

•' 
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Hw
1 

(3.16 r 

As discussed previously, this correlation is independent of 

axial boundary conditions, because the exponential terms involved 

come from the characteristic:· roots of the differential equations (3.1) 

and (3.12). It can be shown that the same correlation would r.esult if 

axial diffusion were neglected in both models, or if a heat generation 

term which is linear with temperature and otherwise independent of 

position were included in both .models. 

Equation (3. 7) expresses 13
1

2 
as a function of Bi; then the 

correlation (3.16) predicts that MPe Hw
1 

is a universal function 
2 r 

of MPerHw?z. Figure 11 shows 13 1 (Bi) as 

large Bi, 13
1 

approaches a limiting value, 

a function of Bi. For 
2 13

1
ao = 5. 783186· • • , 

the square of the smallest positive root of J 
0

. This limit is the 

horizontal asymptote to 13
1

2
. For large Bi, the overall heat transfer 

coefficient is influenced primarily by the resistance to heat flow 

through the bed, which is much greater than. the resistance to heat 

flow through the wall. For large Bi, the temperature of the fluid 

near the wall is approximately equal to the temperature of the wall, 

thus in two-dimensional models, the wall boundary condition can be 

expressed as: 

at r = -!M, T = 0, {3.17) 

instead of by equation {3.3). 

At the other extreme, in the nearly adiabatic heat exchanger, 

the overall heat transfer coefficient is approximately equal to the wall 

film heat transfer coefficient. In this case the resistance to heat flow 

through the wall is much greater than the resistance to heat flow 

through the bed, and Bi is small. As Bi becomes v.ery small, 
2 

Hw 
1 

approaches Hw 2 , and 13
1 

approaches the 45 o asymptote 

shown in Figure 11. For small Bi, the Bessel's functions of 

equation· (3. 7) may be approximated with truncated Taylor• s series: 
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---------

N 

MU -34912 

Fig. ll. The function ~I (Bi). ~1 is defined as the smallest 
p~sitive root of the equation ~ J1(~) - Bi J0 (~) = 0. -- is 
~1(Bi);----- is Beck's correlation, 8Bi/(Bi + 4); ---are 
asymptotes of ~f(Bi). 

. . 
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The smallest root of this equation is 

i3 2 = 
1 

8Bi 
Bi+4 = 

2Bi 
1+iBi 

With this approximation, equation (3.16) becomes 

or 

Hw
1 

= 
Hw2 

1 
-M Pe 
8 r 

Hw2 1 + 

1 1 :::: -- + -8 M Per Hw2 

(3.18) 

(3. 20) 

(3. 21) 

Equations (3. 20) and (3. 21) express Beek~ s correlation. 
2 

Equation 

(3, 21) states that the overall radial resistance to heat flow is equal 

to the sum of the resistance to heat flow through the wall and the 

radial resistance to heat flow through the bed, Beek derived these 

expressions by approximating radial temperature profiles with a 

parabola, which is equivalent to approximating the Besseli s functions 

witha truncated Taylor's series which.is of second degree in 13
1

2 

(see equation (3.6} ). 

Beek 1 s correlation is shown graphically in Figure 1.1. It is 

accurate for small Bi, but is only qualitatively correct for large Bi. 

It is very useful in practice, however, because in many cases Bi 

is small. 

The correlation expressed in equation (3.16). and its approxi­

mation, given by Beek' s correlation, are derived here because they 

give. insight into the relationship of the heat transfer coefficients of 

one-dimensional and two-dimensional models. However, these cor­

relations are useful for comparison of the finite stage models only if 

equations (3, 1} and {3, 12) are satisfactory approximations of the finite 

stage models. (Of course, these correlations are also useful if the 
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continuous mathematical models described by equations (3. 1) and 

(3.12) are used to describe an ac.tual reactor; but in this study the 

finite stage models and the plug flow model are of foremost interest. } 

Therefore the applicability of the correlation (3.16} to the finite stage 

models must now be determined. 

The radial Peclet number, Pe , needed in the correlation (3. 16 ), 
r 

is not a parameter fundamental to the finite stage model, as it is to the 

partial differential equation modeL For the two~dimensional finite 

stage model, Deans
3 

has shown, by approximation of finite stage pro­

files with a finite difference form of equation (3. 1), that the average 

Pe is 8. 2. This value is a result of the radial geometry of the two 
r 

dimensional finite stage modeL Deans also shows that Pe is 2. 
X 

Radially averaged temperature profiles calculated with the 

FS2D program, for particular values of the input data M and Hw 
1

, 

are shown in Figure 12. These profiles exhibit an exponential de­

crease in temperature with distance except in the region near the 

inlet of the reactor. The corresponding values of Hw 
1 

were found 

from the slope of the exponential portion of the profiles. From these 

profiles it was found that equations (3. 16) and (3. 20) were valid for 

small values of Hw2 , but that, for infinite Hw2 , the reciprocal of 

Hw 1 was not proportional to M. An empirical relationship was found, 

with which Hw 
1 

{for infinite Hw 2) can be calculated with an error of 

less than 1o/o: 

,.; 0. 726 
Hw = lim Hw = -:--:--->.-1co 1 M~2 

Hw
2
-ao 

(3. 22) 

Here, the reciprocal of Hw 100 is not proportional to M, but rather 

is a linear function of M. It is easily seen that for a finite stage model 

in which M = 2, Hw
1

ao is infinite, whereas forM= 3, Hw
1

cc is 

finite. The factor 0. 7 26 was found by curve fitting techniques. 

It is desirable, as will be seen, that the correlation (3. 16} be 

Because Pe is not a funda~ 
r 

applicable to the finite stage models. 

mental parameter of the finite stage model, its value may depend 

.. 

: 
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Fig. 12. Temperature profiles for the two-dimensional finite 
stage models without chemical reaction (infinite Hw2 ). 
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somewhat upon the method of calculation. Deans 1 calculations 
3 

showed that Pe varied radially and axially by at least 10o/o. It is 
r 

not unreasonable to assume that for the finite state model, Pe is a 
r 

function of M, in which case the correlation (3.16) can be reconciled 

with the empirical relation {3, 22). Then these equations require the 

following functionality of Pe with M: 
r 

Pe 
r 

= 
!31 00 

2 

{3.23) 

Pe must be assumed to be independent of x and r in this develop-
r 

ment, otherwise the solution (3.6) and the resulting correlation {3.16) 

would not be correct. This development is in fact another method of 

determining Pe for the two dimensional finite stage model. The 
r 

reasons for the disagreement between equation (3. 23) and Deans 1 

calculations have not been investigated; however, his calculations 

involved anintermediate finite difference form of equation (3.1) and 

were made for a value of M = 19 only. 

Equation (3, 23} can be used to eliminate 

lation, in which case equation (3, 16) becomes 

·Hw1 

where 

Bi 
Hw2 

Hw1ao 

Pe from the corre­
r 

and Hw 
1

ao is given by equation (3,22), This correlation (3,24) is 

empirical as applied to the finite stage models because it was obtained 

by approximating the finite stage models with differential equation 

models. 

This approach has revealed some useful relationships, For 

example, the difference in the functionality of Hw 
1

ao with M for 

the partial differential equation model (inverse proportionality) and 

for the finite stage model (equation (3. 22) ) may be used with a 

~· •· 
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careful experimental study of packed bed heat exchangers to deter­

mine which of the two mathematical models is more accurate in this 

respect. Such a study may give insight into the development of a 

better finite stage model. 

Part B. Matrix Solution of the Finite Stage Equations 

A more fundamental understanding of the finite stage models 

may be obtained by further study of steady state temperature profiles 

of the finite stage models. Expression of the model equations m 

matrix notation is helpful in this study. 

For a finife stage model at steady state without chemical re­

action, the temperature equations reduce to: 

for the general stage (i, j), 

_ (2j- 3) ( 2j -1 ) T .. - . T. . + . 
1,J . 4J=4 1-1,J-1 4J-4 T. 1 "+1; 

1- 'J 

if the center stage on row {or axial position) i is a half stage, 

T. 1 = T. -1 2 ; 
1, 1 ' 

if the wall stage on row i is a whole stage, 

(3.25) 

{3.26) 

T. 1 . 1 + 
1- 'J- ( 

2M-1 ) 
4M-4+4MHw

2 
Ti-1,j+1; 

(3.27) 
if the wall stage on row i is a half stage, 

I 2M-1 ) 
Ti, M+1 = \2M-1+4MHw

2 
T. 1M ' 

1- ' 
(3. 28) 

Here, as previously, the wall temperature is taken as zero, and the 

inlet temperature is taken as unity, so 

T
0 

. = 1, 
,J 

(3. 29) 
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These equations for a given row i can be expressed in a matrix 

form: 

where 

s -

and 

0 1 0 
l 0 

,3 
4 4 
0 

3 
0 8 

T. = S T. 
1 

, 
1 1-

0 

0 
5 
8 

2j-3 
4j-4 0 

2j -1 
4J-4 
4M-3 

4M-4+4MHw2 

T. = T. 1 1 1, 

T. 2 
1, 

T .. 
1,J 

I 
Ti, M I 
T l 

i· M+1! 
-1 

0 

To = 

r: 
1 

1 

1 

1 

1 

1 

(3. 30) 

0 
4M-1 I 

4M-4+4MHw zJ 

2M-1 
0 

2M-1t4MHw
2 

(3. 32) 

T is a column matrix, the elements of which are temperatures in all 
1 

the radial stages at axial position i. T 
0 

is the column matrix which 

represents the temperature of the feed stream; here, the feed stream 

is treated as the output of a row of hypothetical radial stages preceding 

the stages of row 1. The matrix of coefficients, S, is a square matrix 

with several interesting properties, among which are: 
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The matrix is bidiagonal: all elements of the matrix ex­

cept those on the two diagonals adjacent to the main diagonal 

are zero. This property is. a result of the manner in which 

the stages of the model are arrayed. 

The sum of all elements on any row (except the last two 

rows) is unity. This property expresses the conservation 

of energy in the system. The last two rows would not be 

exceptions if the reactor. were adiabatic, in which case 

Hw2 = o. 

The system described by equations (3.30), {3.31), and (3.32) 

is actually a different system from the finite stage model described 

.previously. In the finite stage model, the odd numbered rows in­

clude only the odd numbered radial stages, . and the even numbered 

rows include only the even numbered radial stages. There is also 

a conjugate mode.l in which the odd numbered rows include only even 

numbered radial stages, and the even numbered rows include only 

the odd numbered radial stages; this model has not been previously 

considered. The system described by equations (3.30). (3.31), and 

(3.32) includes both of these models, as shown by the definition of 

T i in equation (3. 32); the elements of T i include both even and 

odd numbered radial stages, The bidiagonal property of S insures 

the complete independence of the two models; the temperature of a 

stage in one model will never affect the temperature in any stage of 

the other model. 

In the simulation of the behavior of a chemical reactor by one 

of these models of the finite stage type, there is no reason why one 

model should be preferred to the other. There is a slight difference 

in the behavior of the two models, since the first row of one consists 

of odd numbered radial stages, with a half-stage at the center, and the 

first row of the other consists of even numbered radial stages, with a 

whole stage at the cent~r; but the behavior of an a_5tual chemical 

reactor is probably best simulated by an average of the two models. 
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The system presently under consideration does afford an averaged 

behavior of the two models; in addition, the notation is simplified, 

This present system is not used in the general. FS2D program be­

cause it actually involves the calculations for both models, thus 

doubling the computing time, 

. Equation (3,30) is a simple difference equation; its solution 

is: 

(3,33) 

To obtain the radially averaged temperature, an averaging 

operator V, a row vector, is defined: 

V=[~ 
2M 

4 

2M2 
8 

2M2 
4j-4 

2M2 

The radially averaged temperature profile is 

T. = VT. 
1 1 

For the feed stream, 

T 0 = VT
0 

= 1 

4M-4 

2M2 
2M-1J 
2M2 . 

(3, 34) 

(3,35) 

(3,36) 

The weight assigned in V to the temperature of each stage is equal 

to the relative size of each stage. Equation (3, 36) shows that the sum 

of the elements of V is unity, 

The unity column vector T 
0 

can be considered as a post­

multiplicative operator which sums the elements of each row of a 

matrix. Thus, in equation (3. 36), the elements of V are summed, 

and from equation (3.33), each element of T. can be considered as 
0 1 

the sum of the corresponding row of S1
• 

The radially averaged temperature profile, in terms of S, is 

(3.37) 

Sylvester's theorem 
16 

states that for any polynomial function, 
' 

P(S), of a square matrix S, 
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s 

P(S) = I: P( >.. ·) 
r 

J(>.. ) 
r (3. 38) 

r=1 

where s is the order of S; ljJ (X.) = I S - }..! ,, the characteristic 

polynomial of S; X. are the characteristic roots. of S, the roots of 
r 

ljJ(X.) = 0; 

at X.= >... ; 
r 

and 

the adjoint matrix, .or matrix of cofactors, of S- >..I. 

M+1 

2:= ~ri J(}.. ) 
r (3. 39) 

r=1 

and therefore 
M+1 

T. L A. i VJ(>..:rJT0 
= 411 (X ) 1 r 

r 
(3.40) 

r=1 

This equation should be compared with equation (3.12), which describes 

the radially averaged temperature profile for the partial differential 

equation model. In both cases, temperature is expressed as a series 

of exponential functions of x, or i; but in the finite stage case, this 

series is finite. The number of terms in the series is M+1,. which 

is the total number of radial stages in any two adjacent rows of either 

of the two-dimensional finite stage models,. and is the order of S and 

of all other matrices considered here. In .both the finite stage and 

the partial differential equation .models, only the first term of each 

series is important except in the region near the inlet of the reactor, 

. as is seen in Figure 2. Then 
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T. A. i 
J(>-1) To 

= lpi (X:1) 1 1 
and 

(3.41) 

T. = >. i 
VJ(\) TO 

1 1 lp• (X:1) 
{3.42) 

where A.
1 

is the largest characteristic root of So 

To establish the correlation between heat transfer coefficients 

of the two-dimensional and the one-dimensional finite stage models, 

this radially averaged temperature profile is compared with the cor­

responding temperature profile of the one-dimensional finite stage 

modeL For a one-dimensional finite stage model at steady state 

without chemical reaction, the temperature equations become: 

4Hw
1 

(1 + M ) T. = T. 1 o 

1 1-
(3.43) 

The solution of this difference equation is the temperature profile of 

the one dimensional finite stage model: 

{3.44) 

Because the Ti are scalar, and T
0 

is unity, T
0 

need not be expli­

cit in this equationo 

As in the differential equation approach, comparison of the 

slopes of these profiles yields 

Hw = 
1 

(3.45) 

This equation expresses the correlation of Hw 
1 

with M and Hw2 , 

although A.
1 

cannot generally be expressed explicitly in terms of M 

and Hw2 , because >..
1 

is the largest characteristic root of So 
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The numerical methods of calculating A.
1 

.can be simplified 

because of the special properties of S. The characteristic polynomial is 

tP (A.) = ->-- 1 0 

1 -A. 
3 

4 4 

0 
3 -A. 8 

0 

0 

5 
8 

2j-3 
4J="4 -A. .Zj-1 

4F4 
2M-3 .A. 2M-1 

- 4M-4+4MHw
2 

4M-4+4MHw
2 

2M-1 
-A. 

2M-1+4MHw2 

(3.46) 

This determinant can be considered as the (M+1)th term in a sequence 

of determinants of submatrices of S: 

p' (A.) = 
1 

p2 (A.) = -A. 

i-

-A. 

l 
l 

0 

1 

-A. 

1 

-A. 

3 
8 

= A.2 - .! 
4' 

0 = - A. 3 17 
+n A. ' 

3 
4 

-A. 

(Eq. (3.47) continued) 
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p 4 (A) = -A 1 0 0 A4- 19 A 2 25 = 24 +384 
1 -A 

3 
0 4 4 

0 
3 

-A 
5 

:a 8 
,o 0 

5 -.A. 12 

(3.47) 

The polynomial p (A) is the determinant of the submatrix composed 

of the n 
2 elemen~s common to the first n rows and the first n 

columns of S - A.I. By expanding this determinant by cofactors of 

the elements of either the last row or the last column of the sub­

matrix, the following recursion relation of the polynomials in this 

sequence is obtained: 

where 

and 

p (A.) = - A.p 1(A.) - 'I p 2(A) ' n n- n n-
3 ~n ~M+1, 

.l 
4 ' 

2 
'I = (2n-3) 

n (4n-4) {4n-8) 3 ~n ~M-1, 

(2M- 3)
2 

'I = .M (4M-4+4MHw2 ) (4M-8) 

(2M-1}
2 

(3.48) 

J.'"' 
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The charade ristic polynomial ljJ( A. } is of degree Mt 1. 

Because of the bidiagonal form of S, ljJ (A.) contains terms of either· 

even powers of A.~ or odd powers of A., but not both. Then.if Mt1 

is even, ljJ is a polynomial of degree! (M+1) in >-.
2

; and if M+1 is 

odd, A.M+ 
1 

= 0 is a characteristic root, and ljJ /A. is a polynomial of 

degree ! M in A. 
2

. In either case, if ~1 is the largest root of 

l/J (A.), then -A.
1 

(=A.2) is also a root of ljJ (A.) • It can be shown by 

examples that, althoug:q >-.
1 

and >-.2 are of equal magnitude, the term 

containing >-.
2 

in equation {3.40) is negligible, because the coefficient 

of this term, 

VJ(A.z>To 

liJ' (X:z) 

is much smaller than the corresponding coefficient of the >-.
1 

term. 

For small values of M, this >-. 2 term is large enough to cause a 

small saw-tooth effect in the finite stage temperature profile. 

Because the elements of S are positive, and the sum of 

the elements in each row of S is less than or equal to unity, the 

magnitudes of the characteristic roots are less than one. For the 

special case of the adiabatic reactor, Hw2 is zero, so the sum of 

the elements in each row of S is unity, and >-.
1 

is exactly, one. 

The largest root, >-.
1

, is generally slightly less than one. 

For an accurate determination of Hw 
1

, the difference between >-.
1 

and unity must be found accurately, as equation (3.45) shows. The 

reciprocal of this difference, a very large number, may be more ac­

curately obtained than can >-.
1 

directly: 

then 

1 
f.Li= ~ 

1 

By expanding ljJ (A.) in a Tayloru s series about A.= 1, 

(3.49) 
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1 
tj; ( 1 - - ) = 41 ( >.. ) = o 

f.l1 1 

2 n 
= Y1(1)-lJJ 1 (1) ( _i_ ) +.! 1 tjJ" (1) ( -

1 
) +· .• +i:.il- tjJ(n)(1) (-1-)11 

f-l1 l · fJ-1 n. ~-'-1 

( _ 1 ) M+ 1 

+· .. + (M+ 1)! (3. 50) 

a polynomial equation is obtained, 

M 1 M 1 M 1 (-1)n ( ) M 1 
l)1(1)fJ.1 + - tj;• (i)f.li + rrlJJ"(1)f.l1 - +··. + n! ljJ 11 (1)f.l1 + -n 

+ ... + 
M+1 

(-1) o~,(M+i)(i) = O 
(M+i)! 't' • 

(3 .51) 

of which f.li is the largest root. This root can be found by standard 

nu1nerical methods. 
7 

The necessary derivations of L~ (X.) can be 

found frorn the recursion relation of the derivatives of the polynomials 

p ( A.): 
n 

p (i)(A.) = 
n 

-A.p (i)(A.) 
n-1 

ip (i-1)(\.) + y p (i) (A.), 
n-1 n n-2 

(3. 52) 

which follows from equation (3.48). 

In terms of fJ-
1

, tne heat transfer correlation is 

Hw = .! M ( -
1
-) 

1 .. f.J-1-1 
(3. 53) 

The first major calculation in the FS2D program is the calculation 

of Hw 
1 

in the manner described above for the particular values of 

M and Hw2 obtained from the input data. 

The root, ~i, or the difference, 1 - >..
1

, can instead be 

found from the appropriate polynomial equation in A. 
2

, as mentioned 

previously; in this manner, the degree of the polynornial equation of 

interest is eithe:t: i M or ~ (M + 1), whichever is an integer. 
J • . 
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At one extreme of heat transfer coefficients, the reactors 

are adiabatic and Hw 
1 

and Hw2 are zero; at the other extreme, 

Hw
2 

is infinite. This case is important because -it yields the maxi­

mum v~lues of Hw 
1 

and the minimum values of }..
1 

for· a given M. 

The values of A
1 

and Hw 
1 

as a function of M for infinite Hw2 
are given in Table 3. L For finite values of Hw2 , A

1 
is nearer to 

one than the values given .in Table 3. 1, and Hw 
1 

is smaller. 

Then Hw 
1 

can be calculated for given values of Hw2 and 

M by either of two methods·: exactly, from the root of the characteristic 

.equation of the finite stage coefficient! matrix; .or empirically, from 

equation (3. 24), with Hw 1110 from equation (3. 22) or Table 3.1, and 

13
1

2 
(Bi) from Figure 11 or from an approximation such as equation (3. 19). 

The wall heat transfer coefficient, Hw , of the plug flow p • 
model may be adjusted slightly to effect agreement between.the con-

tinuous temperature profile of the plug flow model and the step-wise 

profile of the finite stage model. The differential equation which 

describes the steady state temperature profile of a plug flow reactor 

without reaction is 

dT 
4Hw 

+ p T = 0 dx M 
0 (3.54) 

The temperature profile is 
4Hw 

p 
X 

T = e 
M (3.55) 

Comparison of .the slope of this profile with the slope of the cor­

responding one dimensional finite stage temperature profile described 

in equation (3.44) (with x = i) yields 

4Hw 
p 

1 M 
4Hw = e 

1+ 1 
M or 

4Hw 4Hw
1 p = ln (1+ ) (3. 56) 

M M 
. 
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Table 3.1 

hi and Hw
1 

as a function of M for the case of infinite Hw2 
4Hw 

M A.1 Hw
1 

1 
- ·c 

M "' 

3 0. 5000 000 0.7500 000 1.0000 000 
4 0. 7288 690 0.3719 887 0.3719 887 
5 0.8357 362 0.2456 873 0.1965 498 
6 0.8911 695 0.1831 814 0.1221 209 
7 0.9229 926 0.1460 065 0.0834 3226 
8 0.9427 821 0.1213 808 0.0606 9042 
9 0. 9558 722 0.1038 712 0.0461 6499 

10 0.9649 594 0.0907 8250 0.0363 1300 
11 0.9715 160 0.0806 2747 0.0293 1908 
12 0.9763 976 0.0725 1867 0.0241 7289 
13 0.9801 279 0.0658 9381 0.0202 7502 
14 0. 9830 413 0.0603 7944 0.0172 5127 
15 0. 9853 594 0.0557 1776 0.0148 5807 
16 0.9872 338 0.0517 2500 0.0129 3125 
17 0.9887 706 0.0482 6670 0.0113 5688 
18 0. 9900 462 0.0452 4237 0.0100 5386 
19 0. 9911 165 0.0425 7492 0.0089 6314 
20 0. 9920 232 0.0402 0474 0.0080 4095 
21 0.9927 980 0.0380 8473 0.0072 5423 
22 0.9934 653 0.0361 7723 0.0065 7768 

: 
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Thus, when Hw 
1 

corresponding to particular values of M and 

Hw
2 

is found, the corresponding Hwp is easily found with equation 

.(3. 56). 

These correlations can be used not only in the near adiabatic 

region (where Beek' s correlation, equation (3.21), is sufficient) but 

also in regions of high heat transfer coefficients, where the radial 

gradients are large. The one-dimensional models have flat radial 

profiles, zero gradients. The seeming contradiction that such models 

can approximate two-dimensional models with large radial gradients 

can be explained by the fact that in the two-dimensional models, after 

a short entrance region, the radial temperature profiles are similar; 

that is, the relationship between any temperature on the profile and 

the radially averaged temperature, is independent of axial position. 

This similarity is seen in equation (3.41) and in the correspon~ing 

equation for the partial differential equation model, from equation 

(3.8), with the first term of the series: 

T >! exp [- %: Pe (i. + 
X 

1613 
2 

1 
2 

M Pe Pe 
r x 

In each case, .the temperature is expressed as the product of two 

factors, one a function of axial position only, the other a function 

of radial position only. With similar radial profiles, the heat loss 

at the wall can be expressed in terms of the average temperature, so 

a one-dimensional model is sufficient. The wall heat transfer co­

efficient of the one-dimensional model thus represents not only the 

resistance to heat transfer to the wall but also resistance to heat 

transport radially through the bed; these terms determine the similar 

radial profiles . 

Therefore one-dimensional models can provide adequate 

approximation of two dimensional models which have similar radial 
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profiles. Correlation of wall heat transfer coefficients of one-di­

mensional and two-dimensional models is obtained from comparison 

of axial temperature profiles of the two models. The correlations 

show that when resistance to heat transfer at the wall is large, the 

radial gradients are small and the two heat transfer coefficients are 

approximately equal; and when resistance to heat transfer at the wall 

is small, the one-dimensional heat transfer coefficient reflects the 

radial resistance of heat transport through the bed. 

A correlation for differential equation models shows that a 

dimensionless group including the one dimensional heat transfer co­

efficient, M Per Hw 1 , is a universal function of the Biot number, 

which includes the two-dimensional heat transfer coefficient. Study 

of the finite stage models reveals that radial transport of heat cannot 

be simply expressed in terms of 

fe rential equation model; but the 

Pe , as is done in the partial dif­
r 

Pe may be used as a sufficient 
r 

approximation in finite stage models, because in actual tubular re-

actors the major resistance to radial heat transport is usually at the 

wall. 

This correlation allows reasonable compensation for lack of 

radial gradients in one-dimensional models. Further comparison of 

the behavior of the one-dimensional and the two-dimensional models, 

in unsteady state and with chemical reaction, should reveal the 

adequacy of the one-dimensional models for description of the dynamics 

of a tubular chemical reactor. 

: 
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CHAPTER 4 

GENERAL FEATURES OF THE COMPUTER PROGRAMS 

The techniques and algorithms used to solve the equations which 

describe the three reactor models, as presented in Chapter 2, were 

coded in.Fortran IV. Calculations were performed according .to the 

programs on an IBM 7090 computer and an IBM 7094 computer, each 

having 32 K storage locations. 

The three programs are: FS2D {describing the two-dimensional 

finite stage reactor); FS1D (describing the on,e~dimensional finite stage 

.reactor); and PLGFLO {describing the plug flow reactor). Each pro­

gram contained several. subroutines, each of which performed particular 

functions of steady state calculations, output, etc. Also, a subroutine, 

PLCT, was written for use with each of the three programs to produce 

output in graphical form, through the off-line plotting facilities of the 

University of California Computer Center. 

The calculations of these programs describe the dynamic be­

havior of the reactor discussed in Chapter 1. The programs accept 

input data in either dimensioned or dimensionless form. The output, 

which includes concentrations and temperatures at specified times 

and positions in the reactor, is available in printed form, in graphical 

form, or both. The format of the output is flexible, and is controlled 

by input data parameters. The printed output may include the con­

centration of each reactant, the fluid .temperature, and the solid 

temperature; however, only the concentration of the primary reactant 

and the fluid temperature are included in the graphical output. The 

two forms of graphs are: cA and T are plotted against time at 

selected axial positions (for example, Figures 13 and 14, and c A 

and T are plotted against axial position at selected (equally spaced) 

times {for example, Figures 15 and 16}. 

The FS2D program was designed to describe reactors with 

maximum dimensions of 300 {particle diameters) axially and 15 across 

the diameter. The printed output of this program may include 
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concentrations and temperatures at any stage, thus giving complete 

axial and radial profiles during the transient. Only radially averaged 

concentrations and temperatures are plotted, however" 

The FS2D program includes a subroutine in which the overall 

heat transfer coefficients, Hw
1 

and Hw , are calculated according to p . 
the methods described in Chapter 3. These heat transfer coefficients 

must be used in the respective programs based on the one-dimensional 

models, FS1D and PLGFLO, in order to compare the computed re­

sults of these programs with the computer results of the FS2D pro­

gram. 

The FS2D · program was designed to handle cases of both finite 

and infinite Hp (in the latter case, the fluid temperatures and the 

particle temperatures are equal), as well as cases of either finite or 

infinite Hw 
2 

(in the latter case, the temperatures of the wall stages 

are equal to the wall temperature). This program cannot handle the 

case of an adiabatic reactor {i. e. , with zero Hw 2 ). However, in an 

adiabatic reactor there are no radial gradients, in which .case the two­

dimensional finite stage reactor is identical to the one-dimensional 

finite stage reactor" 

For the reactor described by the parameter values presented 

in Chapter 6 (L e., L = 100, M = 8, and maximum time = 260) the 

FS2D program (including plotting) required approximately 11 minutes 

on the IBM 7094. The numerical integration time step was taken as 1 

(particle residence time)" Instabilities occurred for a. time step of 2, 

and the· differences between the results for a time step of 1 and those 

for a time step of 1/2 were less than 0"01%" 

The FS1D program was designed to describe reactors with a 

maximum length of 300 (particle diameters). It was designed to handle 

cases of both finite and infinite Hp, as well as cases of both zero and 

positive Hw 
1

. 

For the reactor described by the parameter values presented 

in Chapter 6, the FS1D program (including plotting) required slightly 

more than 3 minutes on the IBM 7094. The above remarks concerning 

the numerical integration time step in the FS2D program also apply 

to the FS1D program. The size of this time step depends upon the 

: 
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reaction rate; either program used .for a reactor· with a higher rate 

of reaction would .require a smaller integration time step. 

The PLGFLO program was designed to describe. reactors 

with lengths which can be divided into a maximum of 1000 increments. 

Because the plug flow model is a continuous,, rather than a discrete, 

model, these increments need not correspond to packing particles; 

the discretization in the program is necessary only for the numerical 

integration .techniques. However, in the coding of this program, the 

particle diameter was used as a natural unit of length,. to afford cor­

respondence among the results of the three programs. Therefore, 

the increment size is represented as a fraction, or a multiple, of the 

particle diameter. 

The PLGFLO program was designed for cases of both zero 

and positive Hw 
1

, but only for finite values of Hp. As is discussed 

in Chapter 6, the plug flow model with infinite Hp predicts physically 

unreasonable behavior. Furthermore, there is difficulty in converting 

the data in this case to a form easily plotted, because of the position 

of the characteristics in this case. 

For the reactor described by the parameter values presented 

in Chapter 6, convergence of the numerical integration .scheme used 

in the PLGFLO program was excellent for three iterations and for 

the space increment and the time increment equal to one particle di­

ameter and one particle residence time, respectively. For this case, 

the PLGFLO program (including plotting) required slightly more than 

7i minutes on the IBM 7094. It may be concluded from the computer 

times required by runs with prototype programs that much of this time 

is used in rearranging the results to a form suitable for plotting. It 

is expected .that the time required by the PLGFLO program without 

plotting, of axial profiles {but with plotting of dynamic behavior at 

selected axial positions) is comparable with the time required by the 

FS1D program for the same case. 

The computer times given above include preparation of a plotting 

tape on.the IBM 7094. The actual plotting is done off-line, and.requires 
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approximately 15 minutes on the IBM 1401 for the production of four 

graphs including a total of 70 curves representing about 7500 data 

points. 

' 
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CHAPTER 5. 

SELECTION OF NUMERICAL VALUES OF PARAMETERS 

.The values of the parameters used in the numerical calculations 

of this study were chosen as those of the experimental reactor studied 

by Sinai. 
6 

These parameters are summarized in Tables 5.1 and 5. 2. 

The reaction of this study is that of sodium thiosulfate and 

hydrogen peroxide in aqueous solution: 

-------~ products, 

This is a homogenous, liquid-phase reaction. This reaction has been 

studied by Spencer, 
17 

who obtained the values of the energy of activation, 
>:C 

E; the pre-exponential coefficient, k ; the heat of reaction, (-L!l.H); 

and the stoichiometric coefficient, y. Spencer also found that the rate 

of reaction is proportional to the concentration of each reactant: 

rate 
>:< 

= k e (5,1) 

The reactor studied by Sinai was a tube of 1-inch-ID and 3 feet 

long packed with 3-mm-diameter borosilicate glass beads. The length 

used in these calculations is taken as 30 em (100 particle diameters}, 

approximately one-third the length of Sinai• s reactor. The reactor of 

30 em length has a residence time of 3.59 sec, and the particle resi­

dence time is 0,0359 sec, According to the dynamic calculations on the 

models, steady state is reached in less than 10 seconds after a step in 

feed concentration ,or feed temperature, 
evpd 

The modified Reynolds number, P , is approximately 

in which case 
1 

the fluid is in the transitio~ region between fully . 93, 

laminar flow and fully turbulent flow. The velocity profile may not 

be uniform, as assumedin this development, because of the low 

Reynolds number and because of the low ratio of reactor diameter to 

particle diameter, which is 8.47. Beek
2 

states that this ratio must be 



-94:.. 

Table 5.1. Numerical Values of Parameters 

Parameter 

Na 2s2o
3 

feed 

concentration 

H 2 0 2 feed 

concentration 

Feed temperature 

Wall temperature 

Reactor length 

Reactor diameter 

Symbol 

* T w 

* M 

Particle diameter d 
p 

Volumetric flowrate Q 

Porosity e 

Fluid velocity 

Particle residence 
time 

Fluid density 

Fluid heat capacity 

Fluid volumetric 
heat capacity 

Particle density 

Particle heat 
capacity 

Particle volumetric 
heat capacity 

Particle surface 
to volume ratio 

v 

d 
...E. 
v 

c 
p 

a 
p 

Value 

. -3 I 3 0.325X10 moles em 

-3 I 3 1.3X10 moles em 

30 em 

2.54 em 

0.3 em 

3 
15.67 em /sec 

0.37 

8.36 em/sec 

0.0359 sec 

3 
1. g/cm 

1. cal/g-°C 

3 
1. cal/cm -°C 

3 
2.23 g/cm 

3 
0.446 cal/cm -°C 

2 3 
20.0 em /em 

a Source 

S. .6 
1na1 

S. .6 
1na1 

S
. .6 
1na1 

S
. .6 
1na1 

S
. .6 
1na1 

S
. .6 
1na1 

S
. .6 

. 1na1 

18 
Hodgman 

18 
Hodgman 

19 Perry 

19 Perry 
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Table 5.1 (continued) 

Parameter Symbol Value Source 

Particle -fluid 
heat transfer 2 s· .6 

~ coefficient h 0.0372 caljsec-cm _oc 1na1 
p 

Wall heat transfer 2 
coefficient h 0.09201 cal/sec-cm - oc 

w 

Energy of 
activation .E 18.3 kcal/mole Na2s2o3 Spencer 

17 

Pre- exponential >:c 15 3 s 17 coefficient k 0.685X10 em /sec-mole- pencer 
Na2s2o3 

Heat of reaction (-~H) 
3 

132X10 cal/mole Na2s2o3 Spencer 
17 

Stoichiometric 17 
coefficient 'I 2. Spencer 

. Adiabatic 
temperature rise ~T 42.9° c a 

a The values of parameters for which sources are not given are calculated 

.from other parameters as discussed in this chapter or in Chaper 1, 

Part B. 
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Table 5.2. Numerical Values of Dimensionless Parametersa 

Parameter 

Reactor length 

Reactor diameter 

Heat capacity parameter 

Particle-fluid heat transfer coefficient 

Wall heat transfer coefficient (FS2D) 

Overall heat transfer coefficient (FS1D} 

(PLGFLO} 

Activation energy 

Pre- exponential coefficient 

Reference temperature/adiabatic 
temperature rise 

Stoichiometric coefficient 

Symbol 

L 

M 

Hp 

Hw
2 

Hw
1 

Hw 
p 

A 

k 

Value 

100 

8.4 7 (rounded to 
integer: 8} 

1,7594 

0.04983 

0.01101 

0.01038 

0.01035 

30.69 

0. 7992X.10 
10 

6.997 

2. 

a 
The values of ~Ta (Table 5.1}, A,k, and T

0 
are based upon a 

-3 I 3 reference concentration of 0. 325X.10 moles em and .a reference 

temperature of 27 o C. 

: 
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greater than 10 before the assumption of a uniform velocity profile 

can be made. Although a reactor with a larger Reynolds number and 

a larger reactor diameter to particle diameter. ratio may be more 

suitable .for modelling with the mathematical models of this study, it 

is expected that the results of the calculations based upon these param­

eters will satisfactorily indicate the relative magnitudes of the effects 

of the phenomena under consideration here. 

The wall heat transfer coefficient is equal to the reciprocal 

of the sum of the reciprocals of several heat conduction terms. These 

terms include the heat transfer coefficient between.the reacting fluid 

and the wall, the heat conductivity at the wall, and the heat transfer 

coefficient between the wall and the coolant. In this study, the material 

of the reactor wall and the nature of the coolant are not speCified; 

rather it is assumed that the wall remains always at a constant tempera­

ture (for cases o£ heat loss at the wall), or that the heat conductivity 

of the wall and the heat capacity of the wall are zero (for adiabatic 

cases). For cases of heat loss at the wall, the wall heat transfer co­

efficient is taken as the heat transfer coefficient between the fluid 

and the wall; i.e. , the resistances .to heat transfer through the wall 

and from the wall to the coolant, which.would give a lower wall heat 

transfer coefficient, are dis regarded. Calculations with this higher 

value illustrate greater differences between the one-dimensional and 

the two-dimensional models. 

According to Beek~ the heat transfer coefficient between the 

fluid .and the wall can be estimated as 80o/o of the heat transfer co• 

efficient between the fluid and the packing particles. The wall heat 

transfer coefficient is taken here somewhat arbitrarily as 2. 5 times 

h , . to further illustrate the differences between the models. Then p 
the wall heat transfer coefficient is 680 Btu/hr=ft

2
- oF, or 0.09201 

2 
cal/sec-cm =°C. 
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CHAPTER 6 

RESULTS OF PROGRAM CALCULATIONS 

Computer calculations were made with the programs described 

in Chapter 4 to determine the effect upon the reactor dynamics of the 

phenomena considered in this study. The effect of these phenomena 

may be seen by comparing runs of cases in which the phenomena were 

present with those in which the phenomena were ignored. 

Some phenomena were not eliminated from any of the runs. 

The effect of the heat capacity of the packing, for example, may be 

seen in all of the runs. However, its effect in slowing the speed at 

which temperature disturbances travel through the reactor is apparent 

from the discussion, in Chapter 2, of the characteristics in the plug 

flow model (with infinite Hp). The effect of axial dispersion can be 

seen by a comparison of the behavior of a finite stage model with that 

of a plug flow model. And the effect of radial gradients can be seen 

by a comparison of the behavior of the one-dimensional finite stage 

model with that of the two-dimensional finite stage model. 

Thirteen computer runs were made in this study. In six of 

these runs, the feed temperature was stopped from 27°C to 37°C, 

while the feed concentration of the primary reactant (hereinafter 

called the feed concentration) remained at 0.325 moles/liter. In 

another six runs, the feed concentration was stepped from 0. 325 

moles/liter to 0.390 moles/liter (an increase of 20o/o), while the feed 

temperature remained at 37°C. The other run,.Run3, shows that 

for a feed temperature of 27°C, a change in feed concentration has 

little effect upon the temperature profile because the rate of reaction 

remains low in this case. In half of these runs, the reactor was taken 

as adiabatic; in the other half, there was heat loss through the wall 

of the reactor. Some runs were made with infinite Hp, others with 

finite Hp., The parameters which distinguish these runs are presented 

in Table 6.1. Parameters not mentioned in this table have the values 

presented in Chapter 5, which are the same for all runs. 

... 

.. 

•. 
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Table 6.i Summary of Computer Runs (Chronological Order) 

Feed Feed 
Run Program temperature concentration Hw Hp 

number used Type of feed step (o C) (moles/liter) 

oa PLGFLO temperature 27. -37. .325 

1 FS1D temperature 27. -37. .325 

2 FS1D temperature 27. -37. .325 

3 FS1D concentration 27. .325-.390 

4 FS1D concentration .37. . 3250.390 

5 FS1D concentration 37. .325-.390 

6 PLGFLO concentration . 37. .325~.390 

7 PLGFLO temperature 27. -37. .325 

8 FS2D temperature 27. -37. .325 

9 FS1D temperature 27. -37. .325 

10 PLGFLO temperature 27. -37. .325 

11 FS2D concentration 37. .325-.390 

12 FS1D concentration 37. .325-.390 

13 PLGFLO concentration 37. .325-.390 

aRun 0 was an early run made with a prototype PLGFLO program. 

The output of this run did not include machine-plotted graphs. 

The plus signs (+) in the last two columns of this .table, and 

in the second .and third columns of Table 6. 2, indicate that the value 

(dimensionless) of the respective heat transfer coefficients is: 

Hp: 0.0498293 

Hw2 : 0.0110107 (FS2D) 

Hw
1

: 0.0103777 (FS.!D) 

Hw : 0.0103508 (PLGFLO) 
p 

The values of Hw and Hw were calculated from M and Hw2 1 p 
according :to equations (3.53) and (3.56)~ 

0 co 

0 co 

0 + 

0 + 

0 co 

0 + 

0 + 

0 + 

+ + 

+ + 

+ + 

+ + 

+ + 

+ + 
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In Table 6.2, the run numbers are arranged in an order which facilitates 

comparison of runs to determine the effect of the various phenomena. 

In Table 6.3, these run numbers are paired for direct comparison of 

the results. 

The results of these runs, the dynamic behavior of the models, 

are presented in Figures 13 through 64. The results of each run in­

clude four graphs. 

As an example,_ Run 5 may be considered. The results of this 

run are shown in Figures 29, 30, 31, and 32. These results show the 

response to a feed concentration step of the one-dimensional finite 

stage model with no heat los.s at the wall and with ·finite I::fp. Figure ?9 

shows concentration profiles at equally spaced values of time of 0, 

10, 20, 30, 40, · · · (particle residence times). The curve that begins 

at c (CA)of 1.0 at x = 0 represents the initial steady state profile. 
A 

The heavy curve that begins at c A= 1. 2 and crosses the initial steady 

state profile at x = 67 is the final steady state profile. This figure 

shows the concentration disturbance as it travels through the reactor. 

The flattening of the disturbance as it travels is due primarily to 

axial dispersion. 

The corresponding dynamic temperature profiles for this run 

are shown in Figure 30. The lower curve is the initial steady state 

fluid temperature profile, and the upper curve is the final steady state 

profile. The other curves represent the dynamic profiles at the same 

equally spaced values of time as those of Figure 29. 

Figure 31 shows the dynamic behavior of concentration for this 

run at selected axial positions of 20, 40, 60, 80, and 100. The effect 

of axial dispersion is apparent also here. It should be noted that, 

after the initial disturbance in concentration passes, the concentration 

changes monotonically to its final steady state value. 

Figure 32 shows the dynamic behavior of fluid temperature for 

this run at the same axial positions of 20 (the lower curve), 40, 60, 

80, and 100 (the upper curve). Because of the heat capacity of the 

packing, the major temperature change travels more slowly than the 

fluid velocity. Thus, at the exit of the reactor (axial position 100), 

.. 

: 
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the major temperature change occurs at a time of approximately 176; 

the reactor residence time, and the time at which the initial concentra­

tion disturbance appears (see Figure 31, lower curve) is 100. The 

great amount of dispersion seen in this curve is due primarily to the 

finite rate of heat transfer between the particles and the fluid, but 

also partially to axial dispersion in turbulent mixing. The concentra­

tion continues to change (see Figure 31, lower curve) because it is 

affected bY'the temperature change through the coupling term in the 

mass balance equations. 

From Table 6.3, it is seen that these four figures of Run 5 

can, be compared with the corresponding figures of Run 4 to show the 

effect of a finite rate of heat transfer between the particles and the 

fluid, Run 6 to show the effect or'axial dispersion, and.Run 12 to 

show the effect of heat loss at the wall. From the comparisons 

suggested in Table 6. 3 and from considerations of the nature of the 

models, the effects of these and other phenomena can.be determined. 

The discontinuities inherent in the plug flow model are shown 

in the machine-plotted figures, for the runs with the PLGFLO model, 

as inclined lines rather than as vertical lines. These discontinuities 

are shown in this manner because .the plotting subroutine was designed 

to accept values of concentration and temperature only at equally 

spaced values of distance or time. The discontinuities should more 

accurately appear in these figures as vertical lines at values .x or 

t which are the nearest multiples of ten. 

The Effect of Heat Capacity 

of the Packing .Particles 

As mentioned above, this effect was not eliminated in any of 

the runs. It was not eliminated because it is fundamental to the 

dynamic response of a packed-bed chemical reactor. This effect is 

seen most clearly in the plug flow model with infinite Hp, in which 

all other phenomena are eliminated except the coupling of concentra­

tion and temperature through the reaction, which is also fundamental 

to the dynamic response. 
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Table 6"2" Summary of Computer Runs (Logical Order) 

Temperature Concentration 
Program used Hw Hp Step Step 

PLGFLO 0 CIO oa 

FS1D 0 IIIC 1 4 

FS1D 0 + 2 5 

-FLGFLO 0 + 7 6 

aRun 0 was an early run made with a prototype PLGFLO program" 

The output of this run did not include machine-plotted graphs" 

In this table, for runs with a temperature step, the feed con­

centration is 0. 325 moles/liter and the feed temperature is stepped 

from 27° C to 37° Co . For runs with a concentration step, the feed 

temperature is 37 o C and the feed concentration is stepped from 

0.325 moles/liter to 0"390 moles/liter" 

Run 3 is omitted from this table because it is the only run 

with a concentration step for which the feed temperature is 27° C. 

In all runs, the reference concentration is 0.325 moles/liter, 

and the reference temperature and the wall temperature are equal to 

the initial feed temperature" The maximum adiabatic temperature 

rise is 42o9°C in all runs. 

,. 

.. 
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Table 6.3 Pairing of Runs Revealing ,Effects of Phenomena 

Phenomenon Temperature Cone ent ration 
step step 

without axial dis-
persian (PLGFLO) 

a 
Assumption of 7 and 0 

infinite Hp with axial dis-
persian (FS2D) 1 and 2 4 and 5 

Axial dispersion adiabatic case 2 and 7 5 and 6 

with heat loss 
.at wall 9 and 10 12 and .13 

Radial gradients 8 and 9 11and12 
with axial dis-
persian (FS1D) 2 and 9 5 .and 12 

Heat loss at wall 
without axial dis-
persian (PLGFLO) 7 and 10 6 and 13 

Effect of concentration 
step at different feed 
temperatures 3 and 5 

\/' 

aRun 0 was an early run made with a prototype PLGFLO 

program. The output of this run did not include machine-plotted 

graphs. 
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Fig. 13. Transient axial concentration profiles resulting from 
a temperature step (Run 1, FSlD program). Profiles are 
shown for times t = 10, 20, 30, 4o, .... 
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Fig. 14. Transient axial temperature profiles resulting from a 
temperature step (Run 1, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, .... 
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Fig. 15. Response of concentration at selected axial positions 
to a temperature step (Run 1, FSlD program). 
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Fig. 16. Re~onse of temperature at selected axial positions 
to a temperature step (Run 1, FSlD program). 
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Fig. 17. Transient axial concentration profiles resulting from a 
temperature step (Run 2, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, .... 
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Fig. 18. Transient axial temperature profiles resulting from 
a temperature step (Run 2 FS.lD program). Profiles are shown 
for times t = 10, 20, 30, 40, •••• 
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Fig. 19. Response of concentration at selected axial positions 
to a temperature step (Run 2, FSlD program). 
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Fig. 20. Response of temperature at selected axial positions to a 
temperature step (Run 2, FSlD program) • 
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Fig. 21. Transient axial concentration profiles resulting from a 
concentration step (Run 3, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o. 
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Fig. 22. Transient axial temperature profiles 
concentration step (Run 3, FSID program). 
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Fig. 23. Response of concentration at selected axial positions to 
a concentration step (Run 3, FSlD program). 
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Fig. 24. Response of temperature at selected axial positions to a 
concentration step (Run 3, FSlD program). 
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Fig. 25. Transient axial concentration profiles resulting from a 
concentration step (Run 4, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o ~ • o • o 
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Fig. 27. Response of concentration at selected axial positions to 
a concentration step (Run 4, FSlD program). 
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Fig. 28. Response of temperature at selected axial positions to 
a concentration step (Run 4, FSlD program) • 
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Fig. 29. Transient axial concentration profiles resulting from a 
concentration step (Run 5, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, •••• 
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Fig. 31. Response of concentration at selected axial positions to 
a concentration step (Run 5, FSlD program). 
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Fig. 32 .. Response of temperature at selected axial positions to a 
concentration step (Run 5, FSlD program) • 
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Fig. )4. Transient axial temperature profiles resulting from a 
concentration step (Run 6, PLGFLO program). Profiles are 
shown for times t = 10, 20, )0, 4o, ..•• 
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Fig. 35. Response of concentration at selected axial positions 
to a concentration step (Run 6, PLGFLO program). 
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Fig. 36. Response of temperature at selected axial positions to a 
concentration step (Run 6, PLGFLO program). 
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Fig. 37. Transient axial concentration profiles resulting from a 
temperature step (Run 7, PLGFLO program). Profiles are shown 
for times t = 10, 20, 30, 4o, ..•. 
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Fig. 38. Transient axial temperature profiles resulting from a 
temperature step (Run 7, PLGFLO program). Profiles are shown 
for times t == 10, 20, 30, 40, •••• 
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Fig. 39. Response of concentration at selected axial positions to 
a temperature step (Run 7, PWFLO program). 
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Fig. 40. Response of temperature at selected axial positions to a 
temperature step (Run 7, PLGFLO program). 
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Fig. 41. Transient axial concentration profiles resulting from a 
temperature step (Run 8, FS2D program). Profiles are shown 
for times t = 10, 20, 30, 4o, •••• 



,. 1.2 

1.1 

1. 0 

TF 
0 9 

0 8 

0.? 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 

•'" 

~. 

-133-

Final steady state~ 

0 20 ~0 60 80 10':1 
'< [pqRTICLE OIRMETERSl 

MU-34921 

Fig. 42. Transient axial temperature profiles resulting from a 
temperature step (Run 8, FS2D program). Profiles are shown 
for times t = 10, 20, 30, 40, •••• 
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Fig. 43. Response of concentration at selected axial positions 
to a temperature step (Run 8, FS2D program). 
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Fig. 44. Response of temperature at selected axial positions to 
a temperature step (Run 8, FS2D program) • 
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Fig. 45. Transient axial concentration profiles resulting from 
a temperature step (Run 9, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, .... 
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Fig. 46. Transient axial temperature profiles resulting from a 
temperature step (Run 9, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, .•.• 
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Fig. 48. Response of temperature at selected axial positions 
to a temperature step (Run 9, FSlD program). 
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Fig. 50. Transient axial temperature profiles resulting from 
. a temperature step (Run 10, PLGFLO program). Profiles are 

shown for times t = 10, 20, 30, 40, •••• 
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Fig. 51. Response of concentration at selected axial positions 
to a temperature step (Run 10, PLGFLO program). 
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Fig. 52. Response of temperature at selected axial positions. 
to a temperature step (Run 10, PLGFLO program). 
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Fig. 53. Transient axial concentration profiles resulting from 
a concentration step (Run ll, FS2D program). Profiles are 
shown for times t = 10, 20, 30, 40, .... 
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Fig. 54. Transient axial temperature profiles resulting from 
a concentration step (Run 11, FS2D program). Profiles are 

shown for times t = 10, 20, 30, 4o, .•.• 
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Fig. 55. Response of concentration at selected axial positions to 
a concentration step (Run 11, FS2D program). 
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Fig. 56. Re~onse of temperature at selected axial positions to 
a concentration step (Run 11, FS2D program) • 
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Fig. 57. Transient axial concentration profiles resulting from a 
concentration step (Run 12, FSlD program). Profiles are shown 
for times t = 10, 20, 30, 4o, .... 
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Fig. 59· Response of concentration at selected axial positions 
to a concentration step (Run 12, FSlD program). 
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Fig. 60. Response of temperature at selected axial positions 
to a concentration step (Run 12, FSlD program). 
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Fig. 61. Transient axial concentration profiles resulting from 
a concentration step (Run 13, PLGFLO program). Profiles 
are shown for times t = 10, 20, 30, 4o, .... 
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Fig. 62. Transient axial temperature profiles resulting from 
a concentration step (Run 13,_PLGFLO program). Profiles 
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Fig. 63. Response of concentration at selected axial positions 
to a concentration step (Run 13, PLGFLO program). 
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Fig. 64. Response of temperature at selected axial positions 
to a concentration step (Run 13, PLGFLO program). 
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This plug flow model is described in Chapter 2. It is seen 

from this description that the heat capacity of the packing determines 

the velocity at which the temperature disturbance travels through the 

reactor. 

A prototype program of the plug flow model was designed to 

include the case of infinite Hp. The dynamic behavior of the fluid 

temperature at the exit (x = 100) as a result of a step in feed tempera­

ture, as calculated in this program (Run O) for the case of infinite 

Hp, is shown in Figure 65, which also shows the corresponding re­

sults from Runs 1, 2, and 7. The parameters for this run are identical 

to those of Run 1. 

An interesting feature of the results of. this run, and of the 

results of run 1, is that the temperature decreases slightly before 

it increases, The lowest value reached by the temperature in the plug 

flow model occurs immediately before the temperature wave reaches 

this position in the reactor. This point, then, lies on one of the 

characteristic coordinate axes, and this lowest value of the tempera­

ture can be calculated by a steady state method, as described in 

Chapter 2. The temperature in the finite stage model does not reach 

this lowest value because of the effect of axial dispersion, whi<;:h is 

the major difference between the plug flow and the finite stage models. 

The temperature decrease can be explained physically to some 

extent. However, because the plug flow model is a simplified mathe­

matical model, some of its properties are riot entirely physically 

reasonable. For example, it must be accepted that discontinuities in 

the reactor feed remain discontinuous as they travel through the bed, 

and that (for the case of infinite Hp) the temperature discontinuity 

travels at a slower velocity than that of the concentration disturbance 

and .any point in the reactor is at steady state immediately after the 

passage of the temperature discontinuity. 

An increase in temperature causes an increase in the rate of 

reaction and thus a decrease in the concentration. Thus the steady­

state concentration profile reached after an increase in feed tempera­

ture is lower than the initial steady-state concentration profile. 
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This lower final steady-state concentration obtains at any point 

reached by the temperature discontinuity. Because the sp~ed of this 

discontinuity is lower than that of the fluid, the fluid carries material 

of lower concentration into regions in front of {L e. , downstream 

from) the temperature discontinuity. Thus the concentration at any 

point in the reactor drops as the temperature discontinuity approaches 

the point. 

However, the fluid does not carry material of higher tempera­

ture into regions in front of the temperature discontinuity, because 

of its complete thermal equilibrium with the packing; it is this 

mechanism of heat absorption by the packing which causes the 

temperature discontinuity to travel at a slower speed than that of the 

fluid. Thus, at any point in the reactor in front of the temperature 

discontinuity, as the concentration drops, the rate of reaction 

(proportional to the concentration) drops, and the rate of generation 

of heat (proportional to the rate of reaction) drops. Thus, the 

temperature, which is the measure of heat content of the fluid and is 

originally at the initial steady state, drops in the region in front of 

the temperature discontinuity. This temperature decrease is small 

in this case, and is practically negligible in a model which includes 

axial dispersion, as shown in Figure 65; with systems of different 

parameters, the decrease may be greater. However, with a finite 

rate of heat transfer between the particles and the fluid, the effect 

of this temperature decrease is imperceptible. It is seen that this 

temperature decrease is a .result of the coupling between concentra­

tion and temperature; however, it is not a result of the nonlinear 

nature of the reaction term, because a similar temperature decrease 

would be seen for the case in which the rate of reaction increases 

linearly with concentration and with temperature. 

Figure 65 shows that a finite rate of heat transfer between 

the particles and the fluid has a major effect upon the dynamics of 

an actual packed bed tubular chemical reactor. Because this plug 

flow model (with infinite Hp) lacks this effect, it cannot be considered 

an accurate model. 

..... 
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However, for qualitative purposes, the concept of the plug 

flow reactor with infinite Hp is very useful, because this model. 

exhibits most clearly the effect of the heat capacity of the packing. 

This mod.el may be considered conceptually as a skeletal model of an 

actual dynamic packed bed tubular chemical reactor. To this reactor 

certain other properties may be added for quantitative modelling. The 

major features of the dynamic behavior of an actual packed tubular 

reactor can be seen in the behavior of this plug flow model. Thus, a 

step in the feed (in either concentration or temperature, or both) of 

an actual packed tubular reactor appears at the exit of the reactor 

after one residence time. This disturbance affects the temperature 

in the reactor (either directly or through the coupling term), and the 

major change in the exit temperature of the reactor appears after 

approximately 13 residence times, which is the time at which the 

temperature discontinuity appears at the exit of the plug flow model 

(with infinite Hp). Through the coupling of concentration and tempera­

ture in the rate of reaction, the concentration in the reactor follows 

the changing temperature, and simultaneously affects its rate of 

change. 

The Effect of a Finite Rate of Heat Transfer 

Between the Fluid and the Particles 

As Figure 65 shows, and as comparisons of Runs 1 and 2 

and Runs .4 and 5 show, a finite rate of heat transfer between the 

particles and the fluid has the major dispersive effect upon the 

dynamic behavior of a packed•tubular chemical reactor. This heat 

transfer affects the fluid temperature directly, and the concentration 

indirectly through the coupling term. 

This is the most important effect that can .be added to the 

skeletal model introduced above. The plug flow model with infinite 

Hp, . as presented in .Chapter 3, combines these three most important 

phenomena: the coupling of concentration and temperature, the heat 

capacity of the packing, and a finite rate of heat transfer between the 

particles and the fluid. 
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The dynamic behavior of this plug flow model with finite Hp 

is seen in the results of computerRuns 6, 7, 10, and 13. ·With a 

knowledge of this behavior, and a knowledge of the nature of the model 

(discussed in Chapter 2), details can be added to the description of the 

dynamic behavior of an actual packed tubular reactor given in the pre­

ceding subsection. Thus, a disturbance in either the feed concentra­

tion or the feed temperature produces a disturbance in both the con­

centration and the temperature at the reactor exit after one residence 

time. After these disturbances appear at the exit, the exit concentra­

tion and the exit temperature monotonically approach their final steady­

state values. The rate of approach .to the final steady state is deter­

mined by the rate of reaction and the rate of heat transfer between 

the particles and the fluid. 

These fluctuations at the exit are themselves discontinuities 

in the plug flow model (with finite Hp), becaus,e of the nature of the 

plug flow model to propagate discontinuities. Upper bounds of the 

magnitudes of these fluctuations in an actual packed tubular reactor 

are those values reached in the plug flow model (with finite Hp). 

These upper bounds are easilY:, calculated by the quasi-steady state 

calculation of profiles along the characteristics, as discussed in 

Chapter 2, in .which the particle temperature is taken as its initial 

steady state value and is used as a parameter in the integration of 

the steady-state mass balance and fluid heat valance equations. These 

fluctuations in an actual packed tubular reactor do not reach the bounds 

calculated in this manner because of the effect of axial dispersion. 

Although the discontinuities in the plug flow reactor (with 

finite Hp) are not negligible, they are generally small, usually of 

the same order of magnitude, or less, of the discontinuity introduced 

at the inlet. Except for these small discontinuities, this plug flow 

reactor, with finite Hp, should in most cases be quite adequate for 

modelling a dynamic packed chemical reactor. 
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The Effect of Axial Mixing 

Comparison of the results of the appropriate runs (see Table 

6. 2) shows that turbulent axial mixing also . .has a dispersive effect 

upon the reactor dynamics, but this effect is much smaller. than that 

of a finite rate of heat transfer between the particles and.the fluid. 

With the addition of this effect to the developing model (L e. , 

the skeletal model introduced previously, with the addition of a finite 

rate of heat. transfer between the particles and the fluid), more detail 

can be added to the previous descriptions of the dynamics of an actual 

packed tubular reactor. Because of axial mixing, the initial distur­

bances, which appear at the exit of the reactor at approximately one 

residence time, are continuous. Further, these disturbances do not 

reach the upper bounds predicted gy the plug flow model (with finite 

Hp), because of axial mixing. Finally, the disturbances begin to 

appear (i. e. , the initial steady state is left) slightly before one 

residence time; that is, the initial part of the disturbance travels 

slightly faster than the average fluid velocity. 

The effect of axial mixing is inherent in the one-dimensional 

finite stage model and is the major feature which distinguishes this 

model from the plug flow model (for both models, Hp is finite). Both 

of these mode1s are simple and yet accurate, and either can be used 

satisfactorily in .most cases to simulate the dynamics of an actual 

packed tubular reactor. The one-dimensional finite stage model has 

the additional advantage of representing the small effect of axial 

mixing. 

The Effects of Heat Loss at the Wall 

and of Radial Mixing 

In the one-dimensional models, it is assumed that temperatures 

and concentrations in an.actual reactor can be adequately represented 

by radially averaged values. The resistance of the packed bed to 

radial transport of heat, which partially determines the rate of heat 

loss at the wall, is accounted for somewhat artificially in an overall 
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heat transfer coefficient. In the one-dimensional models of this 

study, there is no accounting for bed resistance to radial transport 

of material; however, because no material is lost at the wall, this 

detail should not be important.· 

The only difference between the one-dimensional finite stage 

model and the two-dimensional finite stage model is that the two­

dimensional model accounts for bed resistance to radial flow, or 

incomplete radial mixing, in a more physically realistic manner. 

However, comparison of the results of the appropriate runs 

(Runs 11 and 12, for example) shows that the dynamic behavior of 

the two models are practically indistinguishable. This is expected 

because Hw2 (the wall heat transfer coefficient) and Hw 
1 

(the overall 

heat transfer coefficient) are so close tog@ther, indicating that the 

major resistance to heat transfer is at the wall .. The printed output 

of the variables at each stage in Run 11 indicates that the greatest 

difference radially between the fluid temperature on the reactor axis 

and the fluid temperature at the wall was less than 6 o C. 

But even with this heat transfer coefficient, the steady-state 

temperature rises were depressed to 60o/o of the temperature rises at 

the same axial positions in the adiabatic case. This decrease in 

temperature is not a measure of the heat loss at the wall in the non­

adiabatic case, because a lowering of temperature also lowers the 

rate of heat generation in the reaction. 

With a higher heat transfer coefficient, the bed resistance is 

more important. However, a higher heat transfer coefficient causes 

the fluid temperature to approach the wall temperature more closely, 

in which case the radial gradients are still small (less than 6 ° C for 

an infinite wall heat transfer coefficient) and their effect upon the 

dynamics is still negligible. 

The bed resistance to radial heat transport would become 

more important if the ratio of the reactor diameter to the particle 

diameter were larger. However, the one-dimensional models would 

probably still adequately simulate the dynamics of such reactors. 

.} 
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Thiis, the effect of incomplete radial mixing up~n the dynamics 

of reactors with liquid reactants is negligible in most cases, and the 

advantages of the two-dimensional finite stage model in accounting 

for this effect are much less important than the disadvantages in the 

practical use of this complex model. 

DISCUSSION 

In summary, the three phenomena that dominate the dynamic 

behavior of a packed tubular reactor are: the heat capacity of the 

packing, which causes the major temperature disturbance to travel 

through the reactor slower than the fluid velocity; the finite rate 

of heat transfer between the packing and the fluid, which greatly 

disperses the temperature disturbance; and the coupling of heat and 

mass in the reaction, through which concentration disturbances cause 

temperature disturbances and temperature disturbances cause concen­

tration disturbances. Only the last of these phenomena affects the 

steady state of the reactor (assuming that multiple steady states do 

not exist at the operating conditions used). 

Axial mixing further disperses the concentration and tempera­

ture disturbances and causes part of the disturbances to travel faster 

than the fluid velocity. These effects are small, but not necessarily 

negligible. 

The effects of the three dominating phenomena are included 

in the plug flow model (with finite Hp), and the effect of these three 

phenomena and of axial mixing are included in the one-dimensional 

finite stage model. Either of these models should suffice in most 

cases for the simulation of an actual packed tubular reactor with 

liquid reactants, and yet both are simple and require little com­

puting time. 

The effects of incomplete radial mixing appear to be negligible, 

and an accounting for these effects in .a computational model (except 

for the inclusion of bed re5istance in the overall heat transfer co­

efficient) is usually an unnecessary refinement. 
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From the descriptions of the effects of these phenomena upon 

the responses of these models to step forcing, the effects of these 

phenomena may be roughly described in terms of frequency response, 

and various models can be suggested for use in studies in various 

frequency ranges" The low frequencies appear to be influenced only 

by the heat capacity of the particles, so the skeletal model (the plug 

flow model with infinite Hp) may be used in this range. The middle 

frequencies are also influenced by the finite rate of heat transfer 

between the particles and the fluid. The frequencies at which this 

effect becomes important may be determined from the characteristic 

time (dimensionless} of this heat transfer, 1/Hp. The plug flow 

model, with finite Hp,. may be used in this frequency region, Axial 

mixing apparently affects the middle and high frequencies, where the 

one-dimensional finite stage model may be useful. Heat transfer at 

the wall has a steady state attenuation effect, and the effect of in­

complete radial mixing {or bed resistance) is too small to be deter­

mined .in this study, 

From the large effect of a finite rate of heat transfer between 

the particles and the fluid, statements can be made concerning the 

effect of a finite rate of mass transfer between the particles and the 

fluid for cases in .which the reaction occurs on the solid particles, 

or in the pores of the particles, Because the capacity for mass in 

the particles is smaller than the heat capacity, and because the initial 

concentration fluctuations are not as large as the later concentration 

changes following the temperature changes, the effect would be a 

dispersive effect, probably slightly more significant than the dispersive 

effect of axial mixing, 

This study leads to no simplification of the coupling between 

heat and mass in the reaction, While the temperature is changing 

significantly, the concentration not only changes with the temperature, 

but also greatly influences the temperature change, An apparent 

simplification that the concentration is in.an equilibrium with the 

temperature is not accurate here. (However, in the case of gas 

" •. 



reactors, where the velocity of the major temperature change is 

several orders of magnitude less than the fluid velocity, this simplifi­

cation .may be useful.) This simplification implies that the time deriva­

tive of concentration, (Be .A"ot)x' is negligible compared with the space 

derivative, (ac A/Bx)t" However, calculations of these derivatives 

from the results of runs with the PLGFLO program indicate that 

(oc A/at)x may be up to 25% of {Be A/ax)t. Additional calculations 

show that in .many regions of this model in the unsteady state, the rate 

of heat generation in the reaction is approximately equal to the rate 

of heat transfer to the particles, which shows that the dynamics are 

not completely dominated by the heat transfer, but that the heat gen­

eration, and thus the coupling of heat and mass, plays an essential 

part in the dynamics. 

A major problem which remains is the determination of the' 

coupling of heat and mass in the reaction, particularly the extent to 

which these effects are nonlinear. A useful model may be one in which 

the disturbances are linear deviations from a nonlinear steady state. 

The models studied here may be useful in determining the adequacy 

of suchlinearized models. 

Eventually, some kind of transfer function for packed tubular 

reactors may be devised. The computer programs of this study cannot 

usefully describe the response of these mathematical models to sinu­

soidal disturbances or to random .disturbances. However, the results 

and observations of this study and of other studies suggested by this 

work may be useful in the formulation of such. a transfer function. 



-166-

CHAPTER 7 

CONCLUSIONS 

In summary, the three phenomena that dominate the dynamic 

behavior of a packed bed tubular chemical reactor are: the heat 

capacity of the packing, which causes the major temperature disturbance 

to travel through the reactor slower than the fluid velocity; the finite 

rate of heat transfer between the packing and the fluid, which greatly 

disperses the temperature disturbance; and the coupling of heat and 

mass in the reaction, through which concentration disturbances and 

temperature disturbances greatly affect each other" Of minor im­

portance is axial mixing, which further disperses the concentration 

and temperature disturbances and causes the leading part of the dis­

turbances to travel slightly faster than the fluid velocity" 

Effects of these three dominating phenomena are included in 

the plug flow model (with finite Hp) and the one-dimensional finite 

stage model. The effects of axial mixing also are included in the 

latter model. Either model should generally satisfactorily simulate 

the dynamics of an actual packed tubular reactor. 

The equations of the plug flow model can be usefully treated 

by the method of characteristics, which clearly shows the travelling 

wave nature of propagating disturbances of a tubular reactor" 

The effect of incomplete radial mixing appears to be negligible, 

thus the necessity of using two-dimensional models is eliminated. A 

wall heat transfer correlation for the two-dimensional finite stage 

model is derived, however, through which the effect of incomplete 

radial mixing, or the resistance of the bed to radial heat transport, 

can be determined" 

A remaining problem is the nonlinear nature of the heat and 

mass coupling in the reaction term" Study of a model in which the 

unsteady state is described by linear equations for disturbances from 

a nonlinear steady state is suggested" The behavior of such a model' 

may be compared with the behavior of the models of the present study 

to determine the adequacy of such a simplification" 

. . 



-· 

-. 

_./ '• 

-167-

ACKNOWLEDGMENTS 

The authors acknowledge with thanks the support of this work 

by the National Science Foundation, the Computer Center of the 

University of California, and the Atomic Energy Commission through 

the Lawrence Radiation Laboratory. 



APPENDIX A 

A TWO-DIMENSIONAL RUNGE-KUTT A METHOD 

In.th~s- study, a two-dimensional Runge-Kutta method was 

developed for the numerical integration of first-order hyperbolic 

differential equations of the form 

(:~) z = f(c,u), 

( =~) y = g(c,u), 

with the boundary conditions 

at y = 0 , . c = c 
0 

(z) , 

at z = 0 , u = u
0 

(y) , 

(A.i) 

(A.2) 

(A. 3) 

(AA) 

where c, u, f, and g can be either scalar or vector quantities. Such 

equations may describe unsteady state distributed parameter physical 

systems, such as the plug flow chemical reactor discussed in 

Chapter 2, Parts E and.F. The other boundary values (e. g., u at 

y = 0) may be found by integrating the appropriate differential 

equations l e. g. , equation (A. 2) for u at y = 0] with standard ordinary 

differential equation integration methods. 
7 

As in Chapter 2, Part F, the region of interest in the y-z plane 

can be divided into a network or lattice of rectangles, of the form of 

Figure 10. The sides of the rectangles parallel to the z-axis have 

length h, and the sides of the rectangles parallel to the y-axis have 

length k. The location of the lower left corner of a rectangle is 

y = ik, z = jh. That is, a lattice point at (y, z) can be considered as 

being located at (i, j) in terms of the increments k and h. 

.• 
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From the boundary conditions, or from previous integrations, 

c and u at (i, j), (i + 1, j), and (i, j+ 1) are known. In this numerical 

method, as in the modified ,Euler method L eqs. (2.108) through (2.111)]. 

the values of c and u at (i+1, j+1) are calculated, based upon the 

known values at (i, j), (i + 1, j), and (i, j+ 1). 

· The calculation scheme of Runge-Kutta methods involves the 

calculation of derivatives at various intermediate points. The com­

bination of derivatives in this method involves parameters which .are 

adjusted so that the value calculated for the next point agrees with a 

truncated Taylor's series expansion about the previous point. 

(i. j): 

c.+
1 

. 
1 

can be expanded in a Taylor's series about point 
1 .J+ 

ac 1 ( ) ( :i) _h" ( 2) ~ 2 ) k+ a c k2 + . a c kh 
ci+1, j+1 = c .. + - 2 1, J ay .. ;-r ·ayaz .. 

1,J 1,J (. y . . 1,J 
' 1, J 

i(afz) h2 ( 3) ( 3 ). k
2
n + 

1 8c k3+ 1 a·c 
+ 6 ~ ·2 2 

dz .. By i, j ay dz 
1' J 1, J 

(A.5} 

where Ei is the truncation error, and contains terms of the order 
4 3 z2 3 4 . 

k , h h, k h , kh , and h. and of h1gher orders. 

An expansion of c. 
1 

. as a Taylor 1 s series about (i, j) yields: · 
1+ • J 

.6.c. = (ac) h + _! (82c) h2 + 1 ( 83c) h3 + o(h4). (A.6) 
1 az . . 2 !l 2 . . b 8----r .. 

1,J uZ 1,J . Z 1,J 
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Similarly, 

= (ac) k + 1 ay . . 2 
1, J 

With the substitution o£ (A.6) and (A. 7) into (A.S), 

c. 
1 

. 
1 

= c. . + .6-c. + .6-c . 
1+ ,J+ 1,J 1 J 

+(~) . kh + 1 
. oyoz . . 2 

.1' J (
a\ ) a7az i~,j 

where E 2 is an error term, similar to E 
1

. 

f = c 

The notation is now simplified: 

(:~) u 

(:i) = 

Let £ = f(c .,u ) ; n, m J?,m n, m 

g = ,:!(c u ) n, m - <=> n, m' n, m 

£ = £ .. 
1' J 

g =g .. 
1' J 

} 

f -ef) . ' u- au/ c ' gc = (ag) -(ag) 8C u ' gu- au c 

(:i) (:;) = (:;). .. 
i' j 1' J 

.(B-) .. k3 

1' J 

(A. 7) 

(A. 8) 

(A. 9) 

(A.10) 

(A.11) 

(A.12) 
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~fi= fi+ 1,j- f= (~~) .. h+ Q(h
2

) (Taylor's series) 
1' J 

.(A.13) 

(A.14) 

. The numerical integration step is the calculation of ci+ 1 , j+ 1 

from the following formula, which is a linear combination of all in­

formation obtainable from c and u at the three known points, with 

one intermediate derivative calculation: 

c. 
1 

.+ 1 =c .. +~c.+ flC. + f3 1 k~f. + f3'}k~f. + f3 3kf 
1+ ,J 1,J 1 J 1 ~ J 

where 

and 

+f3 4 kf(c .. + y~c, u .. + cS~u) , 
1' J . 1' J 

y~c = y 1 ~ci + y2~cj + y3k~\ + y4k~fj + y 5kf, ) 

cS~u= o 1~ui + o 2~uj + o 3h~gi + o4h~gj + o5hg. 

The calculated value, ci+ 1 ,j+ 1 ' differs from the exact value, 

ci+ 1 ,j+ 1 ' because of truncation errors. 

(A.15) 

(A.16) 

The parameters '(13{;~,2,~, f3 4 , y
1

, y 2 , y 3 , y4 , y
5

, o
1

, o2 , o3 , o4 , and .o 5 ) 

are chosen so that equation (A.15) agrees with equation (A.8) in all 
. 4 3 2 2 3 4 

terms except those of funchonal order of h , h k, h k , hk , k , or 

greater. The terms of equations (A. 8) and (A.15) are expanded in 

terms of f, f , £ , f , f , and f . For example, in equation (A.15), 
c u cc cu uu 

f(c. .+y~c, u. . + cS~u) = f + f y~c + f cS~u 
1,J 1,J c u 

+ ~ f (y~c) 2 
+ f (y~c) (cS~u) 

L. cc cu 

1 2 
+ 2 fuu (cS~u) + E3 (A.17) 
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as expanded in a Taylor• s series. l Note that '{and 6 are not con­

stant parameters in this particular case; 'l!::.c and 66.u are symbolic 

notations for the expressions on the right-hand side of equations (A.16) J. 
The detailed solution for the parameters; is given in Appendix B. 

The results are: 

j3 = 
1 

j3 = 1 
j33 = 

1 
j3 4 = 

1 l 
2' - 2' - 2' 2 , 

1 2 ' 

1 1 1, 1 
'I = ' "2 = - a, '13 = '14 = z:a, "s = a 

1 
(A.18) 

where a and b are arbitrarily chosen constants between 0 and 1. 

For symmetry, a= b. 

Equation (A.15) becomes 

c1.+1,J"+1 = (c.+1 . +c. "+1- c .. ) + _21 k [f.+1 . -f .. 1- f .. 1 ,J 1,J l,J 1 ,J 1,J+ 1,J 

1 
+ f(c.+ 1 . + (1-a)c .. + 1 - (1-a)c .. + kf.+ 1 . + -2 akf .. + 1 1 ,J l,J 1,J 1 ,J 1,J 

1 1 
- (1- -2 a)kf .. , (1- b)u.+ 1 . + u .. + 1 - (1- b)u .. + -2 bhg1.+ 1 ,J. 

1,J 1 ,J 1,J 1,J 

1 
+ hg. "+1- (1- ,-b)h ] 1,J c. g .. 

1' J 
(A. 19) 

A similar equation can be written for u.+
1 

. 
1 

because of the symmetry. 
1 ,J+* >:< 

With the introduction of intermediate values c and u , the equations 

can be rewritten . 

* 1 c = c 1.+ 1 , J. + k( 1 . + l (1-a) (c .. + 1-c .. ) + -2 ak(f .. + 1tf .. )] -kf .. 
1+ ,J 1,J 1,J 1,J 1,J 1,J 

* 1 u = u 1.,J.+i + hg .. 1 + l (1-b) (u.+ 1 . - u. k) + -2 bh:(g.+ 1 .+g .. )]-hg .. ; 
l ' J + 1 ' J 1, 1 ' J 1 ' J 1 , J 

(A. 20) 
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- 1 l >:• ,:c 11 l 1 I u. 1 .+ 1 = u .. + 1+, h g .. + 1 g(c , u )J + (u.+ 1 .-u .. ) - ,h(g.+ 1 .+g .. ) • 1+ ,J 1,J L. 1,J 1 ,J 1,J L. 1 ,J 1,J 

(A. 21) 

Equations (A. 20) and (A. 21) are the algorithm of this two-dimensional 

_ Runge- Kutta method. 

To determine the position in the y-z plane at which c and u 

are calculated, let c = y and u = z; then c .. = k. and u .. = h. , and 
1 ' ~.. J -:< .1 ' J 1 

f = 1 and g = 1. From the equations for c and u·, 

y* = jk + 
>'< 

z' = ih + 
>:< >:< 

{ (1 - a) k + ak} = 

{ ( 1 - b) h + bh} = 

(j+1)k_, 

(i + 1 )h } I (A.Z2) 

Thus c and u are initial estimates of ci+ 1 , j+ 1 and ui+ 1 , j+ 1 , 

although they are not necessarily the best initial estimates, because 

in Runge-Kutta methods intermediate calculations do not necessarily 

give best values of the variables being calculated. 

Equations (A. 21) may conceivably be iterated, with the replace­
::::C "''c 

ment of c and u'' with the value of ci+1, j+1 and ui+1, j+1 calculated 

in the previous iteration step. The limit of this iteration is 

(c .. +1 - c .. ) 
1' J 1' J 

1 
--2 k(f .. + 1 +f .. ) 

1' J 1' J 
(A.23.) 

and thus this difference is independent of i: 

(A.24) 
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Thus in this iterative scheme, the third-order correction terms along 

the boundaries are used throughout the unsteady state region. The non­

iterative scheme should be superior because in it these third-order cor-,,... * 
rection terms. are recalculated approximately at each step, as f(c ", u ) 

is not assumed to be fi+i, j+i 

To compare the two methods with each other, a sample problem 

was chosen which has a known analytic solution. The problem is 

oc ay = u - c , 
ou az = c - u (A.25) 

with the boundary conditions 

c(O,x) = 1, t(y, O) = 0 . (A. 26) 

The solution is 

(A. 27) 

z 

).'(,y, z) - ,{ e -y-S !
0

(2 ~). dS 

This problem was chosen because the solution was known, the problem 

has no complicating parameters, and the equations describe an un­

steady-state distributed parameter system (in dimensionless form), 

such as a fixed bed absorber or a fixed bed heat exchanger, similar 

to the plug flow reactor model of this study. 
20 

From the solution, it is seen that 

-y-z .r.:: c - u = e · r
0 

( 2 11 yz) . (A. 28) 
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Along the line y = z, c + 1.1 = 1; then along this line, 

c (y, y) 
1 1 -2y 

= 2 + 2 e IO (2y) 

(A.29) 

u(y, y) 
1 1 -2y 

= 2 - 2 e IO (2y) 

The two programs were coded in FORTRAN, with the double 

precision feature to eliminate machine round-off errors, and calcu­

lations were performed on the IBM 7090. The calculations were 

performed for several values of h (here, h = k), and the values of c 

at various points on the line y = z as calculated by the two numerical 

methods were compared with the known values. For c(1, 1), the errors 

for some choices of h became significant. When y = 1, 

-2y -2 
e = e = 0.13533 52832 , (A. 30) 

21 

and 

(A.31)
22 

Therefore 

c(1, 1) = 0.65425 416 (A. 32) 

Figure 66 shows the magnitudes of the error in the values of 

c ( 1, 1), calculated with the two methods, as a function of h. For the 
1 

Runge-Kutta method, curves are shown for values of . a of 0, 2 , 

and 1 (here a= b); for the modified Euler method, curves are shown 

for one, two, three and infinite iterations. Of course, an infinite 

number of iterations were not made, but rather the iterations were 

continued until there was no significant difference in two consecutive 

iterated values of c .. In general, the errors of the two methods are 

of opposite sign. 

Figure 66 shows that the errors of both methods are proportional 
2 

to h . Clearly, for this case the Modified Euler method is superior 

to the Runge-Kutta method in all respects. Evidently, the theoretical 

advantage of the Runge-Kutta method, which lies in the estimation of 

third partial derivatives, disappears rapidly as the points of calculation 

move away from the boundaries. 
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10- 1 

Runge Kutta Method 
e a=O 
Q a= 1/2 

10- 2 0 a = I 

Modified Euler Method 

D I iteration 
<> 2 iterations 
/::; 3 iterations 

10-3 • ultimate error 

~ 

0 
~ 

~ 

w 

10-4 

IQ-5 Modified Euler 

h 

MU -34911 

Fig. 66. Comparison of errors of two-dimensional numerical 
integration methods as functions of interval size. 

• 

.. 
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This unusual two-dimensional Runge-Kutta method warrants 

more study, to determine the reason its theoretical superiority is 

not realized and to extend to other similar problems th.e concepts 

used in its derivation . 
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APPENDIX B 

DERIVATION OF THE TWO-DIMENSIONAL RUNGE-KUTTA METHOD • 

The first three terms on the right-hand side of equation (A. 8) 

are identical with those of equation (A.15) so the problem becomes 

that of finding the parameters so that 

13
1

,6.f. + 13 2,6.£. + 13 3f + 134 f(c .. + y,6.c, u .. + 6,6.u) 
1 J l,J l,J 

= (aa 2
8
c ) h + ~ ( a ~ c ) kh + i (- a 

3
\ 

2
'\ 

y z .. 2\ay az \Cly8z ~; 
2 

h +E. (B.i) 

The symbol E in equation (B.i) and other equations in this 

appendix represents additional terms which are of the order h
3

, h
2

k, 

hk
2

, k
3

, and of higher order. E does not necessarily have the same 

value in different equations. 

The following derivative identities of f and g will be of use 

in the development: 

~~ = fcf + fu (~~) ' 

~~ = fc (~~) + fug ' 

(B. 2) 

(B. 3) 

::i = (fc)
2

f + fcfu ( ~~) + fu (~~u) + fc/ + Zfcuf(:~) 
+f (~)2· uu ay 

(f ) 2 ('.~c) + f f g + f fg + f g. 
C uZ C U U C U U 

+ f g 
uu 

(B.4) 

( ~~) + fcc£ ( ~~) 
( ~~) , (B.S) -· 
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+ f g g + f u u cc (. -~zc) 
2

+ 2£ (ac) +f 2 
u cug ~z uug ' 

~ = g f + g 
ay c u (au\ and 

ai) · 

~ = (~) + . a z · g c , a z gu g 

The right-hand side of equation (B.1) becomes 

= hf c .!. f (~) k+ .!. 2 c az 2 

I, 1 1 
+_ hfu Lg + 2 fgck + 2 gu 

+ hf [ .!. f (~ ) k + .!. ·ec 2 az 2 

+ hf [.!. f k + .!. (a c) (~) k + (a c)] h cu 2 g 2 . az ay g az 

+ hf [.!. f (au) k + . .!. 2
h]+ E . uu 2 ay · 2 g 

\ 

(B.8) 

{B.9) 

The 6.f terms of the left-hand side of equation (B.1) cart be 

developed as : 

6.f. = f.+1 . - f = (ar)h+.! ( a2£)h2+E 
1 1 'J 

az ( 2 2) J [ ( ) 
= hfc [ ( ~~) 1 ~ 1 a c ' 1 ac 

+ 2 a z 2 h + hfu g + 2 gc a z h + 2 gug · 

+ 
1 f ( ac rh + f (ac) h2 + 1 

f g
2

h
2 

+ E (B.10) 
2 cc az cug az 2 uu 
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and 

C>fj = fi, j+1 - f = (:~) k + i ( ::2) l/ +E 

= kf If + i f fk } i f f ( ~ u ) k 
2 

+ k £: l ( =~) : ~ (:)c) k] y 

+ i_ f £
2

k
2 

+ f f ( ou)k
2 

t i_ f (~uy~2 k 2 
+E. 

2 cc cu \ ay 2 uu v ) 

• 
.. 

(B.11) 

The term f(c .. + yD..c, u .. t oD..u) can be expanded in a Taylor's 
1' J 1' J 

series: 

f(c .. + yD..c, u .. + oD..u} = f (yD..c} + f (oD..u) 
1,J 1,J c u 

+ i. f (yD..c)
2 

t f (yD..c} (oD..u) t ~ f (6D..u)
2 

2 cc cu c.. uu 

+ E. (B.12) 

From equations (A.6}, (A.7), (A.1), and (B.2), 

and 

D.c.= fk + _21 f £1~2+ _21 f ( ou) k2 + Q(k3). 
J c . ..u , ay 

Similarly, 

and 
(B.14) 

. .. 

Therefore 
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+ y 3hk [fc( :~) + fug J + y 4k
2 

tcf + fu ( :~)} y 5h£ + E 

(B.15) 

and 

+ &3h
2 ~c( :~ )+ gug} &4hk [gcf + gu (~~)] 

+ o
5

hg + E . (B.16) 

Use was made in equation (B.16) of the equations 

6gi ~ gi+1,j - g ~ ( :~) h +0(h2) ~ gc ( :~) h + gugh +0 (hz) • 

6gj ~ gi,j+1 - g ~ (:;) k +Q(k
2

) ~ gcfk + gu ( :~) k + 0<k
2

) . 

(B.17) 

With the substitution of equations (B.15) and (B.16) into (B.12), 

the left-hand side of equation (B.1) becomes 
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(B. 18) 

Equating the coefficients of like terms on the right-hand sides 

of equation (B. 4) and (B. 18) gives the equations for the parameters: 

"'' . . 
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terms compared parameter equations 

f f33 + f34 -= 0 (B. 19) 

. f (ac)h and !f (a 
2
c)h2 

f31 + f34;Y 1 ::: 1 (B. 20) 
~ cBz 2c8z2" 

.. 2 ( oc l 1 
(f ) rz hk and f f ghk f34y3 =z (B. 21) 

c z c u 

fcfk f32 + f34Y2 + f34Ys = 0 (B. 22) 

1(f )2fk2 and 1£ f (au) k2 
2c 2cuBy f32 + f34Yi + 2f34Y4 = 0 (B.23) 

f gh 
u f31 + f34°1 + f34°5 = 1 (B. 24) 

f fghk and f g ( ~) hk u u u y f34°4 (B.25) 

1 (ac) 2 1 2 Zfugc 8z h and Zfugugh f31 + f34°1 + 2 f34°3 = 1 (B. 26) 

f (au)kand2.f ra2u)k2 
u ay 2 u ayz f32+f34°2 = 0 (B. 27) 

f f(ac)hk f34y1("2 + "s) 
1 (B. 28) 

cc 8z -z-

1£ ( ac r h2 2 
2 cc 8z ' f31 + [34'{1 = 1' (B. 29) 

.!.£ £2k2 2 (B. 30) 
2 cc f3z + f34(y2 + "s) = 0 

£ fghk f34(y2 + "s)(o1 + 6s) 
1 (B. 31) 

cu -z-

£ (~) ( ou) hk f34y1°2 
1 (B. 32) 

cu .oz By -z-

£ (ac) h2 cug 0z [31 + f34y1( 0 1 + 05) = 1 (B. 33) 

,,..(.,/ 

£ £ (au) k2 f32 + f34(y2 + "s)5 2 = 0 (B.34) 
cu By 

~ 

£ ( ou) hk "· 1 
uug By f34( 0 1 + 05) 02 -z- (B.35) 
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= 1 (B.36) 

. = 0 (B. 37) 

These equations are solved in the following tabulation; each 

statement is justified by the equations cited: 

13'4 f 0 (B. 41').;. (~, 45).; (B. 48').;. (.B; 31').; ~(B; ~2);. (B; 35) . • (B. 38) 

'I 1 = 6 1 + 6 5 ( B . 2 0) ; ( B . 2 4) ; (B.. 2 9}; :(B.. 3 3 ) ; ( B . 3 6 ) (B. 39) 

o2 = '1 2 +'Is (B. 22); (B. 27); (B. 30); (B. 34); (B. 37) (B. 40) 

'11 f 0 (B. 32) (B. 41) 

62 f 0 (B. 32) (B. 42) 

2 
'I 1 ='I 1 = 1 (B. 20); (B. 29); (B. 38); (B. 41) (B. 43) 

2 o
2 

= o
2 

=1 (B. 27); (B. 37); (B. 38); (B. 42) (B. 44) 

1 
134 = 2 (B. 32); (B. 43); (B. 44) (B.45) 

1 J3 1 = 2 (B.20); )B.43); (B.45) (B. 46) 

1 
13 2 = - 2 (B. 27); (B. 44); (B. 45) (B.47) 

'1 3 = 1 (B. 21); (B. 45) (B.48) 

o4 = 1 (B.25); (B.45) (B. 49) 

1 
133 = - 2 (B. 19); (B. 45) (B. 50) 

1 
'I 4 = 2'1 S ( B . 2 2 ) ; ( B . 2 3 ) ; ( B . 4 5 ) (B. 51) 

r . 1 
6 3 = 26 5 (B. 24); (B. 26); (B. 45) (B. 52) 

Let a ='Is and b = o5 . Therefore, in summary, 
1 1 1 1 

13 1 = 2' 13 2 = - 2' 13 3 = 2' 13 4 = 2 ; 
1 

'11 = i, 'tz = 1 -a, '13 = 1 • '14 = r· 'Is= a; (B. 53) 

1 o1 =t-b, o2 =1, o
3

=ih· o4 =1, o5 =b. 

.'!, . . 

... :-... 

../' 
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Equation (A. 15) becomes 

1 
ci+1,j+1 = ci,j + (ci+1,j - ci,j) + (ci,j+1- ci,j) + 2"k(fi+1,j- fi,j) 

- ~k(fi,j+1- fi,j)- ~~fi,j + ~kf(ci,j + y!::.c, ui,j + o!::.u) 

(B. 54) 

where y!::.c = (c.+ 1 . - c .. ) + (1-a)(c .. +1 - c .. ) + k(£.+ 1 . - f .. ) 
1 ,J 1,J 1,J . 1,J 1 ·J 1,J 

(B. 55) 

and 

13!::.u.= (1-b)(u.+ 1 . - u .. ) + (u .. + 1 - u .. ) + .;b2
1 

h(g.+ 1 . -g .. ) 
1 d 1,J 1,J 1,J 1 ·J 1,J 

+ h(g .. + 1 - g .. ) + bhg. . . (B. 56) 
1,J l,J 1,J 

Combining terms, the equation becomes 

c1.+1,J'+1 = (c.+1 ·+c. '+1 - c .. ) + -z
1

k [f.+1 · -f. '+1 -f. · 1 ,J 1,J 1,], 1 ,J 1,J 1,J 

+ f(c.+ 1 . + (1-a)c .. +1 1 'J 1' J 

1 
- (1-a)c .. + kf.+ 1 . + .,.-a2 kf. . 1 1,J l •J •. 1~J+ 

1 
- (1 - .,.-a2 )kf .. , (1-b)u. 

1 
. + u .. +

1 
- (1-b)u .. 

1,J 1+ ,J 1,J 1,J 

1 1 ~ . + .;.b2 hg.+1 . + hg .. 1 - (1 - .;.b2 )hg .. ) . 1 ,J 1,J+ 1,J 

The error involved in using equation (B. 57) to calculate 

ci+ 1 , j+ 1 is of the functional order h 4 , h 3k, h 2k 2 , hk3 , and k 4 . 

(B. 57) 

There is probably no choice of values for a and b such that this error 

can be minimized in general. The calculations to show this, how­

ever, are too lengthy to be carried out at this time. 
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TABLE OF NOTATION 

(Numbers in parenthesis indicate equations in which the relevant 

symbol is defined). 

A =in chemical equations, the primary reactant (1.5), (1.7); 

in mathematical equations, the dimensionless activation 

energy (1.20). 

A., A .. +
1

' = areas important to a stage in the two-dimensional finite 
J J' J 

a 

a 
p 

B 

Bi 

b 

c 

D 

D 
X 

stage model. See Chapter 2, Part A. 

= an adjustable parameter in the two dimensional Runge­

Kutta method of integration: 0 ~a ~ 1. 

= the specific surface area of the packing particles. For 

spheres, a = 6/d . 
p p 

= in chemical equations, the secondary reactant. 

= the Biot number for the reactor bed (3. 8). 

= an adjustable parameter in the two dimensional Runge­

Kutta method of integration: 0 ~ b ~ 1. 

= a vector of general dependent variables. Particular forms 
:::}c 

of c include c., c. . , c . 
1 1,J 

= the dimensionless concentration of the primary reactant A. 

The dimensional concentration of A is c :. The initial 

value of c A at the feed is c Ai/ the final value of cA at 

feed is c A . Particular forms of c A include cA .. and 
ff 1, J 

cA.. CA is the representation of c A on machine-plotted 
1 

graphs. (1.9). 

= the dimensionless concentration of the secondary reactant 
-·-

B. The dimensional concentration of B is c~ ( 1.10). 

= the heat capacity of the fluid per unit mass. 

= the heat capacity of the packing particles per unit mass. 

= the reference concentration used to define dimensionless 

concentrations. 

= a factor in the Newton-Raphson method applied to simul­

taneous equations (2.62). 

= the effective turbulent diffusivity in the radial direction 

(1.26). 
=the effective turbulent diffusivity in the axial direction (1.25). 

.. 
• 



(]'. . 

.. ,. 

d 
p 

E 

f 

g 

Hp 

Hw 

h 

h 
p 

h 
.W 

i' j 

k 

k. 
1 

k r 

k 
X 

M 
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=the average diameter of the packing particles, used as a 

fundamental unit of length in this study. 

= the activation energy of the reaction. 

= a general £ector function. 

= a general function, sometimes a vector function. 

= the dimensionless heat transfer coefficient between the 

particles and the fluid (1.23). 

= the dimensionless wall heat transfer coefficient ( 1. 24). 

Hw 2 is for the two-dimensional finite stage model, Hw 
1 

is for the one-dimensional finite stage model,. and Hw is . p 
for the plug flow model. Hw 

1
.io is the value of Hw 

1 
when 

the corresponding Hw2 is infinite. (See Chapter 3.) 

= an interval size used in two-dimensional numerical inte-

gration methods. 

= the heat transfer coefficient between the particles and the 

fluid. 

= the .wall heat transfer coefficient. 

= general subscripts. 

= Bessel functions of the first kind and of zero and first 

order, respectively. 

the dimensionless pre-exponential coefficient in chemical 

rate equations (1.17). The corresponding dimensional 

* value is k . Also, k is an interval size used in two-

dimensional numerical integration .methods. 

=variables in the Runge-Kutta-Gill method (2.67). 

= the effective thermal conductivity of the bed in the radial 

direction. 

= the effective thermal conductivity of the bed in the axial 

direction. 

=the dimensionless diameter of the reactor (1.2). The 
>',< 

corresponding dimensional diameter is M . 



m 

N 

p 
e 

p r 
e 

X 

Pco'Pc~ 0 

1 1,J 

p (A.) 
n 

Q 

qo 
1 

R 

ro 
1 

s 

T 
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= a superscript which indicates the number of iterations 

in iterative numerical methods. 

=the dimensionless length of the reactor (1.1). The corre-
·'· .,. 

spending dimensional length is N . 

=the radial Peclet number (1.27). 

= the axial Peclet number ( 1. 28). 

= concentration feed streams to a stage (2. 36), (2. 3 7), 

(2.38), (2. 73). 

= auxiliary determinants used in the heat transfer coefficient 

calculation (3.48). 

= temperature feed streams to a stage (2.41), (2.42), 

(2.43), (2. 74). 

= the volumetric flow rate of fluid through the reactor: 

Q = 1/4rrM
2

d 
2

ev. 
p 

finite stage models 

Flow rates through stages of the 

are Qo , Qo, and Qo (2. 2), (2. 7). 
1m 1 J 

= variables in the Runge-Kutta-Gill method (2.67). 

=the dimensionless rate of reaction (1.21). The corre­
>!t; 

spending dimensional form is R (1.6), (1. 7). Other 

particular forms are Ro and R. 0. 
1 1' J 

= the gas constant. 

= the dimensionless radial variable (3.1). 

=variables in ~he Runge-Kutta-Gill method (2.67). 

= the fluid mixing and heat transfer matrix of the two­

dimensional finite stage model (3. 31). 

= the dimensionless temperature of the fluid (1.12). The 
>:~ 

corresponding dimensional form is T . The initial value 

of T at the feed is T if; the final value of T at the feed is 

• .. 

T ff' Particular forms of T include T 0 0, T 0 and T 0. 

1' J 1' 1 ~ •. 

TF is the representatl.on ofT on machine plotted graphs. 

= the ratio of the reference temperature to the total 

adiabatic temperature rise (1.15). 

= the dimensionless temperature of the particles ( 1.13 ). 

The corresponding dimensional form is 

forms of T include T and T 
p Po 0 po 

1' J 1 

>~ 
T . Particular 

p 
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= a dimensional temperature used for reference in defining 

dimensionless temperatures. 

= dimensionless time, t':<v/dp. Dimensional time is e:<. 

= a vector of general dependent variables. 

=the finite stage averaging vector {3.34). 

= the volume of the stages of finite stage models {2.1 ). 

= the actual average velocity of the fluid through the bed. 

=the dimensionless axial variable {1.3). The corresponding 

dimensional variable is x~:<. 

=the characteristic coordinate variables {2.85), (2.92). 

Greek Symbols 

P =the dimensionless heat capacity parameter (1.22). 

P1 =the smallest positive root of equation {3.7). Pn is the 

'Y 

E 

e 

f.L1 

Pf 

pp 

lj;{A) 

nth root of equation (3. 7). p100 is the smallest positive 

root of J0:(p) = 0. 

= the stoichiometric coefficient ( 1. 7). 

= coefficients in the recursive relations for Pn(A) (3.48). 

= the heat of reaction. 

=the total adiabatic temperature nse for the reaction {1.11). 

=the stoichiometric concentration difference {1.30). 

6 0 is the value of 6 at the inlet of the reactor. 

= the void fraction of the packed bed. 

= a generalized wall heat transfer term for the finite stage 

models {2.44), {2.45), (2.46), (2.75). 

= the variable of the characteristic polynomial lJ1(A) of S. 

The largest root of4I(A) = 0 is A1 ; a general root is Ar. 

=a parameter related to A1 (3.49). 

= the density of the fluid. 

= the density of the packing particles. 

=the characteristic polynomial of S {3.46). 
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