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ORIGIN AND NATURE OF MICROSTRUCTURES 

V. F. Zackay and E-. R. ·Parker 

Inorganic Materials Research Division, Lawrence Radiation Laboratory, and 
Department of Mineral Technology, College of Engineering, · 

University of California, Berkeley, California 

INTRODUCTION 

· The properties of many useful solids (normally polycrystalline and 

multiphase in nature) can be markedly altered by varying the processes used 

·for shaping the materials and by varying their thermal treatments, For. 

example, a given steel can be made tough and ductile or hard and brittle by 

simply varying the cooling rate from the "red heat" range. Facts of this 

kind have been kno~~ for many centuries, but it was not until the advent of 

the optical microscope that the internal changes in structure produced by 

variations in cooling rate could be distinguished. 

During the past half-century, rapid progress has been made in both 

theory and experiment, and today it is possible for one to actually "see" 

single atoms in the crystal lattice of a metal.· The field ion microscope 

used for such observations is currently undergoing intensive development and 

will be an important tool in future studies of the motion and behavior of 

atoms on an atomic scale. At present, however, our best efforts are confined 

to the use of transmission electron microscopy for the direct observation of 

solid state reactions, and the practical limit of resolution of this 

instrument is of the order of ten atomic spacings. While this instrument // 

has been extremely· useful in revealing microstructures much too fine to .~ 
observed with a light microscope, there is still a high degree of .uncertainty 

about atomic behavior during solid state precipitation or transformation 

reactions. Hence many of the concepts about how metastable phases decompose 

or transform are highly speculative and are subject to change when better 

research tools become available. 

Pure metals are mechanically weak, and to strengthen them, other metals 

(or elements) are added. Such additions are usually made in the liquid state 
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where the solubility of foreign atoms is high. In the solid state, however, 

solubility limits are generally much lower than they are in the liquid, and 

on cooling the foreign atoms tend to precipitate out of the liquid or solid 

solutions. When a particle precipitates, it becomes a second phasev---/ 
/...---""' .····· 

// 
/ 

homogeneous within itself but separated from the parent mat~r1al by a well-
. . ~/,/......... . 

defined sharp interface. The second phase may be a. solid _solutio~o sisting 
,/ 

mainly of atoms of the added element with some atoms of the parent material 

intermixed or it may be in the form of an intermetallic compound, i.e., a 

compound having a stoichiometric composition, such as Fe3C or CuA12, but one 

that does not follow normal chemical valence rules. 

Studies of solid state reactions are further complicated by the fact 

that some pure metals, such as iron and titanium, undergo reactions in the 

sol~d state in which, during cooling, the atoms rearrange themselves into a 

new geometric pattern when a speci~ic temperature is reached. Pure iron in 

the face centered cubic form at temperatures above 910°C changes to the body 

centered cubic form when cooled below this temperature. Similarly, the crystal 

structure of titanium changes from bee to close-packed hexagonal when cooled 

to beloH· 88o°C. The solubility of foreign atoms is strongly dependent upon 

the crystal structure. At 720°C, for example, 0.8 weight perce~t· of carbon 

can be dissolved in the fcc form of iron, whereas only 0;.025 percent can be 

contained in the bee lattice at the same temperature. Thus phase changes can 

drastically alter the tendency for a dissolved element to precipitate, and 

can greatly alter the rate at which a new phase will form and grow. · The shape •· 

of a nev1ly formed particle is also markedly dependent upon several factors. 

So many different tr~~sformations can occur in solids that it is necessary 

to classify them in some orderly manner in order to be able to understand the 

behavior of solid materials. The word 11transformation 11 is used frequently 
; . 

in discussing solid state reactions to mean 11any extens:tve rearrangements of 
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the atomic structure," and it is used herein in this sense. Certain reactions 

require that a nucleus of the new phase must reach a certain critical size 

before the transformation can proceed. The critical size of a nucleus is 

dependent upon several factors, and the rate at which it can grow is also 

dependent upon the conditions existing at the time. Once a stable nucleus 

has formed, the transformation process continues by "growth". The term 

"nucleation and growth" is used to describe or define a reaction of this kind. 

Other types of reactions do not require the formation of a nucleus and the 

growth processes, which will be described in detail later, are much different 

in these cases. 

The driving force for any transformation is the difference in free energy 

of the initial and final states and is thus determined by the thermodynamic 

parameters that apply to large volumes of the phase concerned. Transformations 

can occur in pure metals as well as in alloys. In a pure metal it is not 

necessary for atoms to diffuse long distances in order for a phase change to 

occur (such as the change from fcc iron to bee iron) upon cooling through the 

transformation temperature. There are two ways in which the. atoms of a pure 

metal can rearrange themselves vdth respect to their neighbors to form a new 

crystal structure from the pre-existing one. One of these is by a nucleation 

and grovrth process, which necessarily involyes diffusion, and the other is a 

process.that does not involve diffusion--generally called a "martensitic 

reaction" .. In the first case, the new phase grows at the expense of the old 

by relatively slow migration of the phase boundary, and the growth results 

from atom by atom transfer across this boundary, With the atoms transferring 

essentially independently of one another. Only short range diffusion along 

the phase boundary is involved, with many atoms moving less than a single 

atomic spacing. The new crystals grow into the matrix of the old material, finally 
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consuming the entire volume of the ~rimary phase. Figure 1 is a photo-

micrograph showing a nucleation and gro~h transformation of the.so-called 

!!massive" type in which particles of the newphase are large and blocky. 

This massive-type nucleation and growth transformation frequently occur~ 
at a relatively high temperature during an allotropic transformation ih either 

a pure metal or a solid solution alloy. A solid solution, however, can 

also transform in several other ways. A second phase, different in composiM 

tion, can precipitate in the form of equiaxed crystals,· as small uniformly 

dispersed particles, as a grain boundary film, or in the form of parallel 

plates. Photomicrographs of some of these structures are shown in Fig. 2. 

The martensitic transformation is truly diffusionless, even in alloys. 

The atomic movement involved does not require thermal energy; in this case 

all atoms move in unison through distances shorter than one atomic spacing. 

The time required for this kind of transformation to pcci.lr is often ni~y 
.--:-----

orders of magn:j_ tude shorter than that needed for a massi v~tf~~sformation • • 
,/" 

the interface between the new and the old phase moves with near-sonic 
, ...... ·· 

velocity into the parent phase. Martensite crystals are usually f]at plates 

which tend to be thin at the extremities and to have lenticular shapes. 

With this transformation there is always a definite relationship between the 

orientations of the original crystals.and those of the new phase. The 

primary atomic movement is a shear translation, ¥hich, on a polished surface, 

'Hill produce visible upheayels. The martensite reactions can also be 

identified metallographically; a characteristic microstructure is shown in 

Fig. 3. 

A more rigorous classification of phase transformations and a detailed 

comparison of the characteristics of nucleation and growth and martensitic 

reactions due to Christian (1) is given in Appendix A. 

i .; 
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Such variations in the structure of phases and distribution of 

phases in multiphase systems constitute the.development of a microstructure. 

It is obvious, that, for a given chemical composition, literally an infinite 

number of microstructures are possible. It becomes important to study the 

factors·that control the nature of microstructures because the microstructure 

strongly affects the propertles and behavior of a given material. This 

chapter will concern itself with an atomic approach to an analysis of the 

type and nature of phase transformations that can occur in a material and 

their control by heat treatment. It will not concern itself with problems 

of solidification leading to grain size and growth control which, of course, 

are also critical factors in microstructure development but are best 

understood on the basis of an energy approach. 
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PRECIPITATION FROM SUPERSATURATED SOLID SOLUTIONS 

Many metals of technological importance. have large solubilities for 

foreign elements at elevated temperatures and only limited solubilities at 

low temperatures. It is thus possible to completely dissolve a second 

component at an elevated temperature and then, by quenching from the high. 

temperature, to retain a single phase supersaturated solid solution at the 

low temperature. This supersaturated material can then be.made to decompose 

by reheating it to an intermediate temperature. This process forms the 

basis for the age-hardening treatment given to many useful commercial alloys. 

In this section we shall consider the experimental results and the 

theoretical reasoning which lead to an understanding of the mechanism of 

precipitation; namely, continuous, or general,·and discontinuous, or cellular. 

In continuous precipitation the particles are dispersed throughout the volumes 

of the material, whereas with discontinuous prec'ipi tation localized vOlumes 

of the material transform completely into the new equilibrium phases while · 

the bulk of the material remains untransformed. Figures 4 and 5 are photo-

migrographs showing these two kinds of precipitation. As might be expected, 

the reaction rates in.the two cases are markedly different. In continuous 

precipitation a linear gro~~h-time behavior is observed. The theoretical 

analyses which explain the two types of behavior is presented in the follow-

ing section, with nucleation processes being first described. 

Homogeneous Nucleation 

The simplest case of nucleation is one in which a single phase changes ._ 

into another phase of a different crystal structure without undergoing 

compositional changes. The condition necessary for a nucleation of a~ 

phase in a supersaturated a phase is that the free energy change associated 

Hith the phase formation must be negative and that it must be sufficient to 

supply the energy required to 'create the interface between the phases o: and ~. 
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The change in free energy, upon formation of a particle of the ·13 phase; is 

given by the following equation: 

In this equation 6Gis the free energy change of the reaction. 

(1) 

~G is the 
v. 

difference in vol~~e free energy for the .!3 and a phases (per unit of vol4ffie); 

~is the surface energy per unit of area; and.r is the. radius of the particle. 

In this simple theory, the particle is as.sumed to be spherical. A sketch of · 

the 6G versus r curve is shown in Fig. 6. The surface energy term is positive, 

and its effect predominates when the radius is small. When the radius 

exceeds rc, ho~Yever, the volume free energy term predominates and growth of 

the nucleus becomes possible. In order for a stable nucleus to form, the 

critical activation energy 6Gr must be supplied by thermal fluctuations in 

the lattice. 6Gr and rc are strongly dependent upon temperature. At the 

equilibrium temperature, 6G for the reaction is zero and consequently 6G 
r .. 

and rc are equal to infinity. Homigeneous nucleation thus becomes impossible 

at the temperature of equilibrium. Once the nucleus has reached a certain 

critical size, .it can grow by the transfer of atoms of the parent phase across 

the interface to the new phase. The expression which relates the rate qf. 

growth to the temperature is given below: 

di 
dt 

:::: SV E 
·:o 

-6G a 
kT 

In this equation, di/dt is the number of atoms crossing the 
' 

(2) 

second; s is the number of atoms in the a phase facing the !3 phase particle; 
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v is the frequency factor, which is the number of times per second that 
0 

an atom might be able to jump across the barrier (about lol3jsec in solids). 

· h.G is a new activation energy--the energy that an atom must have in order 
a 

to cross the interface between the a: and 13 phases; k is Boltzman' s constant 

and T is tt,\e absolute temperature. 
I 

When the growth :process is sufficiently· 

slmv, the ~umber o!· stable nuclei of a critical size that will form per .unit 

of time is just equal to the number disappearing through .growth. Thus the 

number of nuclei per unit of volume is given by the following equation: 

( 3) 

Ne is the equilibrium number of nuclei per unit of volume; NVis the total 

number of atoms :per unit of volume, and 6G is the activation energy 
r 

required for the formation of a stable nucleus. 

The rate of nucleation, I, is given by the product of Eqs. (2)and(3). The 

resultant is shown as Eq. (4} • 

I = SV N E: 
0 v 

....b.G +6G 
r a 

kT ( 4) 

The above treatment \Vas due to Volmer and Webber. (2) It was improved 

by Becker. and Doring ( 3) arid applied to condensed systems by Turnbull and 

Fisher.( 4) In the original treatment, it was assumed that once an a: phase 

atom had crossed the'boundary and attached itself to the 13 phase it could 

not return to the a: phase position. While this assumptipn is reasonable for 

values of r much larger than rc' it is.not at all reasonable when r is 

I 
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approximetely equal to rc. At this value, it is just as pro"bable that 

a f3 phase atom will cross the phase boundary. and join the a phase. Thus, 

the rate given by Eq, (4) should be divided by two. The assumption that 

the number of nu~lei forming per unit of time equals the number of those 

disappearing through growth has also been questioned. The calculations 

made by Becker and Doring and Turnbu~l and Fisher indicate that the number 

of nuclei was not the equilibrium riumber and that the coefficient :·sv0 Nv, 

shown in Eq. (4), should be modified as indicated below: 

I = SV N ··o v 

2 r 'Y . 
9kT € 

-6G +6G r a 
kT (5) 

' Unfortunately, it has not been possible to. establish the validity of 

the coefficient of the exponential term in Eq. (5). Turnbull attempted to 

evaluate this coefficient for mercury and obtained 42 for its logarithm, whereas 

the theoretical value should have been 35; the discrepancy between experiment 

and theory was thus a factor of 107. It·must therefore be concluded that.the 

variable controlling the absolute rate of nucleation was not quantitatively 

understood. However,. the temperature variation of the nucleation rate is. 

reasonably .well understood. It is well known that the 6~ term (related to 

surface energy) in Eq. (5) is insensitive to temperature change, whereas 

decreases rapidly with decreasing temperature. Thus at very large values 

of supercooling, 6T the 6Gr term dominates. and I varies exponentially with 

temperature. A curve showing the· qualitative· variation of I vs 6T.: :is 

presented in Fig. (7). This type of behaVior has been commonly observed. 

In the case of a material that has been quenched from a high temperature, 

the nucleation rate may not be constant. Nuclei of various radii exist at 

each temperature and some of those established at the higher temperature 

may have had radii equal to or exceeding the critical radius characteristic 
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of the lower temperature. Thus in the quenched material, some retained 

nuclei would immediately begin to grow, while others were fo.rming. Because 

the free energy for nucleus formation is greater at the higher temperature~ .l 

there vrould be fewer than the equilibrium number of nuclei at the lm•er 

temperature immediately after quenching. As time at the lower temperature 

increases, the number of critical nuclei per unit of volume will increase 

to,·.rard the equilibrium number at a rate that is governed largely by 6G • . a 

It is possible, however, that the number of nuclei will never reach the 

equilibrium value because nuclei disappear rapidly due to growth, once they 

reach the critical size. Thus a steady state value of nuclei concentration 

less than the equilibrium number might be reached. 

In analyzing the transient nucleation problem1 Turnbull assumed thai;. 
/ 

the number of nuclei per unit of volume increased from its initial v~, 
,. . / 

N0 , to its steady state value, N9, according to the exponential law given in 

Eq. (6). 

N -N 
t 0 

N -N s 0 
== 

-ro 1t € . 'I . (6) 

In this equation, Nt is the number of nuclei at any time t, and is the time 

constant for the process. · The time constant is related to ~G • If it is 
a 

large, a long time would be required to reach the equilibrium value, N
5

• If 

N0 is very small, then the rate of nucleation 

byEq.(7). 

€ 
-ro/t 

per Ui>i t;~~ume · i~ g/' • 
/. ~ .. 

/' 
./' 

(7) 

' i 
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In some cases, .6.Gr at the higher temperature is not very much larger 

.than 6Gr at the lower temperature. Under these Circumstances N will be very 
. . . 0 

large. In fact it may be. so large that the number of nuclei formed after T
0 

may be negligible. This case is called "athermal nucleation", and it is 

particularly important in the martensite transformation of steel and in some 

·age-hardening reactions. 

The effects of strain energy on nucleation and the more complex case of 

heterog~neous nucleation are discussed _in Appendix B •. 

. Continuous Precipitation 

Continuous precipitation may·be classified as either general or local. 

\-lith general precipitation the distribution of the particles of the second 

phase is uniform throughout the volume, whereas with discontinuous precipitation 

nuclei form and grow only in localized volumes. Discontinuous precipitation 

often spreads from graj.n boundar:i.es into the grains. 

In both types of precipitation, a supersaturated a-solid solution 

decomposes into a saturated a phase and a new second phase. It has been 

found experimentally that with discontinuous prec:lpitation the orientation of 

the saturated a phase differs from that of the supersaturated a phase into · 

which it is.growing. This means, in effect, that the a phase is recrystallizing, 

thus the reaction is sometimes called a recrystallization reaction, although 

this name is misleading becauseit tends to obscure the picture of how the 

new phases form. 

Continuous precipitation usually occurs in solid solutions of low 

supersaturation or in those in which the strain_energy associated with the 

reaction'is large. The driving force for precipitation is small in this case. 

Homogeneous nucleation within perfect regions of the crystals is Unlikely 

and "continuous''· precipitation is, confined to disloca;tion networks and, grain 

boundaries. There is ample experimental verification for this conclusion. 

. t 
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In the precipitation of copper from germa.niwn, it is well 

/ 

establish~t 
. the copper nucleates on the dislocation lines. This is also. true for the 

precipitation of copper in silicon. In the precipitation of carbides and 

nitrides in a iron, the particles may be plate shaped or spherical, but 

the centers of the nuclei have been observed to lie along dislocation lines 

in the 'matrix. 

In analyses leading to growth rate laws, it is assumed that the gro"th 

velocity depends upon the coefficient of lattice diffusion. This assumption 

has been tested experimentally by measuring the radius of particles as a 

function of time. The actual growth rates thus 

calculated from diffusion data agree within the 

error, although these limits were rather wide. 

It is difficult to obtain verification of nucleation and growth theories 

because of the fact that the temperature variation of the precipitation rate 

depends upon the number of nuclei initially present after quenching and upon 

the nucleation and grov~h rates at test temperature. 

It has been observed experimentally that the precipitation rate at 

high carbon contents and low temperatures is enormously high. Furthermore, 

this high rate of precipitation is not associated with any change in the 

activation energy for the grov~h of. the .precipitating particles. Electron 

microscope studies of high concentration carbon alloys have shown that it 

is indeed true that the precipitation occurs not only on dislocation.net-

"\o.rorks but also th:x:o~hout the matrix. Thus it has been shown that the 

cb~nge in kinetics is due to the onset of precipitation at matrix sites. At 

higher reaction temperatures, the carbides on the dislocation networks grm-; 

at the expense of those in the matrix. At lower temperatures, however, the 

matrix carbides grow to larger sizes than those formed on the dislocation. 

The nucleation of precipitates is strongly dependent upon both temperature 
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and matrix composition as shown by the studies of Keh and Leslie (5) on 

Fe-C, Fe-N, Fe-Si-C, and Fe-Mn-C alloys. The time required to initiate 

precipitation at constant aging temperatures for two Fe-3.3 Si - x C alloys 

is shown in Fig. (8). The apparently minor difference in carbon content in 

alloys A and B, A having 0.030% C and B having 0.018% C produces major changes 

both in the kinetics and in the nucleation sites for precipitation. Keh and 

Leslie also observed that the presence of silicon in Fe-C alloys suppresses 

precipitation of .carbides in the matrix or on dislocations. 

The above analyses apply equally as well to dislocation networks and the 

same considerations are involved. The energy differences, however, of 

dislocation networl<:.s are less than those of grain boundaries. Consequently, 

dislocation networks will be less effective as nucleation sites than are 

the corresponding surfaces, edges, or corners, of the grain boundaries. ; 

Continuous precipitation, i.e. the substantially uniform distribution 

of. nuclei forming throughout the.volume of crystalline phases, is commonly 

' observed. although it is frequently aided. by the presence of dislocation 

netvrorks. Discontinuous precipitation, on the other hand, is the type which 
... I. . 

begins locally, not uniformly, and extends generally by growth of clusters 

or cells into untransformed matrix material. 

Discontinuous Precipi tat:ion · 

In discontinuous precipitation, a phase transformation nucleates at 

some position or place such as a grain boundary and the reaction proceeds by 

the formation of the new phase and a saturated solution from the original 

supersaturated phase. The precipitation reaction, i.e. the growth of the 

cell containing the ne~v phase ar.d the saturated alpha phase, spreads inward 

tmvard the center of the grains. It was thought for many years that di•s,... 

I 
i 
i 
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continuous preci"pitation must be ·preceded by a stage of general precipita-

tion or clustering. This view is no longer ~eld in favor because in some 

alloys such as lead-tin or gold-nickel the whole reaction appears to be 

discontinuous. The cells of the product phases must frequently form in 

lamella, the (3-precipitate and the saturated a-phase are not related in 

orientation to the parent supersaturated alpha. As the cells grow, branch-

ing of the plates must occur in order for the nearly spherically gro•nng 

cells to maintain constant intcrla~ellar spacing. 

Tne nucleation of a cell requires the formation of an incoherent 

botL~dary between the saturated alpha phase and its supersaturated parent. 

This can occur easiest at grain boundaries and this is thought to be an 

important reason why discontinuous precipitation almost invariably starts 

at such boundaries. A theory of cell nucleation was offered by 

C. S. Smith(6) in 1953· It is known that diffusion can occur rapidly along 

an incoherent grain boundary. Consequently, for the beta region to grow 

into the alpha, .it shou~d grow best Hhen it is in contact with an incoherent 

interface in the alpha phase, as shown in Fig. 9; If a beta particle is 

nucleated in grain 1 at the boundary between grains 1 and 2 of an alpha 

phase and grows into grain 2, it is likely that the orientations between the 

beta phase and the. newly=formed saturated alpha phase will be such as to 

.minimize the interfacial energy between these two phases. Also, if the 

saturated alpha particlehas the same orientation as the supersaturated 

grain 1, there will not be an interface between them; hence, there will not 

be a diffusion short circuit available. to aid the growth of the beta grains 

in the cell can grow into grain 2 because there is an incoherent interface 

·developed in this case bet•reen the alpha saturated solution and the alpha 

supersaturated solution of grain 2. Thus the alpha is growing into the 

adjacent grain in much the same way as the. growth of a grain occurs during 

recrystallization of a cold-worked metal. The orientation of the alpha in 



'·.l.." 

-1~--

the cell should not be related to the grain into which it is gro~~ng but it 

should be nearly identical with the orientation of the supersaturated alpha on 

the othe~ side of the boundary. Smith published a polarized light photomicro-

. graph sho,dng the transformation taking place in a zinc-copper alloy contain-

ing 2% copper. In the picture, the major phases in the cells could be seen 

to have an orientation which was very different from that of the grain into 

vrhich they 1vere grovling but which were indistinguis~{lble from th~_.adjacent _/,/ 

alpha grain into whicli the cells did not grow. -. /_./_...- // . 

/ __,/ 

Experimental work on the kinetics of decomposition reaction_§>Wliere 
,/ 

/ 

discontinuous precipita.tion vras occurring support the conclusion·that 

boundary diffusion plays a primary role_in such transformations: The main 

evidence for this comes from transformation studies occurring at low 

temperatures, such as lead-tin alloys transforming at -78°C, gold-nickel and 

gold-cobalt alloys transforming at.room temperature. In all these cases, 

the activation energy for volume diffusion would require that the reaction 

rates '"ould be extremely small at the temperatures at which relatively rapid 

growth of cellular precipitates occurred. 

Formation of Guinier-Preston Zones 

In certain alloy systems, changes occur in short periods of time at lo,., 

temperatures. Such changes often result in marked increases in hardness and 

strength. The effects are due to a pre-pre~ipitation, a segregation, or 

clustering of atoms prior to the actual formation of nuclei or precipitates. 

rrhe se clusters are lmown as Guinier- Preston zones. They are found in alloys 

where the differences in atomic size between the solute and solvent atoms 

is small or where the supersaturation is large. In such cases, cluster 

nucleation is not difficult. Examples of alloy systems in which this type 

of segre[!:ation ot:curs are cobalt in copper, silver or zinc in aluminum, and 

copper in_aluminum. In the fi-rst three, the size differences are small; in 

., . 
.. ~/ ~ 
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the latter, the size disparity is· large. The zones in the latter case 

form at high degrees of su_persaturat::i.on. Although the early evidence for 

Guinier-Preston zones i-Tas obtained by x-ray diffraction techniques, the 

best evidence, and the most direct, for the existence of such zones is 

provided by transmission .electron microscopy. 

Guinier-Preston zones are formed by the clustering of groups of like 

atoms vr.i thin the matrix ot· a solid solution. vlhen there is a difference in 

atom size, certain planes vr.ill be preferential sites fqr clustering in order 

that the elastic strain energy associated idth such clustering be minimized. 

In the ~urnin~-copper system, for example, there are the (100} types of 

planes. There is, in the case of zone formation, perfect· coherence betHeen the 

zone-and the matrix. When the size differences are substantial, however, it is 

possible only for small zones to exist because of the coherence and the large 

strain energy associated vr.ith the clustering of the solute atoms. 
0 

The lj_near dimensions ot· the clustered zone are of the order of lOOA or less. 

The actual shape of the zones dif'fers in different alloy systems because of the 

strain energy factor, i-Titn, in aluminum-silver, i'or example, spherical zones 

forming, and in alurninum-copper, _the zones being plate shaped •. 

In the clustering. associated m th Guinier-Preston zone !'ormation, 

atoms ot' like kind must gather together by what is termed an "up-hill" 

dil':t'usion process. The ;;up-hill'' diffusion is possible because of' the lower 

free energy of the clustered atoms. 

The formation and growth o1· zones is somewhat complicated, vr.i th 

several stages being 'involved in cer~ain cases such as the copper-aluminwn 

alloy systems. Tne plate-shaped zones shown in Fj;g.lO are called 

Guinier-Preston 1, or GP l zones. They are responsible for tne increase in 

nardness produced by aging at low temperatures as shown in.Fig. 11. 

The evidence strongly indicates that in the aluminum copper alloys there 
\ 

are at least four distinct stases: GPl-7.8 11 -78' -78. It is not kno-vm 
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1vhether these structures, form directly from one another or whether they are 

independently nucleated ~th one gro~ng at the expense of the other. · 

1f'hen the aging is carried out at l00°C, for example, the hardness 

curve shows a rise to a second maximum followed by an---eventual decrease. ,/ 
./-· .... / 

,. ·"" ,.,...,.· / . 

X-_ray evidence shows that during this period there are ~pariges in the ma;rix 
' /' /"' ' 

resulting in the formation of a new structure 1vhich has been dC:§.Cribed in 

the literature as 8" or GP2 structure. According to Guinier, the 8" 

region consists of layers parallel to Q100} planes of th~ matri~. The 
0 

structure consists of planes of copper atoms, the adjacent planes 1.9A units 
0 

away being mixtures of copper and aluminum atoms; the next planes are 2A 

mray from the mixed-atom planes and they contain only aluminum atoms. 

Electron diffraction pictures taken from alloys in this state confirm that 

i;.he 8" structure can best be regarded as a genuine precipitate rather then 

a zone. 

Aluminun1 copper alloys hardened at low temperatures by the formation 

of 8" zones begin to soften 1-rhen the 8' precipitate becomes visible. The 

· 8' structure is not an equilibrium phase eithe~ but is a coherent precipitate 

1·rhich has a fixed orientatj.on relationship with the matrix. Figure 12 

is an electron micrograph of a 8• structure having plates parallel to tioo} 

planes in the matrix. These plates appear as needles of approximately 20A 

in thic¥ness and 300A long. 

Tne composition of 8' is very near that of the equilibrium final 

precipitate CuA12 . The 8• structure is the first precipitate which ma;x--be 

observed under the optical microscope. At high temperatures 1t forms 

directly from the matrix as does the precipitate CuA12 . The 8' precipitate 

probably has a partially.coherent interface. 

The Al-Cu system has been studied very extensively and the changes 

occurrine; therein are 1-rell Y-1101-/D., The complexity of behavior exhibited by 

this system illustrates clearly the complicatio~s that can arise in 

precipi tatj,on reactions. 

;/ 
/' 
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Spinodal Decomposition , 

In certain alloy systems, i. e: that of gold and platinum (shown in 

Fig. 13), the uniform series of solid solutions·exists at all compositions 

at high temperatures. Ho1·1ever, at lower temperatures a segregation of alloys 

occurs and a m~iscibility gap exists in which saturated solid solutions of 

platinum-rich and gold-rich phases appear. In such systems, the formation 

of the two new f.?aturated phases from a quenched supersaturated solid solution 

may occur either by a nucleation and growth process or. by a process known as 

spinodal decomposition. .Jn systems with miscibility gaps, there is only a 

chanee in composition during the phase change. The structures of the two 

resulting phases and of the initial phase are identical. In special cases 

of this lcind, it is possible for the transformation to occur simply by an 

exchange of atoms in old lattice sites. This is similar to the formation 

of Guinier-Preston zones discussed in the previous section. When spinodal 

decomposition occurs, the normal nucleation process is absent. Spinodal 

separation can occur only in a restricted region of the miscibility gap, e.g. 

within the region shovm by the dashed line in Fig. 13. 

The concept. of a spinodal type of transformation originated with Gibbs. 

In his classical treatment of the stability of phases, he considered two 

types of decomposition. In one, the change was that of a large fluctuation 

in composition irl thin a very small volume and the other was that of a very 

small change in com~sition in a very large volume. When a phase is unstable 

to small fluctuations over large volumes, then there is no barrier to 

continuous. transformation to the more stable state other than that involved in 

a diffusion process. Gibbs showed that a necessary condition for stability 

to such a fluctuation should be that the chemical potential of each component 

increases 1nth increasing density of that component. This is equivalent· to 

stating that the second derivative of the free energy with respect to composition 
I 
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must be less than zero. On a binary phase diagram, the boundary of the 

spinodal region isdefined by the loci of points at various temperatures 

where the second partial of the 1'ree energy with respect to composition is 

equal to zero. Gibbs' original concepts were confined "to t.he consideration 

of liquid systems. The.concepts have extended. to solid solutions by a number 

of investigators. The validi"ty of the concepts for solid solutions has not 

been definitely established, but it seems virtually certain tnat:. many of 

the consi·derations apply equally .as well to solid s.Ystems .. 

Hhen a random solid solution alloy is quenched into the spinodal region 

where the second derivative of the free energy witn respect to composition 

is negative, any small fluctuation in composition will tend.to increase. 

The ·supersaturated solid solution will begin t:.o segregate. spontaneously into 

regions vrh:i.ch are richer. in each of the two components. The rate at which 
. . 

this occurs is limi "ted only to the rate of di:t'rusion within the solid 

solution. Spontaneous segregation of this kind requires net atomic movement 

in a direction opposite to the concentration gradient and, therefore, 

involves "up-hill" diffusion. · Thus· the. condi tfons for spontaneous spinodal 

separation and up-hill diffusion are identical. Borelius(7)was among the. 
J 

first vTorkers to apply the concepts of· spinodal segregation, or separation, 

to the decomposition of supersaturated solutions. His work was generally 

believed to be of doubtful significance until Cahn(S) and Hillert (9) in 1961 

showed that it >ms necessary to introduce a surface energy term in order to 

provide a valid analysis. Because spinodal decomposi tio.n generally occurs · 

in systems in which the atoms have different sizes when the segregation takes 

place, stresses are developed which tend to stabilize the original system and 

prevent the smail local fluctuations from propagating. Three factors con-

tribute to the free en~rgy change associated with a spinodal decomposition. 

One is the normal chemical term associated with the formation of two new 

phases from the parent material. There is also a term which arises from the 
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composition gradient which exists during spinodal segregation. The gradient 

energy is analogous to surface energy in the case of the formation of a 

nucleus. This term is a ·positive free energy term. The third factor is a 

strain energy which arises from the change in lattice parameter associated 

... 
with the compositional changes. Because the lattice is coherent, or 

continuous, t.he individual small volumes of segregated material cannot relax 

to their normal, or stress free, states. Hence there will be elastic strain 

energy stored in the system. 

A spinodal decomposition process should occur uniformly everywhere 

within a grain .. It is not easy to distinguish this form of decomposition 

from a homogeneous nucleation process. The main distinguishing characteristic 

seems to be that with spinodal decomposition the spacing of the segregat·ed 

regions is substantially more uniform than it would be with homogeneous ; 

nucleation, .•rhich is a random process. X-ray diffraction patterns taken 

during alloys undergoing spinodal decomposition exhibit side bands~ These 

side ba...'l.ds do not correspond to the lattice parameters of the equilibrium 
I 

phases, but are broad diffuse regions -between the .positions of the x-ray 

diffraction lines for the supersaturated solid solution and the two 

equilibritun decomposition phases. X-ray patterns in systems undergoing 

nucleation and growth exhibit sharp lines of the new phases forming as a con-

sequence of the decomposition of the supersaturated phase. Spinodal 

transformation differs from nucleation and growth in that there.is no clear 

stage where the new phase has appeared. The composition gradually changes 

· from that of the supersaturated phase ~ver toward that of the equilibrium 

phases without the formation of interface boundaries between regions of 

different homogeneous compositions. In a spinodal system, the spinodal 

reaction is in competition with nucleation and growth reaction, and often the 

two occur simultaneously. 
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The decomposition pattern of a spinodal is remarkably uniform as the. 

photomicrograph in Fig. 14 shows. The ;wavelength, or distance between, 

segregated regions is of the order of 100 atom spaces, although it is 

possible to have wavelengths much smaller or much larger. 

Superlattj_ce or Ordered Structures 

In an ordj_nary solid solution, the component atoms are randomly mixed. 

There are many solid solutions, however, in which a random distribution of 

atoms does not exist, or if it does, it does so only at high temperatures. 

In these, atoms of one kind seem to segregate 

one set of atomic positions, leaving atoms of 

more or less completely// 

the other kind in the/remaining 

sites. Such a structure is called an ordered structure and the lattice is 

calied a superlattice. In an ordered structure, alternate planes may be 

' rich in one component and the intermediate planes rich in the other. The 

distance between identical planes may thus be twice as great as the distance 

bet1~en planes in a disordered structure where the atoms are randomly 

dispersed. Diffraction patterns of an ordered alloy will therefore contain 

extr!i'. reflections or superlattice lines so that they may be distinguished from 

random solid solutions.. Ordered structures form at relatively low temperatures 
./' 

i 

I 
' ., 

and are generally of compositions having atomic ra~:os of either .~ :1 or 1:3 //,/ ! 

of the component elements. Above a certain critical temperature the atom$/ 
//._,. 

/_.,. .... " /~··· 

are randomly intermixed, whereas at lower temperatures order beg~p.g/to 
/ 

/ 

be established and the degree of order increases as the temperature drops. 

The main theoretical features of the order-dfsorder reactions hb.ve been 'vorked 

out completely and verified exper1ment9;lly. Cu-Au provides a classic 

example of an ordered system with order of one kind existing at 50:50 com-

position and order of another kind being exhibited at 25% Cu. In the 

ordered structures there is no nucleation or growth nor is there any spinodal 

rea.ctj.on that occurs. The atoms must merely rearrange themselves on a very 

loce,l basis so that they assume alternate and favored positions in :the 

lo.tt:lce. 
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The Massive and Ma.rtensitic Transformations 

The essential features of "nucleation f!lld growth" and ''martensitic-

t'ype" reactions are described in the Introduction and are contrasted in 

detail in Appendix A. The "massive" transformation has some characteris-

tics of both these types of reactions and may be viewed as intermediate 

between the two. As in ma.rtensitic reactions, the composition of the· 

parent and product phases are identical, i.e., there is no long-range 

diffusion. However, since there is neither a crystallographic relation-

ship between the and product phases nor is there evidence of 

surface upheaval on a polished section, it must be assumed that the growth 

of the product phase is thermally activated and that the growth rate is 

interface controlled. The latter two features are, of course, character-

istic of nucleation and growth transformations. The product phase is 

nucleated at grain boundaries and grows by the thermally assisted movement 

of individual atoms over a small number of interatomic d~stances, and, 

.in particular, across the interface from the old phase to the new. The 

microstructure resulting from a massive transformation differs from that 

of either the nucleation and growth or the martensitic in that it consists 

of irregular, blocky and rather jagged boundaries of no particular shape. 

The principal features of a massive transformation are identical to those 

of a polymorphic transformation - the term "massive" b.eing reserved for 

the transformation in alloys(l). 

The kinetics of both the massive and martensitic reactions .are 

similar, as Owen et al(lO) have shown, in that the transformation tempera-

ture is independent of cooling rate·below a critical cooling rate, as 

shown in Fig. 15. Thus, as Christian(l) hypothesizes, the type of 

transformation that an unstable alloy qndergoes upon quenching from a 

high temperature can be dependent on the cooling rate. At low cooling 
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rates a nucleation and groWth type transformation may predominate;·at 

higher cooling rates where long-rang~ diffusi~n is suppressed~ the massive 

transformation may occur; and; finally at very high· cooling rates there 

is the possibility of a martensitic reaction. However, the latter is 

pPssible only if the driving force is great enough to supply the large 

strain energy needed for the martensitic reaction. 

I.n vlei·T of .the similar kinetics of the massive and martensi tic 

reactions, lt is not surprising, perhaps, that there are alloy systems 

in which both reactions are found. A classic example is that of the 

Fe-Ni system in ••hich three types of transformations have been identified, 

i.e., nucleation and growth, massive, and martensitic. Owen et al(lO) 

have deterrn.i.ned the range of compositions over which each transformation 

occurs as shown in Fig. 16. For alloys containing less than 5 at. % 

nickel an equiaxed structure (resulting from a nucleation and growth 

transformation) was stable even at the highest cooling rates employed 

(8o00°C/sec). At higher nickel contents, the nucleation and growth 

transformation could be retained by high cooling rates, and in alloys 

containing greater than 10% nickel only the massive transformation \vas 

observed. Bet\>feen 10 and 29% nickel and for cooling rates greater than 

5°C/tnin (the slowest rate employed).a typical massive microstructure was 

seen. The authors refer to this microstructure as "massive-martensite", 

since a shape change (characteristic of martensitic reactions) was observed. 

Finally, a typical acicular ma..rtensi tic microstructure was seen in alloys 

contain:tng 30-33% ni c:Y~el ~ Micrographs of massive- and acicular-martensite · 

are shown in Figs. 1 and 2 respectively. 

A curious feature o!' the massive transformation in iron alloys 

is that it is suppressed either by large amounts of substitutional elements 

or small amounts or interstitial elements, but not by extremely high 
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rates of cooling. furthermore, Owen observed that at the highest cooling 

rate attainable the: transformation o!' pure iron vras martensi tic while tnat 

o1' tne iron alloys remained massive. At present· there is no explanation 

for this benavior. 

A comparison of tne principal !'eatures o!' the nucleation and grovrth, 

massive, and martensitic transformations j_s given in Table I.· 

/./ 
/ 

/ 

,,...,..,........,.. .. ·· 

/ 
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Table 1 - A Comparison o1· the Nucleation and Growtri, Hassi ve, and Martensi tic Transi·ormations 

Characteristic 

Com~osition change between 
parent and product phases 

Type of growth 

Nature of diffusional 
process 

Velocity of tr~~sformation 

Shape change 

Crystallographic relation­
ship between parent and 
product phases 

Free energy change 

Amount of undercooling 

Nucleation sites 

Nucleation & Grm-rth 

Generally 

'Ihermally activated 

lDng· range 

Slmv 

None 

Generally none 

None at equilibrium 

None 

GenerBlly at structural 
defects 

Hassi ve 

None 

Tnermally activated 

Short range (equiva­
lent to grain boundary 
diffusi.on) 

Fast. 

Occasionally 

None 

Small· 

Small 

At grain boundaries 

Hartensitic 

None 

Not thermally 
activated 

None 

Fastest (\nth rare 
exception) 

Always 

Always 

Large 

Large 

Unknown 

I 
!\) 

( 
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r. 
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I: 
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I 
I 
I 
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APPENDIX A 

A Classification of Phase •rransformations in :Metal's 

Natural phenomena rarely lend themselves to rigorous systems of 

classification and solid state transformations are no exception. However, 

Christian (l) in his forthcoming book Theory of Transformations in Metals and 

Alloys proposes a useful classification which is presented he~ein in ~, 
somewhat simplified form. The authors are indebted to Dr• Christian 

for his permission to use this material. 

Solid state transformations can be conveniently divided into two 

large groups based on the type of nucleation, and then further subdivided 

in terms of their growth processes. Transformations are considered to 

proceed either from identifiable nuclei, i.e., heterogeneously, or 

spontaneously without nucleation, i.e., homogeneously, as shown in the 

first line of Table 2 under· "Type of Nucleation."· 

The nature of the growth process of heterogeneously nucleated solids 

~arms the basis for the next subdivision in the c1aSs'i1'icatio!),/il.S s~own /' 
under "Thermal Characteristics" of the table. Thus, t9-e..---:ftrst type o:t/ . 

' / 
/ 

grovrth process is "a thermal", i.e., the growth is not thermally~ activated 

~Dd does not involve diffusion. In this case the boundary of the,growing 

phase is glissile and moves by stress alone. ·Examples of this type of 

transformation.are martensitic reactions, twinning, and the stress-

induced movement of low angle grain boundaries. The second type of 

growth process involves thermal activation, i.e., either short- or long-

range diffusion. The phase boundary interface is non-glissile and the 

rate of growth is diffusion-limited. Examples of transformations of 

this type wherein the growth rate is controlled by interface reactions, 

• 

/ 
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Classifications of Transformations* 

Table 2 

Type of Nucleation Heterogeneously JITuclee.ted Reactions 

Thermal Characteristics Athermal Thermally Activated Grmrth Controlled 
By Heat Transport 

Nature of Interface 

Degree of Diffusion 

Exa.'1lple s of 
Transformations 

Glissile 
(moves under 
stress alone) 

None 

~-linning, 

Martensite, 
Stress­
Induced 
Movement 
of lm-r 
Angle 
:Boundaries 

Non-Glissile 

Short Range 
(Interface 
Controlled) 

Fblymorphic 
Transitions, 

Growth from 
Vapor, 

Long Range 
(Diffusion and/ or 

Interface Controlled 

Continuous 
·Precipitation, 

Discontinuous 
Precipitation, 

Dissolution, 

Either Long or Short 
Range 

:t-1elting, 
Solidification 

Recrystalli-· 
zation and 
Grain Growth, Eutectoid Reactions 

Order-Disorder 
Changes, 

Massive-Martensite 

Homogeneous 
Reactions 

Thermally 
Activated 

Short. Range 

Spinodal 
Some Order-Disorder 

Changes 

*This table is a simplified version of a more comprehensive classification devised by J. H. Christio.n.Cl) 

'.· 
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i.e. short-range diffusion are: polymorphic transitions, recrystallization 

and grain grovrth, order-disorder reactions, and ma,ssi ve-martensi te 

reactions; examples involving long-range diffusion are continuous and 

discontinuous precipitation, and eutectoid reactions. The third ty:pe of 

" grm-rth in heterogeneously nucleated solids is the special case in which 

the gro~~h of the product phase is determined by the rate of heat transfer, 

i.e., melting or solidification processes. 

Homogeneously nucleated solids can be classified in a similar manner. 

All knovm homogeneous reactions are thermally activated and the growth 

of the product phase is limited by short-range diffusional processes. 

The spinodal is the most familiar type of homogeneously nucleated 

transformation. / 

A comparison of martensitic, and nucleation and growth transformatio~ 
is outlined in Table 3. Athermel and thermally activated gro~~h pro-

cesses are more familiarly (but less rigorously).known as martensitic, 

and nucleation a.11d growth ( NW) phase transformations, respectively. 

This terminology is unfortunate since nucleation and growth processes are 

co~~on to both types of transformations. 

The most distinguishing characteristic of the martensitic transfer-

mation is the complete absence of diffusion at the interface of the 

grovnng plate. The atomic movements of this transformation are coopera-

tive and thousands of atoms move simultaneously over very small distances, 

not unlike t"r.inning. The an;?unt of transformation is characterist_ic of 

temperature and1 With rare exception, does not increase wi t)l/time. The / 

"M "an---d_./ beginning and end temperatures of the reaction are designated s ...-

"M.r ", respectively. The M~ and M~ temperatures are primarily determined 
j;.J J. .• 

by composition but are· influenced by elastic and plastic deformation and 

/c'/ 
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by grain size .. 

The martensitic transformation is always accompanied by a change 

in lattice and in external shape. The shape change, caused by the 

·" 
lattice shear,.can be clearly .observed on a polished surface in the form 

of surface tilts and is used as experimental verification of martensitic 

transformation. A growing martensitic plate is always oriented with 

respect to the parent phase and the plane common to both is called the 

"habit" plane. These and other features characteristic of the martensitic 

In contrast to d:i:ffusionless martensitic transformations, the / transformation are su~~arized in the left panel of Table 3. 

principal features of N&G- transformations reflect the temperature and 

time dependence of diffusion reactions. In principle, the transformation 

~<Till continue at any temperature until complete. In practice, at low 

temperatures relative to the transformation temperature the reaction rate 

vdll be negligible due to the lm.r rate of diffusion. The rate of N&G 

reactions is often accelerated by plastic deformation since both nucleation 

and diffusion are enhanced. Since the growth rate of the nuclei of new 

phases is temperature and time dependent, it is possible to "quench-in" 

high temperature N&G struct.ures by fast cooling. 
. /.' 

. --~~/_,.,...... / 
"S-shaped" curve of temperature vs time for many N&G reactions/.is a __.../ 

/./ /"' 
/ / 

consequence of the hro opposing factors of (a) increasing tendency_ to// 
/ 

The sigmoidal or 
// 

form nuclei with decreasing temperature below the transformation tempera-

ture and (b) the decreasing growth rate (diffusion rate) oi the nucle~s 
I. 

with decreasing temperature. Unlike martensitic transformations, the 

composition of the product is often unlike that of the parent phase. 

Tnere are examples of N&G transformations, however, wherein the composition 

of the parent and product phases are identical, viz polymorphic and 
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order-disorder reactions. These ~~d other characteristics of N&G trans-

formations are summarized in the rie;ht panel of Taple 3. 

The foree;oing discussion has suggested, perhaps, ·that martensi tic 

and N&G transformations occur separately and under widely differing 

circwnstances. T'.cis is not ahmys the case. For example,· the massive 

(N&G) and martensitic transformations are very closely related in the 

Fe-Ni, Fe-Cr, Fe-C, and Fe~N syst~ms.(io) Another example is that of 

lo\·rer bainite, a decomposition product of austenite, \vhich appears to 

have features of both martensitic and N&G type transformations.(ll) 

.\ 

/ 
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Table 3 A Comparison of the Principal Features.of Martensitic, and Nucleation 
and Growth Phase Transformations 

Martensitic 

' Possible only in solid state (metallic and 
non-metallic). No diffusion involved 
compo·sition of parent and product the same. 

Amount of transformation is characteristic 
of temperature; and, \~ith rare exception, 
does not increase vrith time. Velocity of 
transformation usually very high - approach­
ing that of so1md t·mves in solid. Velocity 
probably is not temperature dependent. Trans­
formation involves a small displacive or 
shear-like movernents of many atoms - each over 
a very small distance. Start of transformation 
called "11 "; end called "Mr''· M and Mf in 
alloys determined primarily by c8mposit1on. 

Both elastic and plastic deformation influence 
transformation. Highest temperature at '~hich 
martensite is formed under stress called "~"· 
M can be depressed both by cold-working abt5ve 
Ms and by isotherinally holding below M • Grain 
sfze of parent phase influences M. som~what. · 

s 

N and G 

The composition and atomic volume of the products 
may or may not be related to the original phase. 
Polymorphic changes in pure metals and order­
disorder reactions in alloys are examples of no 
changes in composition. 

Amount of transformation increases with time at 
any temperature until minimum free energy is 
reached. In principle transformation vlill con­
tinue at any temperature until complete. At a 
sufficiently low temperature, the rate 1~ill be 
negligible for any N and G transformation. At the 
transformation temperature, the activation energy 
for formation of a critical nucleus and the size 
of the critical nucleus are infinite; therefore, 
the rate will again be negligible. · 

The rate of N and G reactions is accelerated by 
plastic deformation since both nucleation and diffu­
sion are enhanced. The sigmoidal or "S-shaped" 
curve of temperature vs time for many N and G 
reactions is a consequence· of the t\·ro opposing fac­
tors of (a) increasing-tendency to form nuclei with 
decreasing temperature below the transformation 
temperature and (b) the decreasing gro-v1th rate 
(diffusion rate) of the nucleus w·ith decreasing 
temperature. Since the growth rate of nuclei are 
time and temperature dependent, it is possible to 
"quench-in" high temperature N and G structures by 
fast cooling. 
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Table .3. (Continued) 

~!Jartensj_tic 

Transformation accompanied by both a lattice and a 
shape change. Surface tilts on a polished.surface, 
caused by lattice shear, are used as experimental 
veri!"ication of a martensi tic reaction. Marten­
sitic microstructure usually consists.of flat 
plat,es that are thin at extremities, i.e., are 
lenticular in shape. May also be parallelsided 
bands. Nartensite plates are ahrays oriented ,.n_th 
respect to the parent phase. Plane on which tney 
are formed is called habit plane. 

1.'' I. 

N&D 
In· solid state N/?0 reactions strain energy may 
determine shape of nevr phase at early reaction 
times. Crystals of ne1v phase may be oriented to 
original lattice, i.e., ;..Jidmanstatten structure. 
Often there is no crystallographic relation 
betvleen parent and product phase. Orientation 
relationships frequently round when tviO phases 
are formed together as in solidification or 
eutectic alloys or in eutectoidal reactions in 
solid state. · 
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APPENDIX B 

En·ect o1' St.rain Energy on Nucleation 

Most phase changes are associated vri th a change in volume. vlhen .a 

small region in a crystal transforms, the rigidity of the surrounding 

material may be sufficient to allow stresses of considerable magnitude 

to develop. The volume change associated vrith the transformation is 

accommodated in the assembly by elastic strains in the two phases. This 

elastic strain energy is often an important factor in transformations. 

At high temperatures: the flm-r stresses of the crystals are low and 

the transformation stresses a::-e relieved by plastic flm.r, or creep. At 

lovr temperatures, the stress vrill be equal to the f,low stress of the 

material, and the resulting strain energy may be high. Plastic flow 

can reduce the strain energy, but \..rhen the nuclei are small, no disloca-

tions ,,r.ill be present and the stresses may reach values several orders 

·of magnitude greater than the normal yield stress. Furthermore, even 

if a nucleus formed at or near a Franl<-Read dislocation source, the 

stress field generated by the transformation ,,'Ould not extend far enough 

to make the dislocations move an appreciable distance, and a single 

dislocation attached to the surfaceof a small particle could not relax 

a spherical stress field. A formulation of the nucleation. theory 

including the strain energy term is presented as Eq. (8). 

( 8) 

where .. · 6G 
s 

is the elastic strain energy per unit volume of a spherical nucleus. 

In the simple treatment the shape of the nucleus 1·Tas considred to be 

spherical because this.shape requires the minimum surface energy. When 

strain energy is involved, hovrever, the • shape of the nucleus is not necessarily 
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spherical. There are certain combinations of size and shape vhich give a 

minimum value for t,..G. This. is so because the strain energy is a function 

of the shape: as is the surface energy. It is the minimum of.the surface/. 

energy plus the strain energy that determines .what the shape of the nucle 
/ 

will be. For nuclei of any general shape, the free energy equation may be 

vrritten as _shor.m-in Eq. (9). 

2/3 
(9) 
( \ 
'. ,• / 

where g and gA are the free energies per atom in the a phase and the i3 phase, 
(); 1-' 

respectively;t,.G isthe free energy per atom in the f3 phase, ~G~ is the 

elastic strain energy per atom transformed, c1is a constant defining the 

"shape factor", Y is the surface energy, and n is the number of atoms in the 

nucleus: ;.~ _. _....> /./·· 
.. // - / 

From Eq. (8) it is evident that nucleation cannot occur at/a:r:( / 
///- •/ 

unless the volume free energy change is greater than the sum of the su~_aee · 
...... 

energy &"1d the strain energy terms. The strain energy has been calculated for 
,-

the case vhere. the particles are spherical. This evaluation is :presented as 

Eg_. (10). 

/:,.g = 2-ua.C2 
(Vf3-Va)2 

s 3v8 and 
c = 3K

8
/(3K

8 
+ 411 ) (10) 

2 Ct 

where 11 a is the shear modulus of the ex phase, Ki3 is the bulk modulus of the 

f3 phase, and Va and VP are the specific volumes of_the atoms in the a and f3 

phases. 

\Vhen the nucleus is not spherical, a different analysis is involved. 

/ 
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Nabarro(l2) proposed a more general solution for precipitated particles •lith 

ellipsoidal shapes. He developed an equation for a family of ellipsoids of 

revolution havine semi-axes R, R, and Y. The corresponding strain energy 

ter~ is given in Eq. (11). 

f(Y/R) 
(11) 

where f(Y/R) is a shape factor function. For the case Y/R ~.~ the ellipsoid 

becomes a cylinder and the mathematical model represents needle shaped 

precipitated particles. For such particles, the strain energy term is given 

by Eq. (12). 

]Ja. 
-= 

2 
(12). 

In this case, f(Y/R) = 3/4. When Y/R is very much less than 1, the 

ellipsoidal particles become thin plates or discs. In this case, Nabarro 

obtained the approximate solution sho'm in Eq. (13). 

f(Y/R) e= 3 YZ4R ( 13) 

The particle shape that cau.ses the minimum strain energy is a thin flat plate 

ivhen the conditions of constraint are extreme and when the volume change is. 

appreciable .. Although the elastic strain energy term becomes less as the 

value of f'(Y/R) decreases, the surface energy term increases. The most 

favorable nucleation shape is that ivhich minimizes the total free energy. 

The above presentation is by no means complete (see Theory of Transforma­

. tion, in Metals and alloys by Christian(l) for a comprehensive treatment of 

this subject. It is evident, ho,,rever1 that the treatment of nucleation theory 
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in its formal and complete state is a complicated and difficult problem. It 

is not. difficult to see, therefore, that the correlation between theory and 

experiment in the case of homogeneous nucleation leave's much to be desired. 

The problem is further.complicated by the fact that homogeneous nucleation 

is a rarity, except in certain .. special cases such as the spinodal decomposition 

of a solid solution. · Heterogeneous nucleation is energetically favored when 

there are defects present in the solid. Such nucleation will be discussed 

in the next section. 

Heterogeneous Nucleation 

'rhe preceding discussion was confined to the conditions where the 

precipitation process was homogeneous throughout the volume of the material. 

In re2.li ty, hm-1ever, this condition is highly unlikely and rarely occurs. 

Structural defects such as dislocation net\rorks and grain boundaries are 

preferential sites for nucleation and it is at these defects that nucleation 

generally occurs. The reason why heterogeneous nucleation occurs in 

preference to homogeneous nucleation is that there is a smaller free energy 

associated id th the formation of nuclei at structural defects. Considering 

first the .case i·rhere strain energy is not important, the nucleation process 
/ 

then depends upon the reduction in the net surface energy provided by the~. 

structural defects to form the nucleus. In the case of dislocation networks 

and c,;rain boundaries, a reduction in the surface energy requires and 

involves a destruction of part of an existing surface. Thus the existing 

surface helps to provide the surface energy needed to form ·the nucleu.s. 

In considering nucleation at grain boundaries, the surface energy terms 

involved are Of3 i-There the first refers to the grain boundary energy 

a.Dd the second to the interfacial energy bet1.reen the two phase.s. · The free 

energy in the case of a nucleus forming at a grain boundary is given by 

Eg_. ( 14), and. the criterion for the critical size of thenucleus, or r c, 
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is given by Eq. (15). 

t.G a 
CtiJS 

For e. critical size nucleus, rc, let 

Then 

l\G . a.;3s 

MG a a. f.'s 
or = 0 

3 2 
= ~ _( _;c a.::.:S:;__Y..:;:.a.::=...S _-_c..:;:.aa;:;._Y...;:a.:.::;a:....)_(_v..::::B_) _ 

27 (C )2(g -g )2 
B a B 

(14) 

(15) 

(16} 

where t.G is the surface free energy for an 0:-13 interface, C~, Cr-.A, and Ccxo; 
a.Bs . up 

are shape factor functions, and the other terms are the same as before. 

If the surface enere;y of the 0:-f3 interface is isotropic, the nucleus Will 

be bounded by a section of a sphericel surface of radius r. However, the 

nucleus' vrill not be spher5.cal because other conditions must be met. There 

must be a balance of surface tension forces where the surface of the nucleus 

meets the grain boundary. The nucleus will assume a symmetrical lens shape 

sU:ch that c ~ = .:!I. (2-3cose + cose 3), C (3 = 2 (1-cose )., C · = sin
2
e, and e 

~J 3 a. (X,(X, 

is the correct angle bet•reen the ct-13 interface and the e;rain boundary. The 

condition for static equilibrium is given by Eq. ( 17:). 

ya.a. = 2yaS cose (17) 

The free energy for the formation of a critical nucleus is thus bound to be 

that given in Eq. (18). 
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The ratio of the free energy for boundary nucleation to that for homogeneous 

nucleation i.s given in Eq. (19), where lGB indicates the grain boundary 
.... 

free energy and lGH the free energy for homogeneous nucleation of a precipitated particle. 

l'.GB 1 3 
-- -2 (2-3 cose. + cos e) 
liGH -

(19) 

Nucleation may also occur at the junction with three grains in which case 

the three planar boundaries meet at a line with the pla~es,. making an angle 

of 120° to each other. The nucleus spherical surfaces joined at the planar 

interfaces. Here again, the angle Q will be used to indicate the dihedral 

angle bet1veen two alpha-beta surfaces and an alpha-alpha surface .. Although 

the geometry is a little more ~omplex in this case, the net result is that 

the free energy for the formation of a nucleus at an edge GQ13E.,' formed by 

the intersection of three grains is given by Eq. (20) and the ratio of the 

·nucleation energy to that for homogeneous nucleation then becomes that shown 

in Eq. (21). 

(20) 

(21) 
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where c~ ~ 2 r~-2arc sin 

1/2 
1 · 2 ·(4 ·sin2e- 1} 

('2 cosecB} + (cos 8) 
3 

( 22) 

. 2 . 
- arc cos (cos 6/ /}) cos e ( 3-cos 0) ] . 

The above analysis \·Tas based tJ.POn the assumption that the energy gain came 

entirely from the free energies of the planar boundarieG e.nd that the single 

line at the intersection of the three boundaries did not contribute to the 

energy of the system. 

There is another possible case that should be considered, namely, where 

.four grains intersect at a point. In this case, there are four grain edge:::> 

which are the junctions of three grains .. If it is assumed that these are 

syrrunetrically oriented with respect to the corner, then the nucleus will be 

bounded by spherical surfaces which will have the shape of a spherical 

tetrahedron. The ratio of the free energy required to form this nucleus (~G ) 
c 

to that of the homogeneous nucleation is identical in form with Eqs. (21) 

and (22), except in this case the term C~ is given by the expression shown as 

Eq. (23). 

2 12 -case (3-c81 ) 

c81 sinO 

. 2 CBl 
- 4 cose (3 - cos e) (arc cos 2 sine 

1/2 

} 

case 
( 23) 
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1/2 
where c

81 
= ~ [T2 (4 sin

2e -1) -cose]. 

From Eq .. (17) it can be seen that the ratio of the grain boundary energy 

to the interphase boundary energy is 2 cosQ. When this ratio is used to 

evaluate the activation energies for homogeneous n~cleation, grain boundary 

nucleation, edge nucleation, and corner nucleation, it becomes evident 

that .6GH is always greater than IYJc, which is al\.,rays greater tha."1 LeE, and 

that in turn is always greater than 6JC. The ratio of the boundary energies 

becomes zero at ·some finite value of \xo. -·-·· Hhen the boundary energies are 
Ya(3 

higher, then no equilibrium is possible and the new phase will continue to 

grow ~~thout reaching an equilibrium size. The critical values of the 

ratios of boundary energies above which the free energy at the critical size· 

2/2 
is zero, are 2, 1:3, /3 for 'boundaries, edge_s, a."ld corners, respectively. 

Ex~~ples of both boundary and edge precipitation are shown in Fig. (10) in 

the text. 

The nucleation rates depend upon the density of sites, as well as upon 

the activation energy for nucleation. If it is assumed that the thickness 

of a grain boundary is TB and that the average grain diameter is La' then 

the number of atoms per unit of volume on the various sites can be given by 

Eq. (24), where NB is the n~~ber of boundaries per unit of volume, NE 

is the number of. edges per unit. volume, and NC is the number of corners per 

unit of volume; Nv being the n~~ber of atoms per unit of volume 

NB = N ·v (T:s/LB) 

NE = NV (TB/LB)2 ( 24) 

Nc = NV (TB/~)3 

The nucleation rate per unit of volume due to grain boundaries is related 

to the corresponding. homogeneous rate, IH, by Eq. (25). 

1 
1 
I 
I 
I 

! 
I 
,j 

"· I 
l 

I 
' 
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( 25) 

Similar equations exist for the nucleation rate along the edges and corners. 

From these equations itis possible to find the conditions under which the 

various types of nucleation, i.e. homogeneous, grain boundary, edge, corner, 

make the greatest contribution to the overall nucleation rate. In principle, 

if a solid solution is slowly cooled through a phase transformation tempera-

ture, nucleation will initially be greatest on corners, then.on edges, then 

on boundaries, and finally, homoge~eously. However, since the rates of the 

reactions vary,. if y00 is less than 0.9 y~, the corner nucleation rate will 

be too small to be observed 7 and edge nucleation will be more rapid than 

corners. If y00 is less than 0.6 \;;3 7 the amount of edge nucleation will be 

small and boundary nucleation will become prevalent. Further, if y is less 
an: 

than 0. 25 Yap, only homogeneous nucleation will be observed. 
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Fig. 1. A quenched iron - 23. 8 at .t{o nickel O.lloy with a typical ''massive" 

microstructure (10), X350. 

Fig. 2. These micrographs illustrate the variety of shapes that a 

precipitate from solid solution can assume: (a) General (or 

matrix) and Local (or grain boundary) precipitation of a-iron 

in copper (13); (b) General and local precipitation in a Ti-6% 

Cr alloy (14). (Tne grain boundary precipitate appears as an 

almost continuous nehrork around the matrix grains; the matrix 

precipitate is plate-like in nature); (c) \-iid.manstatten or basket-

, .. reave structure :Ln 1Umoco-2 alloy (15) .. 

Fig. 3. The microstructure of martendte in an Fe-32% Ni alloy, X500 

( 16). \;!hi te area sho\·ring no structural features is retained 

austenite. 

Fig. l.f.. Continuous precipi ~ation in a quenched Fe-0 .02% m. alloy aged at 

several times and temperatures: form left -co rignt (1) aged 

Fig. 5. Discon'tinuous and con'tinuous precipitation in an aged Co-Ni-Ti 

Fig. b. 

Fig. 7. 
"'1:-1 ~ 

l~ lg- 8. 

alloy, X2500 (1'(). 

Variation of free energy, !:c, vTi th rarlius of nucleus, r. t.G"' 
• 0 

is the surface free energy change, t. Gv is the val U."ne free ener£SY 

cha.nge .' and t.G i 8 the net free energy chane;e. 
N 

t. G is the 
·c 

free energy chane;e a~~socia.tcd vi th the formation of critical 

nucleus of radius rc. 

Nucleation frequency, I, vs degree of undercooling, t.T. 

The effect of carbon content on precipitation of carbon from 

solid solution in 3.3% silicon ferrHe, quenched from 775°C. 

Fig. 9. Schemr:cttic clj.asra.rn illustratinr:; c;rcdn orientation relationships 

in discontinuous py-ecJ.pi to.tio.n. The orientaU.on of the 
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gro;.r:i.ng a-lamellae· :i.s identical to that of grain I but 

Different from that of grain II. An incoperent interface is thus 

achieved bett.:een the 1a.l11e1la.e and grain II. 

Fig. 10. An Al-4% Cu alloy) aged 5 hours at l90°C, sho,nng GP zones and 

Q", X8000. The contrasting halo around each zone is i.ndicati ve 

of the strain produced by the zones. The large needle-like 

precipitates are G. (Courtesy of G. Thomas, University of 

California.) 

Fig. 11. Eardness-time ctirve for Al-L!·i Cu aged at l30°C (after Hardy et al.) 

( 18). 

Fig. 12. An Al-4% Cu. alloy, aged 20 minutes at 270°C, showing G' 

precipitate, X60,000. (Courtesy of G. Thomas, University of 

California.) 

Fig. 13. rrhe Au-?t phase diaeram. The spinodal reaction takes place 

-vri thin th~ region . bounded· by the dashed lines. 

Fig. 14. Electron micrograph of a thin foil of Cu-20 percent Ni-20 

percent Fe alloy shO\-ring the "periodic" structure of the 

precipitate in two grains (18). This periodicity is 

characteristic of the spinodal reaction. 

Fig. 15. Vaciation of transformation start temperature with coolj.ng rate 

. for pure iron and iron-chromium allo.ys (10). 

Fig. 16. Transformation start tenperatures on continuously cooling 

iron-nickei alloys (10). 
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Fig. 3 
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Fig. 4 
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Fig. 5 
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