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ABSTRACT 

Cross sections for electron capture by protons have been measured 

at energies from 440 keV to 13.8 MeV in N2  and in Ar; to 5.41 MeV in 

He and to 2.45 MeV in H2. Electron-loss cross sections in the same 

gases at 1.027 and 2.44 MeV are also presented. 

The measurements were carried out by analysis of particle-beam 

composition after exit from a gas target of known composition and thickness. 

The beam was separated magnetically, and the charged and neutral corn-

ponents were detected by a Faraday cup and a scintillator, respectively. 

The energy range of our results overlaps that of Barnett and 

Reynolds between 440 keY and I MeV. Our electron-capture cross 	- 

sections in this region agree within the experimental uncertainty for H 2  

and He, but are larger by up to 50% in N2  and Ar. 
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I. INTRODUCTION 

In this research we investigate the charge-.exchange process in 

which a high-energy proton picks up an electron from an atom or molecule 

of a target gas and emerges as a neutral hydrogen atom. Early calcu-

lations, both classical 1.  and quantum-mechanical, 2 of cross sections for 

such reactions did not prove completely satisfactory. For that matter, 

the asymptotic (high-energy) behavior of the cross sections has not yet 

been completely resolved. 

There have been. many subsequent refinements and variations of 

the early calculations involving various approximation schemes, some of 

which are mentioned in the section dealing with theoretical development. 

These calculations have usually produced results which, in the high-energy 

-H/2 	-6 
limit, vary either as E 	or as E 

Experimental results to energies of approximately 100 keV are 

available from several sources. Barnett and Reynolds extended the 

measurements to 1. MeV; 4  above 1. MeV measurements have been limited 

5,6 
to isolated points. 

The present work concerns charge-exchange measurements for 

protons in hydrogen, helium, nitrogen, and argon gases. Ranging in 

proton energy from 440 keY to as high as 13.8 MeV (in N2  and Ar) these 

measurements provide a bridge between the previous data below I MeV 

and the few higher-energy points. The experimental technique was similar 

to one employed previously, but two accelerators were required to 

accommodate the measured energy range, a I-MeV Van de Graaff at the 

low end and the 90-inch cyclotron at Lawrence Radiation Laboratory (LRL,), 

Livermore at the high end. (Two of the points reported, He at 2.99 and 

5.41 MeV, were measured at the Hilac at LRL, Berkeley.) 
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II. RESUME OF APPLICABLE THEORY 

Many various approaches to the calculation of the cross section 

for capture of electrons by fast protons in gases have been made without 

completely resolving the questions of magnitude or of energy dependence 

at high energies. Some discussion of the philosophies of these calculations 

may be found in the book of Mott and Massey, 7
in the articles by Bransden 

and Cheshire 8  and by Mittleman, and in the reviews by Bates and 

McCarroll1°  and by Bransden. 	For purposes of comparison with ex- 

periment we list some of the published theoretical predictions about 

electron capture at high energies. 

A. Clas sical Impulse Approximation 

The earliest electron-capture calculations were carried out by 

Thomas in the classical impulse approximation. For a light projectile 

incident on a heavy atom he obtained a capture cross sectionproportional 

to E 	; if the target is also a light atom the energy variation is E 

Bates and Mapleton have recently rederived the results of Thomas 

and, for heavy target atoms, have remarkably improved the agreement 

between the calculations and experiments at the lower energies (~5 100 keV) 

12 
by changing a limit of integration. 	They also point out that Thomas' 

calculation could be improved at high energies by using better electron 

distribution functions. The result would be to lower the cross section 

at very high energies. 

For light target atoms, Bates and Mapleton have shown that the 

Thomas derivation is probably incorrect and that this model predicts an 

-9/2 energy dependence at high projectile speeds of E 	rather than E
. 
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However, they conclude that the classical approach may not be suited 

• 	 to the case of capture from light atoms, a conclusion reached in another,  

13 
way by Cook. 

Estimates based on classical considerations also have been made 

1.4 	 15 
by Bohr and by Gryzinski. 	Bohr estimated that the high-energy 

capture cross sections in heavy target gases should vary as E 3 ; 

Gryzinski states that he would not expect his calculations to be good at 

high energies. 

B. First Born Approximation 

Agreeing with Oppenheimer 16  that the interaction between the 

incident proton and the target nucleus should not contribute to the electron-

capture cross section, Brinkman and Kramers 2  obtained a first Born-

approximation result, which for ground-state capture in atomic hydrogen 

is 

QBK(H) = ha 2 64 
	1

0 
-- 	 5 

E(1. + E) 

with E in units of 100 keV. (The notations Q
BK 

 and Q 
OBK 

 for this 

quantity both occur in the literature.) Capture into excited states is 

customarily taken into account at high energis16' 
17 

 by multiplying the 

ground-state cross section by 

00 

11 

n 3  1202 

Including this factor, and expressing the energyin MeV, we have 

• 	• 	
1.35X10 21 	2 	• 

cm, 	 • 
DL. 	E(0.1 + E)5 
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i. e., Q BK E-6  at high energies. Brinkman-Kramers type calculations 

have also been made for atoms of higher Z. 
18-20 

 Detailed calculations 

by Mapleton for nitrogen19' ° and oxygen 19  show that for energies below 

about 1 MeV the major contribution to the cross section comes from cap-

ture of Zp electrons, whereas at higher energies capture of is and Zs 

electrons predominates. The asymptotic energy dependence for these 

two processes is 	and E 6 , respectively. 

Mittleman 9  has given a simple expression for the total capture 

cross section 

Q(Z) = a02 --- (i.201),T2 -- A(°)[' +&()] 

and has indicated that the approximation should be good over the region 

10 <E/Z 2  <42, where E is in units of 25 keV, Z is the atomic number 

of the target atom, 
21 

 and is the electron density at the origin. If 

E is in MeV and 	is in atomic units, 
22 

 the cross section is given by 

Q(Z) = 4.25X1021 ZnA(0) cm2 

The accuracy of this expression is expected to improve with increasing 

The first Born-approximation solution, retaining an internuclear 

potential, is commonly called the "Born's or ftJackson_Schifftt  approxi-

mation. The result 	Q (sometimes written Q 8)is considerably 

smaller than Q 	 at modest energies, and for hydrogen at high energies 17
BK  

QB(H)O. 66 i QBK(H). 



-5-. 	 UCRL-16765 Rev. 

Thus Q is also proportional to E 6 'at high energies. The asymptotic 

limit of the proportionality factor has not been evaluated for other gases, 

although an approximate calculation by Mapleton for He gives 24  

0.535 

Since the calculation of Jackson-Schiff electron-capture cross 

sections for complex atoms is much more difficult than the calculation 

24  of Brinkman-Kramers cross sections, only ticrudell estimates of 

Jackson-Schiff cross sections for N and 0 have been reported. 
19, 20 

These were obtained by simply multiplying Q BK for these atoms by the 

ratio Q B'BK for H or He. 

C.. Second Born Approximation 

It is found that, when the next higher term in the Born series is 

retained, 'the effect of the internuclear potential cancels identically and 

in the high-energy limit, 25 

0B2 	
[o.z? + 	] BK 	, 

where v is in atomic units, i.e. , 	
is proportional to E 	at 

sufficiently high energies. In terms of proton energy in MeV, we have 

QBZ(H) _[o.z946 + 0.0242 

We should note that the applicability of the Born approximation to the 

electron-capture problem is questionable, because the Born series may 

25,26 
not converge, even at high energies. 	 . 	. . . 
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D. The Quantum Impulse Approximation 

A quantum- impulse -approximation calculation by Cheshire 27  gives 

the result that 

01 (H) 	10.2946 + 
L  

1. e. , the same high-energy limit as the second Born approximation, 

-1.1./ 2  Q 	E 	, except that it is larger by a factor of two. For E in MeV, 

we have Q1(H) - (0.2946 ± 0.0485 /) QBK(H). The results of an irn-

p.ilse approximation calculation by Pradhan and Tripathy 28  are available 

only in graphical form and are presented later in Fig. 4 of this paper. 

E. Other Methods 

In the expansion method due to Bates, 29 the total wave function is 

expanded in a series of atomic wave functions. In lowest order it gives 

the same results as Q 	 for high-energy reactions. 30
BK 

Cheshire' s continuum-distorted-wave approximation 31  gives, in 

first order, the same asymptotic expression as his impulse approximation, 

Q1(H); the second-order asymptotic results is the same as 

III. APPARATUS AND PROCEDURE 

The details of the apparatus changed slightly between experiments 

on the different accelerators, but basically the arrangement was as shown 

in Fig. 1. In order to measure the electron-capture cross section, cr io p 

a beam of protons of precisely known energy and with a small energy 

spread was deflected into a gaseous target where some fraction of the 

protons captured electrons. The charged and neutral components were 
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then separated magnetically. The neutral atoms passed undeflected into 

a plastic or CsI scintillator, while the charged beam was deflected by 

10 deg into a Faraday cup. 

The section labeled Itneutralizerti in Fig. 1. was used in the deter-

mination of the ionization cross section, a 0i
f 

which must be known in 

order to correct for loss of neutrals within the gas cell. These measure-

ments were carried out by inserting a 140-Lg/cm 2  aluminum foil into the 

beam ahead of the gas target and sweeping the charged component out of 

the beam line so that only the neutral hydrogen atoms entered the gas 

cell. 	Alter passing through the gas cell the charged and neutral com- 

ponents were separated by a magnetic field. In this measurement the 

intensities of both beams were comparable, and atoms and protons were 

both recorded by counting scintillation pulses. Since the cross section 

varies slowly with energy and experimental time was short, we measured 

at two energies only. 

The gas cell was similar to one previously described, 
33

with an 

effective length of 24.4 cm (the center-to-center distance between the 

0.5-cm-diam, 4.4-cm-long entrance and exit collimator tubes). The 

gas pressure in the 10-cm-long differentially pumped sections on each 

side of the cell was always maintained at less than 0.5% of the target 

pressure. The drift sections, both before and after the gas cell assembly, 

are pumped by liquid-nitrogen-trapped 4-in, oil-diffusion pumps. Base 

pressures were approximately 4X10 
6  torr in these sections. At each 

energy and in each target approximately ten different measurements 

were made over a range of pressures, the maximum pressures being 

those for which the correction for ionization of neutral atoms within the 

gas cell amount to 2016. 
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Pressures in the gas target were monitored with a Schulz-Phelps-

type ion gauge (Westinghouse WL7676). This was calibrated against a 

liquid-nitrogen-trapped McLeod gauge whose mercury was cooled to 0°C 

in order to effectively eliminate the pumping action of mercury streaming 

34 • 	 to the cold trap. 	Random errors in pressure calibration were estimated 

from the long-time fluctuations in calibration points. The total uncer-

tainty in the gas target thicknesses--compounded of estimated uncer-

tainties in the absolute calibration of the McLeod gauge, the effective 

length of the gas cell, and the fluctuations in the calibrations--is approxi- 

• 	 mately ± 816. 

• 	 The charge collected by the Faraday cup was measured with an 

integrating electrometer, fed back with a low-leakage Fast capacitor.. 

The system was calibrated with a battery-and-precision-resistor current 

source, which was independently calibrated with a Keithley 401 electrom-

eter. 	Secondary electron loss from the cup was prevented by the field 

of a permanent magnet. We estimate the uncertainty in knowledge of 

proton-beam magnitude as ±1.576. The integrating electrometer in con-

junction with a Speedorrtax recorder was used to gate off the scalers 

counting the neutral beam when some appropriate present charge level 

was reached. 

The neutral beam was detected and counted with a thin-window 

scintillation-detector assembly. At the higher energies a plastic phosphor 

was used; however, at energies of I MeV and below, we found it desirable 

to increase our light yield and converted to cesium iodide. The photo-

multiplier output pulses were counted by scalers, after the discrimination 

of low-level noise. The pulses produced by beam particles were 
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monochromatic and significantly larger than the noise, so that it was easy 

• to discriminate between noise and true counts. The detector size 

(1-1/2 in. diam) was chosen to be large enough to capture all of the 

particles in the beam. 

The very strong energy dependence of the electron-capture cross 

sections demands that the proton beam energies be accurately determined. 

Three techniques were used: (1) At all energies measurements were 

made with a lithium-drifted silicon solid-state detector with a maximum 

depletion depth of 3 mm (which was sufficient to stop the highest-energy 

particles). This detector was calibrated with 5.47 7-MeV a. particles 

from Am241  both directly and after attenuation by a 0.5 mg/cm 2  aluminum 

foil. Each energy was measured to an estimated ±1% in this way. 

(2) At the 90-inch cyclotron, the energies were also measured with a 

device called a "ranger" 35  which determines the proton range in a set 

of thin aluminum foils. The uncertainty in this determination is also 

estimated to be ±1%. (3) The energy calibrations at the 1-MeV 

Van de Graaff were based on the nuclear reaction F19(p, 
)Q16 

which 

has resonances at 872.5 and 340.5 keV, and on Li 7 (p,yBe 8  at 441.2 

keV. 	These points were used to calibrate the magnetic-field monitor 

of the momentum-selecting magnet located just before the entrance to 

the apparatus. An uncertainty of approximately ±3 keV was assigned 

to these measurements. 



-0- 

• 	 IV. DATAANALYSISAN.DRESIJLTS 

A. Calculation of a 1 	a and 
- 	 0 0 

The calculation of the capture cross section is facilitated by the 

fact that the cross sections for the formation of H are negligibly small 

at these energies. Hence we consider only a two-component system con-

sisting of H°  and H+.  Since the gas target is always thin with respect 

to the capture reaction, i. e. , the mean free path for the capture reaction 

is very much larger than the target length, we also make the approximation 

that the total number of particles in the beam is the same as the 

number of charged particles and obtain the following expression for the 

electron capture cross section: 

[N0- _2-nbiexp(-fla00101 
o. 10 =_  

N+ fi- exp(-fl(7 01)] 

where N0  and N+  are the numbers of neutrals and protons measured by 

the detectors, 11 is the target thickness in atoms or molecules per cm 2 , 

is the ionization cross section of neutral hydrogen atoms; n 	 is
bl 

the number of hydrogen atoms entering the gas target chamber due to 

electron capture on background gas ahead of the target, and n 
b2  is the 

number of neutrals produced by electron capture from the background 

gas between the exit of the target chamber and the magnet. In practice 

we measured only the sum of n 	 and 	but for purposes of analysisbi  

we estimate from geometry and pressure measurements in the regions of 

interest that n 	 is approximately 8010 of the total neutral background,bi 

and 
'b2  about 20%. 
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To determine the neutral stripping cross section, a OV  we again 

use the fact that in our energy range °1.O 
 is much less than cr ol and 

obtain the expression 

'3 	

- 	
=ln 	

+ 

where n b+ is the background-proton count rate. 

B. Errors 

The error in u 	results from uncertainties in (L) target thickness,. 
10 

(2) electron-loss cross section, (3) particle-detection efficiency, (4) back-

ground, and (5) the effect of impurities. 

Target Thickness 

For each individual cross-section measurement there are small 

random uncertainties in the relative pressure determinations, perhaps 210. 

Theèe contribute negligible error when the ten measurements are combined 

into a single value of a 	 for a given target gas and energy. However as
10 

previously mentioned, we believe that there is an absolute systematic uii-

certainty of about 8% in the target thickness; this is folded into the final 

results. 

Electron Loss Cross Section, 

The values of a 0i
used in the calculations were obtained by 

interpolating between the previously reported 	
4,33,37 and 

the results reported here. To these we assign errors of ±107o, which 

typically results in a ±216 uncertainty for most Or lo
values and, at worst, 

gives ±576 in H 2  at 2.45 MeV. As previously mentioned, we are not able 
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to accurately assess the value of Gr 0i that is appropriate to the interior 

32 
of the gas cell, 	but we assume that the resultant uncertainties in the 

values of a 	 are relatively small.10  

• 3. Particle Detection Efficiency 

Counting errors are considered to be less than or equal to 176. 

The uncertainty assigned to the Faraday-cup measurements is ±1.576. 

Background 

The background, n b = n, + bZ' which fluctuated as much as 1576, 

determined the upper energy limit at which meaningful measurements 

• could be made in H 2  and He. The effect on the points actually measured 

is significant only at low pressures and for the low-Z gases. 

Estimates of the number of neutrals created in the residual gas 

account for virtually all of the neutral background (1. e. , the contribution 

from collimator scraping appeared to be negligible). We therefore de-

termine the fraction of neutrals produced ahead of the gas cell, 

from drift-path lengths and estimate the value used, 0.8, to be accurate 

to ±10%. 

Impurities 

Chemical analysis of the target gases showed appreciable im-

purities to be present only in the case of hydrogen: 0.2% nitrogen, 

0.00476 CO., and 0.01510 CO. These small concentrations are significant 

because their capture cross sections are larger than that of hydrogen by 

a factor of some 50 to 800 through our range of energies. The corrections 

to the hydrogen capture cross sections that must be applied because of 

these small amounts of heavy impurities range from 2% at the lowest 
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energy to 1716 at the highest energy. The errors in a o  due to the ua-

certainty in these corrections are estimated to range between ±0.6% 

and ±5.1%. 

The proton-energy-calibration uncertainties, which are important 

because of the strong energy dependence of a 10 , have been discussed in 

Section III. 

C. Consistency of Measurements 

Individual measurements of a were made over a range of10 

pressures. They were thus subject to various errors, but generally 

did not change with pressure, as would be the case for significant errors 

in our pressure calibrations, corrections for electron-loss collisions, or 

measurement of neutral background counts. Figures 2 and 3 show, respec-

tively, plots of data with error bars for a typical set of measurements 

(N 2  at 0.851 MeV) and for a set (H 2  at 0.654 MeV) with high neutral back-

ground and high associated errors. In both cases, the weighted average 

is indicated at zero pressure. 

D. Experimental Results 

The measured loss and capture cross sections, a and 01.oi01 

are given in Tables I and II and are plotted in Figs. 4 through 7 for com-

parison with other experiments and with theoretical estimates. 

I 
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V. DISCUSSION 

Our values of 	the ionization cross section, shown in Figs. 4 

through 7 are in quite good agreement with measurements at both higher 

and lower energies, agreeing within the experimental error but, on the 

average, lying a little above the concensus of previous experiments. On 

the other hand, only for hydrogen and helium do the electron-capture cross 

sections cr 11  agree within the experimental uncertainty with the results of 

Barnett and Reynolds 4  in the energy range where they overlap (440 keY to 

1. MeV). In nitrogen and argon our values of a are up to 50% larger than10  

the Barnett and Reynolds results. We do not know the origin of this dis-

crepancy. 
38  There is good agreement with the previous high-energy 

measurements by Berkner et al. 
5 for He, N 2 , and Ar. 

The theoretical curves plotted in Figs. 4 through 7 have been ob-

tamed by (a) raising the cross sections for capture into the ground state 

of hydrogen by 20% to allow for capture into all states (Section IIB), and 

(b) for the case of diatomic molecules (H 2  and N2), doubling the atomic-

capture. cross sections. The size of the error associated with correction 

(b) is not known for our energy range, but the fact that there is a dif-

ference between atomic and molecular targets is demonstrated by the 

experimental work of McClure 39  with protons of 2 to 117 keV incident 

on H and H2  targets. Below ~ 70 keY, or for an atom is more than10  

half of a for a molecule, the reverse being true above about 70 keV. 
10 

At 117 keV the atomic cross section is 40% of the molecular cross section. 

Tuan and Gerjuoy 40  have calculated that at very high energies 

Q  molecular - 
	

atomic 
2'yQ 	. as a result of the higher electron momenta in 

the H2  molecule. (The coefficient 'y ranges between 1.2 and 1.4, depending 
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on the molecular wave function used.) We would expect. the atom-molecule 

discrepancy to be less important for higher. Z. 

A sampling of theoretical results of the types described in Section II 

is given, in Fig. 4 to illustrate the spread in theoretical predictions. Shown 

are the Brinkrnan and Kramers (B-K) Born approximation, the Jackson and 

Schiff (J-S) Born approximation, a Bates-expansion calculation (Mc), and 

an impulse approximation by Cheshire (Ci). Also shown are first-order 

(C2) and second-order (C3) distorted-wave calculations by Cheshire, and 

Mittleman' s estimate (Mi) (see Section IIB). 

The best chance for an accurate comparison between theory and 

experiment would seem to be in helium. In Fig. 5 ,Ma (1) is a B-K type 

calculation by Mapleton. The Jackson-Schiff-type approximation of 

Mapleton, Ma (2), agrees quite well with the experimental points, while 

the impulse-approximation calculations of Bransden and Cheshire (B-C) 

and the expansion calculation of Bransden and Sin Fai Lam 41  (B-SFL) 

bracket both the first Born calculation and the experimental points and 

differ from each other by about a factor of two. It is clear tht the cross 

.section is falling off more slowly than the E 6  curve labeled Mi at energies 

of a few MeV, but there are not enough data to give an asymptotic slope. 

In the case of N 2  the apparent break in curvature found between 

our experimental results and those of .  Barnett and Reynolds suggests 

some structure to the a curve near I MeV. The structure seems to be 
10 

qualitatively explained by the B-K calculations of Mapleton, plotted in . 

Fig. 6 as Ma (4), Ma (5), and Ma (6). Ma (4) includes only capture of 

Zp electrons of atomic nitrogen, Ma (5) includes Zs and Zpcapture, and 

Ma (6) includes Is, 2s, and Zp capture. Capture of p electrons is 
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important at low energies but falls off asymptotically as E 7 at high 

energies, where s-orbital capture, which asymptotically falls off as 

E 6 , predominates. It appears, therefore, that the observed changes in 

curvature may be attributable to differing dominant capture reactions at 

different energies. Ma (3) is the first Born (Jackson-Schiff) result ob-

tamed in the approximate way described in Section IIB. Mittleman $ 

expression, which for nitrogen is just entering his suggested range of 

validity at our highest energy, gives a result that is in reasonably good 

agreement with experiment, but measurements at still higher energies 

are required before a comparison with his predicted energy dependence 

can be made. 

The argon data of Fig. 7 show a structure similar to, but more 

pronounced than, that in N 2 . This suggests that the effect of capturing 

different orbital electrons is probably present also in argon. We do not 

know of any theoretical work applicable to argon in this energy range ex-

cept the classical work of Thomas and Bohr. For energies between 2.5 

and 13.75 MeV the N 2  and Ar experimental curves have energy dependences 

of approximately E 45  and E 39 , respectively, which are not too dif-

ferent from the classical predictions. 

In conclusion, it seems clear that the experiments to date now 

provide a basis for comparison with various calculations, but additional 

measurements at very high energies are still necessary. 
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Table I. Electron-loss cross sections, cr 	 All values have standardOV  

errors of ± 1 0%, due chiefly to uncertainties in gas target thickness. 

-17 
Cr 	•

0 1 (10 cm /molecule) 

• 	E 	 H2 	 He 	 N2 	 Ar 
(MeV)  

1.027 	2.2 	 1.5 	 17. 	 17.6 

2.44 	 0.85 	 0.63 	 7.2 	 8.9 
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FIGURE LEGENDS 

Fig. Experimental arrangement. 

Fig. Plot of individual measurements and standard errors for 

in 	N2  at 0.851 MeV. 	Systematic errors in the target thickness, 

11, are not included. 

Fig. Plot of individual measurements and standard errors for 

in 	H2 	at 0.654 MeV. 	Systematic errors in the target thickness, 

11, are not included. 

Fig. H2  cross sections. 	Experimental results: present measure- 

ments; 	o 	Barnett and Reynolds (Ref. 4); 	Berkner et al. 

(Ref. 33); 	0 Smythe and Toevs (Ref. 37). 	Theoretical results: 

B-G, D. R. Bates and G. W. Griffing, Proc. Phys. Soc. (London) 

A65, 90 (1955); 	D-N, I. S. Dmitriev and V. S. Nikolaev, Soviet 

Physics-JETPI7, 447 (1963); Mi, Mittleman (Ref. 9); B-K, 

Brinkman and Kramers (Ref. 2); Mc, McCarroll (Ref. 30); P-T, 

Pradhan and Tripathy (Ref. 28); J-S, Jackson and Schiff (Ref. 17); 

C2 and C3, Cheshire (Ref. 31); Cl, Cheshire (Ref. 27.). 	The 

theoretical curves were obtained by multiplying calculations for 

capture into Is states from atomic hydrogen by 2 X 1.20. 

Fig. He cross sections. 	Experimental results: 	present measure- 

ments; 	o 	Barnett and Reynolds (Ref. 4); <C>Berkner et al. 

(Ref. 33); 	0 Smythe and Toevs (Ref. 37); 	() Berkner et al. 

(Ref. 15). 	Theoretical results: 	B-W, D. R. Bates and A. Williams, 

Proc. Phys. Soc. (London) A68, 90 (1955); D-N, Dmitriev 

and Nikolaev (see Fig. 4 caption); Mi, .Mittleman (Refs. 9, 21, 

and 22); B-SFL, Bransden and Sin Fai Lam (Ref. 41); Ma (I) 
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and Ma (2), Mapleton (Ref. 18); B-C, Bransden and Cheshire 

(Ref. 8). Theoretical calculations for capture into the Is state 

have been multiplied by 1.20. 

.Fig. 6. N2  cross sections. Experimental results: 	present measure- 

• 	 ments; o Barnett and Reynolds (Ref. 4); 	Berkner et al. 

• 	 (Ref. 33); • 0 Smythe and Toevs (Ref. 37); A R. Szostak, 

M. Martin, and P. Marmier, Helv. Phys. Acta34, 485 (1961); 

Berkner et al. (Ref. 5). Theoretical results: Ma (3), 

Ma (4), and Ma (5), Mapleton (Ref. 19); Ma (6), Mapleton (Ref. 20); 

lvIi, Mittleman (Refs. 9, 21, and 22). The theoretical curves were 

obtained by multiplying calculations for capture into Is states from 

• 	• 	atomic nitrogen by 2 X 1.20. 	 • 

Fig. 7. Ar cross sections. Experimental results: 	present measure- 

ments; o Barnett and Reynolds (Ref. 4); <=> Berkner et al. 

(Ref. 33); 0 Smythe and Toevs (Ref. 37); 	Berkner et al. 

(Ref. 5). 
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This report was prepared as an account of Government 
sponsored work. Neither the United States, nor the Com-
mission, nor any person acting on behalf of the Commission: 

Makes any warranty or representation, expressed or 
implied, with respect to the accuracy, completeness, 
or usefulness, of the information contained in this 
report, or that the use of any information, appa-
ratus, method, or process disclosed in this report 
may not infringe privately owned rights; or 

Assumes any liabilities with respect to the use of, 
or for damages resulting from the use of any infor-
mation, apparatus, method, or process disclosed in 
this report. 
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mission, or employee of such contractor, to the extent that 
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to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 




