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ABSTRACT 

The amplitude and the intensity-correlation of photons from a 

model thermal source are studied. The objective is to express the photon 

correlation functions in terms of the parameters describing the source. 

The source model is analyzed utilizing the temperature Green's function 

method. The power spectrum (line shape) is computed numerically for 

some special cases. General prOperties of temperature Green's functions 

are also studied. 
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I. ThTRODUCTION 

The electromagnetic field in the vacuum outside a light source is 

determined by the processes in the source. Therefore, the analysis of 

the statistical properties of a beam of photons involves a study of the 

stochastic processes in the source. 

For all practical purposes, most of the useful information con-

cerning a beam of photons is contained in the amplitude- and the intensity-

correlation functions. The former is the average of the product of the 

field amplitudes at two space time points, and, the later, that of the 

intensities at two space time points. 

These correlation functions, and more general ones, have been 

studied by many authors without explicitly treating the emission processes 

in the source within the framework of classical electromagnetic theory, 1  

in terms of many body wave functions, 2  and in terms of the elgenstates 

of the annihilation operators. 3  On the other hand, the explicit treatment 

of photon emission process can be found in the papers on the theories 

of the spectral line shape, which have a very long history. The spectral 

line shape theories in general deal with a single emitter under the 

perturbation due to its environment while a photon is being emitted. 

The scope of this thesis is the following. We shall study the 

photon field and the source coupled together. The source is viewed as 

a many body system. The correlations in this many body system give rise 

to the correlations in the photon field. To make the over-all picture 

clear, we shall construct an idealized model for the source. This source 

model is then analyzed by the temperature Green's function method. The 
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result of our analysis will be the expressions of the photon correlation 

functions in terms of the parameters describing the source. General 

properties of temperature Green's functiorSare also.studied. 

In Chapter II, we clarify the connection between the photon 	
2 

correlations and the correlations in the source. The source model is 

introduced in Chapter III, where the assumptions are discussed and the 

mathen.tical procedure outlined. Chapter IV gives a discussion of some 

general properties of temperature Green's functions as well as a deriva-

tion of some specific equations needed in later analysis. Chapters V 

and VI are devoted to the analysis of the power spectrum, which is 

proportional to the Fourier transform of the amplitude correlation 

function. The analysis is essentially a simple investigation of the 

emission line shape from a many boy viewpoint. A numerical calculation 

is carried out to compute the power spectrum under more restrictive 

conditions. Special attention is paid to the collision narrowing 

• 	phenomenOn. We analyze the intensity correlation of photons in terms 

• 	of a temperature Green's function of three time arguments. The general 

properties of such a Green'sfuX1Ctiofl are studied. in Chapter VII. In. 

Chapter VIII, the connection between the intensity correlation function 

and the three time temperature Green's function is derived. The 

expression for the intensity correlation function is then derived.. 
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II BASIC NOTION 

A. Definitions 

Let the vector A(y) be the annihilation operator in the 

Iteisenberg picture for the transverse photon field at the space-time 

point y = (y,t). The amplitude and intensity correlation functions 

are defined respectively as: 

	

Amplitude Correlation function = (A(y1 ) A(y2 )) , 	 (2-1) 

Intensity Correlation function 

	

= ((A(y1 ) A(y2 )) (A(y2) Aa(yi))) , 	 (2-2) 

where (...) and  (..,) denote respectively the time ordering and the 

inverse time ordering of the operators in the bracket. The average 

(...) is taken over the statistical ensemble describing the photon 

source. While the amplitude correlation function is often used in 

calculating interference effects, the intensity correlation defined, by 

(2-2), whichis seen to be proportional to the probability of finding 

two photons,*  is useful in describing two-photon-experiments such as 

the coincidence counting experiment. 

	

1' 

	
* The probability of fir,ing a photon at y 1  and a photon at y2  

is proportional to 

E kfkA(y2 ) A(y1))+ J)J2 
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Our objective is to express these correlation functions in 

terms of parameters describing the source. Let us first discuss 

briefly the different approaches appropriate for calculating correla-. 

tions of photons from different types of sources. 



- 

B. The Cavity-Vacuum Coupling 

A light source is a bounded region.in space, which we shall call 

the "cavity, and in which photons are created and finally escape into 

the empty space outside. Let L denote the size of the cavity, and T, 

(0 < T < 1), denote the transmission coefficient of the boundary, then 

the "cavity width" 

• 	. 	 r 	T/L 	 (23) 

is the leak rate of a photon after its creation (We use units such that 

= c= 1.) A photon inside the cavity is an excitation of a cavity 

mode oscillator, and a photon outside is an excitation of an oscillation 

mode of the empty space. rc . therefore measures the coupling strength 

• 	between the cavity and the empty space. Clearly,. r will be small if 

L . is large or T. is small or both. Therefore, for a large source or 

a source with an opaque boundary, the cavity-vacuum coupling is very 

weak. For these sources, one would treat the photons in the cavity 

first and then couple the cavity to the vacuum outside by perturbation 

theory. Stars and lasers are examples of sources with weak vacuum-

cavity coupling. 

On the other hand, if the source is small and transparent, the 

cavity-coupling becomes strong according to (2-3). It would be more 

convenient to couple the atoms In the source directly to the photons 	
•L1 

in the vacuum outside. 

Our àource model, which will be described in the next chapter, 
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will be small and have a transrent boundary; we shall couple the 

photons outside directly to the atorns. We now write expressions for 

(2..1) and (2-2) in terms of operators describing the atoms in the source. 

C. &pressions in Terms of Current Correlations 

If the photons are created by the atoms via an interaction of 

the form 

= g A(x) j(x) + h.c. 	 (24) 

where g is a constant and j(x), thecurrent, is a vector appropriately 

constructed from atomic operators, then it is straightforward to derive 

the following expressions for the correlation functions: (see Appendix A.) 

(A(y1 ) A(y2 )) 

= igI2fdx dx
2  D(y1- x1) D(y2  x2 ) (j(x1 ) i(x2 )) , 	(2-5) 

((A(y1) A(y2 )) (A(y2 ) A(y1 ))) 

= I g  J J dx1  dx2  dx' 1  dx'2  D (y1- x1) D (y2  - x2 ) 

XPVr(yx'2) Da (yi_ x 1 1 ) 

x ((jt(x1) j(xJ(j,(x'2) i,(x'1)))  



ME 

where D(y. - x) is the retarded commutator: (see 

- x) = e(t - ) [A(y), A'(x)], 	(27) 

and x 	(x,r) . For very large y , we use the asymptotic form of 

D Q3 .  

D(y -x) 
043 

qI3  f dw 1 
e 	 (2-8) 

where k 	my, and a, are restricted, to vector components 

perpendicular to k . 

• 	Substituting (2-8) in (2-5, 6), we obtain, for large t 1, t2  , 

• 	 f g j 	&o 	dw 	1ti. (t1-y1 )-in (t .-y2 ) 
(A(y1 ) A(y2)) = 
	2 	f 	e 	 2 2 

(2-9) 
-11c.x +1k •x 

x 	d 	e 	1 2 2 (jt (x1 ) j (x2)) 



((A(y1 ) A(y2 )) (A(y2) Aa(yi))) 

' 

	

i, 	 f pg 2('t)2 	2 
	

& 12 	1 	2 
 27 2 

Xe 

x jd4 
 x1  dx2  dx' 1  ãx' 2  

x ((j(x1 ) j(x2))(j(x'2) a
' i)+>  , 	 (2-10) 

	

where k.x 	w r - kx . We assume that Y, iv 92  so that 

2 all point in the same direction (see Figure 1). 

Eq.uations (2-9, 10) express the photon correlation functions 

In terms of the Fourier transforms of the current correlation functions, 

which will be Investigated within the framework of a simple model under 

various assumptions. 



III, THE SOURCE MODEL  

A. Assumptions 

We like the model to be described in as few parameters as 

possible and still retain some features of a physically realistic 

source We now describe our model. 

The source is a stationary, uniform, and isotropic gas of 

• 	colliding atoms. We are concerned only with the two levels (each may 

• be degenerate) which produce the spectral line of interest. 

To avoid describing specific methods of excitatipn we let the 

source be in thermal equilibrium. The parameters, temperature and 

chemical potential, determine the excitation level as well as the 

• density, the pressure, etc., of the atoms. In other words, we replace 

the detailed external excitation mechanism by a reservoir so that the 

energy. lost in radiation is always gained back from the reservoir. 

In order to maintain the population difference so that photons 

are generated at a constant rate, the interaction between the reservoir 

and the atoms must be strong enough. However, a stronger coupling 

implies more perturbation on the atom amplitudes and hence more fluctua. 

tion in the electromagnetic field outside. Therefore, we have to assume 

that the fluctuations due to the collisions inclñed in the model are 

the dominating ones and that the rate of radiation loss is small. 

The simplifying feature of the thermal equilibrium assumption 

is that all the statistical properties of the model are summarized by 

the grand canonical ensemble, which can be handled by the method of the 

temperature dreen's function to be described later. 

10 
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The source is small and has a transparent boundary. The spectral 

line width r is assumed to be much less than P 0  . This implies that 

the emitted photon wave packet, which has the size of i/r , is much 

larger than the size of the source. 

Let El be the center of the spectral line. We shall restrict 

the discussion to photon frequencies well within the. range 1' near 

E 1 0  , i.e., 	 . 	 . 	., 

	

E'I<<rl/L. 	. 

Since P <<P , this is not a severe restriction. This allows us to 
0 

regard the vectors 1ç, k
2' 
 kt 1, k' 2  appearing in (2-9)  and (210) as •  

constant vectors equal to k = E 1 0  , since w9.x = (w E' 0). x + 

ET 0 y x E'0 y ix. . 

The restrictions .(c) and (ci) simplify the mathematical treatment 

of the intensity correlation considerably. They are not necessary for 

our discussion of the amplitude correlation. 

The density of the atoms is low, i.e., the occupation number per 

state .is much less than one. We shall ignore powers of occupation 

numbers higher than the first. 	 . 	. 

(r) The atoms collide via central force so that the total spin is 

conserved in collision processes. 	 . 	. 

(g) Excitations by collisions will not be included in the Haiuiltonian, 

although we shall include collisions involving the transfer of internal 

energy from one atom to another. Therefore, the excited atoms are all 
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generated by.the thermal reservoir. In view of the adiabatic principle, 

the excitation of electronic levels by collisions Is not probable until 

the kinetic energy of the atoms approaches the threshold energy times 

the atom-electron mass ratIo. We restrict our discussion to temperatures 

low enough to involve a gas of atoms instead of a plasma. 

(h) Surface phenomena are Ignored. The source is much larger than 

the atom mean free path so that the source medium may be regarded as 

infinite when calculating the current correlation functions. 

Under the above asèumptions, the expressions for the amplitude 

correlation functIon (2-9) reduces to 

(A(y1 ) A(y2)) 	Jgf 2  V (()2 

xJ 	-i(t2-y2-t1+y1) 
	

(3-1) 

where 

fdt e 	(j(k) ja(kt)) 	 (3-2) 

Under the assumptions (C) and (d), we obtain from (2-10),after some 

algebra, 

((A(y1 ) A 	)) - (A '2 	))) 	 S .  

	

= HgJ2  V/(1)2 y1y2)2f 
	iv(t212t1+y1) 

J(,v) 

, 



-11- 

where 

J(a ,v) 

	

fat e1Vt ((j(k) i,t))(j,t) ja),> 
	 (3) 

The operator j(k, t) in (3-2, 1) is defined by 	 . 

j(k,t) 	V 	fd3x e 	j(x,t) , 	 (3-5) 

where V. is the volume of the source. s(a) is thdependent of a . 

S(co) shall be called the power spectrum. The averages are taken over 

a grand canonical ensemble of temperature 1/0 and chemical potential 

B. Notation and Further Description 

1. Atoms 

Let the two atomic levels of interest have angular momenta 

j1, 	and internal energies 0, E0  (see Figure 2). The. two levels 

are (2j1,2  + 1)-fold degenerate, respectively. The atoms are described 

by a (2J1  + 1 + 2j2  + l)--component annihilation operator: . 

where b annihilates an atom in the lowerlevel and c annihilates 

one in the upper level: 	 . 	 . 

fill 



p is .the momentum of the atom. The z-axis is always along k , 

which points from the source to the observer. Without loss of generality, 

b,c are regarded as boson operators. 

The Current Operator 

The current operator is a vector coupled to the photon. It 

must change the state of an atom from the upper to the lower level in 

order to create a photon of interest. The most general vector one can 

construct out of c and b+ is of the form 

j(i) = V 	mp b() 
Cmz (  + & (i2m2lj1m1i) . 	(3-7) 

(j2ni Jj1m1it) are the usual Wigner Coefficient; t = ± 1 • We shall 

represent an atom in the lower (upper) level by a thin (thick) line, 

and use the label b or 1 (c or 2) to denote the lower (upper) level. 

Collisjon Terms 

Four kinds of collision terms are included (see Figs.' '4 a,b, c, d): 
Ab +Bb .4 Ab + Bb , scattering of atoms in the lower level, 

C 	C  Ac 4. C 
 A + B , scattering of those in the upper level, 
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A
b 
 + B

c 
 - Ab 	

c 
+ B , scattering of an atom in the lower level by 

one in the upper level, and 

Ab + BC AC + Bb , which is the same as (c) except that the 

excitation is transferred from B to A 

The separation between (c) and (d) is ártlficial(but convenient) 

since all atoms are identical. 

Process (a) gives an interaction term: 

E(p - P t ) b,(p') b,,,(p -t- p"- p') 
all p' s and m' s (_8) 

X b1 	b, (") 	1. 

Since we assume that all forces are central forces, the total 

spin is conserved. It is convenient to expand the potential 	into 

a sum of terms each one of which corresponds to a definite "spin transfer" 

analogous to the momentum transfer p - p' : 

bb 
=+ i) (j1m' JMIi1m) 

J,M 
(3-9) 

x (j1rn" JMj1ml") 

The amplitude of transferirig angular moment (J,M) from the particle on 

the left in Fig. 14a to that on the right is then proportional to 

In exaètly the same manner, we can write a term like (3_8) for 

(b), (c), and (d). We also define the spin transfer potentials 



vC 
Vi , 	,vj 	for (b), (c), and (d.), respectively, in exactly the 

same way as we defined V. : 

VCU H 
= E 	+ i) (j2m2  JJ2m' 3M) 

X 02m1fj2m"2 Im) , 

be 	
=. E v3bc(23 + 

J,M 

x (j2Jj2m'2  3M) (j1mJj1m"1  3M) , 

be 
m2m1m1m2 = JM 
	

23 + 

x (j2m2 Jj1m 1  3M) (j2m"1j1m"1  3M) . 	(3-10) 

1j. •  Reabsorption of Photons by Atoms 

Before a photon reaches the surface, there Is a probability 

that it will be reabsorbed by an atom. The reabsorption rate is, as 

a function of frequency u, directly proportional to the emission 

rate. Let a(w) be the absorption rate and r be the leak rate 

in the absence of reabsorption. Then the probability for a photon 

to leak out in the presence of reabsorption Is 

1 

r 
- C 	 (3-li) P+a(wJ. 
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Therefore, the rate of photon output is proportional to 

cr(w)/ ( + a(w)) . 	
(3-12) 

The larger r is, the less will be the effect of the reabsorption on 

the output. In the limit when a(u) >> r , (3-12) simply gives P 

In other words, the source behaves like a box of free photons in 

thermal equilibrium, as will be seen In more detail later. 

We may also look upon the process of emission and the subsequent 

reabsorption as an atom-atom scattering process with Inernal energy 

transfer by the exchange of a virtual photon (see Fig. .e) similar to 

that shown in Fig. lid, except that the emission and the absorption are 

not simultaneous. It is important to notice that. the time delay is 

limited by l/r , after which the photon will be outside the source. 

We like to emphasize that this Is a much more correct way to 

look at the reabsorption process, one of the many processes in which 

the internal energy of one atom is transferred to another atom. The 

sole fact that a photon is carrying the energy across has no significance. 

The reason for giving special attention to photon reabsorption is that 

such an energy exchange process is strong and. of long range. 

The propagation of an exchanged photon will be treated phenornenolo-

gióallyas a damped cavity mode coupled to the atoms. 

C. Method of Calculation 

The equations (3-1), (3-2), (3-3), (3-4), and (3-5) form the  

basis of our balculation. The task is to calculate the current 
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• correlation functions (3-2), and (3-4), for an interacting many body.  

system. The thermal equllibrium assumption enables us . to use the 

temperature Green's function method. 6  In the next chapter, we shall 

review some basic ideas of the method and derive some formulas needed 

later. 
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IV. TEMPERATURE GREEN S FUNCTIONS 

A. General Procedure of the Temperature Green's Function Method 

The motivation of the method is the follod.ng . Often we like.. 

to calculate a correlation funtion of the type: 

CF(t1, t2,,.,t) = 	(pA(t1 ) B(t2 )...C(t )) , 	( n-i) 

where 

iHt 	-iHt 

	

A(t1 ) = e 	A e 	l , etc., 

and 

p = Z1 	 = 

From now on It is the Itamiltonian minus PJ(orEJ.LjN1 if more than 

one species of particles have nonzero chemical potential). This means 

that the energy of a particle is measured from its chemical potential. 

Since only energy differences usually appear in the results, this change 

of the energy scale has no effect. It is generally very difficult to 

construct a perturbation expansion for CF. On the other band, the 

temperature Green's function: 

= 	(p T(t1)..i) , 	(42) 

rE 	.rH 
where ('r1 ) = e 	A e 	, etc., 0 	4 	and T orders the 

operat.s s hat larger r appears to the left, is relatively easy 

to obtain by perturbation expansion. 



Since one is not interested in ¶LF itself but rather in CF, one 

then hopes to find, a connection between CF and TGF. This connection 

turns out . to be quite simple for n = 2,. (n = number of operators 

appearing in (4-1) or (4_2) in ad.dition to p). It can always be 

derived and it will be derived for n = 2,3 . (See.Section B of this 

chapter and Chapter VII.) Therefore CF can be obtained once: ¶LF is 

known. 

The perturbation expansion for 	6 
F is just the Feynman-Dyson 

expansion in .the usual field theory with imaginary time running between 

0 and.. -iP and with the vacuum expectation replaced by averaging over 

the unperturbed ensemble 

p0 =e 	/fre. 

00 rn 
= 	

? f &'r' 1  dr'2 ..ç1r' 
•mr= 
	. 

x Tr (p0  T((T1 ) B12 	(T) ii' 
	' rn 	. 	. 	. () 

Co  

;? 	 f d1dT'Tr(p0T(fL(T'1)...(.r'))] 
TH0  

where A1  ('r) = e 	A e 	, etc • ; H0  is the unperturbed 

Hamiltonian minus pl'I 

Every term in the expansion is the average of a product of 

creation and annihilation operators over the unperturbed ensemble. To 

construct adiagrammatjc representation of the terms, one needs a Wick's 

.1 
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Theorem to contract the average of a product to a sum of products of 

averages of pairs. This is indeed possible for a large system. The 

derivation of general diagram rules are well-known 6  and will not be 

repeated here • Rules for calculation with our model will be specified 

when needed.. 

The general procedure of calculating CF by the temperature 

Green's Function technique may be summarized as follows: First, derive 

the connection between the CF of interest and some TGF . Second, 

calculate TGF by diagram technique. Then finally calculate CF from 

TGF. 

B. Temperature Greens' Functions of Two Time Arguments 

In this section, we derive the connection between CF and TOF 

defined in (1.1,2)  with n = 21  i.e., for 

CF(t1,t2 ) = Th(p A(t1 ) 13(t2 )) , 

= TrCp T((T1) 	 • 	 (4-5) 

Without loss of generality, we exclude the possibility that A,B are 

single fermion operators. Clearly, CF Is a function of t2  - t1  t 

only, and TGF is a function of T2 
- l r only. Let CF(D) 

be defined by 

iat 
 CF(w) = Jdt e 	CF(O,t) . 	 (-6) 



-20- 

cpand.ing (4-5,  6) in terms of matrix elements between eigenstates of H , 

we find. 

cF(u) = Z 	 a AbBb2r(u+Eb.), 	(17) 
a,b  

where 

Eb = Eb_Ea  

and 

	

TGF (0, ) = z 	E 
eEa 

 Aab 	eEba 
a,b 

if T<0,and 

F(0,T) = 	 eEb Aab a 
a,b 

if>0. 

For i <0 , 'r + p > 0 , ( 4-8,9) itliply that 

TGF(0,'r) = ¶LF(0,r + 

Therefore, TGF(O,r) may be represented by the Fourier series 

	

TGF(0,T) 	 e 	 XF(%) , 
cu 

(._8) 

(4-9) 

where 

J 



TGF(cn) = 	d'r e 	TGF(O,T) , 	 (Lio) 

and 

= (2iti/) 	integer. 

From (8,9,lo) we obtain the "spectral representation" 

TGF(D 	 d) 
= J 	-, .--- 

- Co 	 fl 

where the "spectral function" p(&) is defined by 

P (cr) 
= 	

Aab Bba (e 
a,b 	

e 	
) 

X 2t8(& 

(4-u) 

Comparing (4-12) and (4_7) , we see that 

p(c&) = fdt~  e"Lt  ([B(t),A] 
) , 	 (413) 

and 

dcut 
(I14) 

Therefore, the integral in (IL-il) is well-defined if (EB(t),A]) is 

well-defined. TGF(ci) can be continued into the 	plane by replacing 

LO in (IL -ll)by the complex variable w . TGF() is then an analytic 

function 1nt 	b-plane cut along the real axis. The analytic cont1nuatior 
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is unique if the fuction does not blow up as fast as ef/2 

according to the Carison's Theorem faniiliar in Regge Pole Theory. 7  

TGF(0) approaches 1/co as lad - co, according to (1i._).  p(w) and 

cr() can now be found from the discontinuity of TGF(a) across 

the real axis: 

= - I [TGF(a + in - TGF(c) - Ii)) 

(-l5) 

CF(w) = p(ci.)) [e  

The symbol ri will always denote an infinitesimal positive number. 

Finally, CF(t1,t2 ) is obtained from CF(D) by Fourier transform. 

The connection between CF and ¶1F Is now clear and. will, be applied 

in the next chapter to find the current correlation function (j(k)ja(kt)) 

Before proceeding, let us consider the trivial but instructive 

case where A = B = 1 . Then, obviously, by (44,6,10,l3), 

cr(t1,t2 ) = TGF(r1,r2 ) = 1 

CF() = 27t B() 

TGF (%) = 	C),O '' 



-23- 

The fact that p(w) = 0 does not imply that CF(a) = 0 • The factor .  

(e -iY'  in (4-15) becomes infinite at w = 0. One. must handle the 

Kronecker delta properly in order to obtain consistent results • Let us 

use the representation 	 . . 

= 	f dcul 
.

W 	t2 s(')) 	(-17) 

for 5 	The 5-function in (4-17) is regarded as sharply peaked 

but the limit of infinite shatpness is taken only at the end of a 

calculation. Replacing the discrete w by the complex variable w, 

we obtain 	, the analy-tic continuation of the Kronecker delta. 

K 
5 (w) is discontinuous across Im ü = 0 , and the discontinuity is 

(Co + ii) 	8K( - ir) = 	5(w) (e 	-i) . 	( 1 -17') 

Using this for p(w) , we see that (1_15)  gives the correct CF(w) 

•. C. Temperature Green's FunctIons with Arbitrary 1'Iumber of Times 

• 	 . 	 / 

The results of the preceding section suggest that the analyti.11y 

continued Fourier coefficient is important. It is quite clear that the 

temperature Green's functions dth more than two times can be exanded 

in multiple Fourier series and the Fourier coefficients will be well. 

defined. In this section we shall derive some trivial but useful 

results concerning the analytic and asymptotic behavior of the Fourier 

coefficientbf a temperature Green's function of an arbitrary number of 

time arguxhhts. 
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1. Asymptotic Behavior of the Fourier Coe•fficient•::. 

Consider the TGF defined by (11_2). Without losing much generality, 

we assume that none of the operators A, B, .. . .0 is a fermion operator. 

TGF is a function of the differences among T1,'r2 , ... , T . There are 

n-i independent differences. Let t 1,t2,...,t 	be a set of n-i 

independent differences. We then expand TGF in an (n-l)-dimensional 

Fourier series. The Fourier coefficient can be shown to be 

TGF(a,c2,...a 1 ) 

f 
1
3 dt1 	dt1 	 flifli 	 (1..18) 

x 	F(t1, t2, . . .t) 

where 

= (integer)x 21t i/o, 

m = J.., 2, • • •, n' .- 1  

Equation (4-18) is an integral over a finite range. Obviously, 

is always finite (of. course, ¶tF(t1,...,t 1 ) is 

assumed to be finite.). As any one of the w's tends to infinity, we 

expect the Fourier coefficient to vanish.. To see how it vanishes, let 

ushold. 	 fixed and integrate t by parts: - 
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TGF 

= 	
[TGF(q, 	%_) 

dt 	11  k ¶F(t1,u.. ) 	( 4.19) 

TGF can only have a finite number of jumps as a function of t 1  due 

to the change of ordering of the operators. The integral in (4..19) is 

therefore finite. We conclude 

urn %' 	n-i = 	. 	 (k-2o) 
m 

We can arrive at conclusions stronger than (4..'20) by arguing in 

terms of the perturbation ex.nion, which we assume to converge. Since 

TGF is. just a sum of the products of contractions and u appears only 

in the enerr denominators, of the contractions, TGF must vanish like 

o(i/), not only for a along the descrete set on the imaginary axis, 

but also for u along any line In the complex 	-plane. 

In view of Carison's Theorem, the convergence of the perturbation 

expansion also implies the existence of a unique analytic continuation . 

of the Fouriet coefficient, because every term in the expansion can be 

analytically continued. 
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One can study the Fourier coefficient by constructing the spectral 

representation explicitly in terms of the matrix elements of the operators 

between energy eigenstates of the system. This is done for the case 

n = 2 (Section B of this chapter) and for n = 3 (Chapter vii). However, 	4 

for n > 3 , explicit constructions are Impractical. We procede to show 

that the essential feature of the analytic structure can be derived 

through very simple arguments. 

2. Cuts ±br the Analy -ticafly Continued Fourier Coefficient 

Let us introduce one more frequency variable 

°L'2"%-1 	 (4-21) 

We define the frequencies in such a way that 

= -n+l 	
e 

. 	 (4-22) 

This way, a frequency can be associated with each operator. We repre-

sent the analytically continued Fourier coefficient by a diagram (see 

Fig. 3a). The operators A, B, • ., C form n "ends" or "external 

lines" with eiiergy 	,•••,c , respectively. The following physical 

arguments WLLI clarify the analytic properties of the Fourier coefficient 	
: 
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In Section B.  of this chapter, we expanded the one-frequency 

Fourier coefficient in the matrix elements A 
ab 	c , B. • We found that 

the Fourier coefficient becomes singular when 

= 

(4..23) 

Ab I 0, and Bb 1 0. 

i.e.., when.a resonance between the two energy eigenstates a and b 

Is possible. To make our later arguments intuitively ciear, let us 

call such a resonance between two elgenstates of the system an 

"elementary excitation" of the system, or a "particle" in the medium. 

It has energy Eab and symmetry . properties determined by the states 

a and b • The ends A,B represent the external disturbance. The 

rule (4-23) is simply the condition for energy and symmetry conservation. 

Thus, if an elementary excitation can exist between B and A (see 

Fig. 3b) with all conservation laws satisfied, the Fourier coefficient 

is singular. 

The generalization is clear: The Fourier coefficient is singular 

if an elementary excitation can be created and destroyed by the external 

lines with all conservation laws satisfied. 

For a large system, there are elementary excitations available 

with all energies and symmetries so that the Fourier coefficient is 

singular 	rartia1 sum of the external lIne energies becomes 

real This rule is very useful For example, consider the case of 

four extern.± lines with energies 11.,  w, u , and 	- 	- 	- 
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Figure 3c shows how the "elementary excitations" are created and 

destroyed by the external lines. Byourrule, the Fourier coefficient 

is singular when one or more of the following is real: 

+ 	+ 	+ 94. 

i.e., there are seven cuts (or rather "cut planes")glven by 

Imu 	= 0 , 	.... 	.•., Im(c + 	= a, 

in the space of three complex, variables. 
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V. THE R)WER SPECTRUM 

A. The Green's Function 

The power spectrum s(), which we now proëeed to calculate, is 

defined by (3-2 ): 

s(th) = fdt e iwt Q(k) j(k,t))  

S(a) is independent of 	, and jt is not summed. It is related to 

the temperature Green's function 

(t) 	(T(J(k) 	(k,'r))) 	 (5-2) 

through ( 4-15). If we substitute j(k) for A and ja(k) for B 

In Section B of last chapter, then CF = S and TGF = . The 

spectral function defined by (4.-12) is now real since Aab Bba= a ba' * 
Equation (4-1) now reads: 

= - i[9 (a + irt) - .9 (cii - ii))/(e 	-1) 

(5-3) 

= 2 imQ(w+ iri)/(e- 1) 

The next step Is to find, the Fourier coefficient (CD) and its analytic 

continuation, which will be referred to as the "Green's function." 

• 
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B. Representation by Diagrams 

Let a thick line represent the contraction of an annihilation 

operator and a creation operator for an atom in the upper level, and a 

thin line represent that for an atom in the lower level. Arrows point 

to the annihilation. These are the atom propagators. The interaction 

potentials (defined in Section III.B, see also Fig. 1)  willbe represented 

• by dashed lines. The virtual photon is represented by a wavy lIne. 

• The rules for calculating a given diagram are the following. 

a. Vertices. For every dashed line, we write (-1) times the appropriate 

• potential labeled by spin indices of the atom lines connected to the 

dashed line. 

b • Virtual Photons. The scattering by the exchange of a virtual photon 

cannot be described by a potential. We use the propagator of a damped 

traveling cavity mode to describe the virtual photon. We shall only 

need to consider the mode with momentum k., energy 	and spin 

= 1 , for which we write 

D(%,k) .  = - Il 2 
 (2k) 	[a - k - z(%,&] , 	(5-4)n 

where we have included in D the. photon-current coupling constant g 

is the self energy of the virtual photon. When w is 

continued to real value, 

Ec (L)  ± 1i,k) 	; I r 

where r 	the phenomenological cavity width introduced before. 

I 
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Atom Propagators. It is convenient to put in the self energy at 

• 

	

	 the beginning. Translation and rotation symmetries plus the assumption 

of total spin conservation (central forces) allow us to write a factor 

• 	 - 	 = - 	- 	
- 	- z(€)] 	 (5-5) 

independent of spin orientation for every thick solid line labeled by 

• 	the energy c , spin m , and momentum p , where c 	 is the single 

• 	 atom kinetic energy 

2 
p 

Ep  = 

• 	and E(c,p) is the self, energy of the upper level atom. 

Similarly, for every thin line, we have a factor,  

- G(€n P) = - 	- 	
- E(€,p)) 	. 	 (-6) 

Z will be calculated later. 

Notice that the single particle kinetic energy is measured from 

the chemical potential p. 

Sums • We then sum and integrate over every energy En  spin m ,. 

and momentum p • which are not fixed by the energy, spin, and momentum 

• 	 conservation: 

> E vf d3p1 
M. 	 (2ir)3 
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The Green's function A (a) is the sum of all diagrams with 

j(k) and j(k) at the ends (see Fig. .5), which maybe broken into 

terms shown in Fig. 6, 	is the sum of all diagrams with four aDDroDriate 

corners for hooking up the legs. I must not include any "intermediate 
state' t  with only one thick line up and one thin line down. Fig. 6 

suggests the following procedure of summingthe diagrams. First, we 

open up the upper ends of all the diagrams in Fig. 6, and we then have 

an equation for the vertex function K shown in Fig. 7. We next 

approximate ' by a few simple diagrams and solve the equation for K 

Finally we close the open ends to obtain s9 (cD). Before t  we carry out 

these steps, we first show how to close the ends of the vertex function 

K toobtain9. . 	 . 

C. Connection between .Q and the Vertex Function K 

The vertex function K m €j%P) has three ends, b(p) , 

c(p + k), and jt(k) . The assumption of total spin conservation 

implies that 	 . 

K 	j,(€ ,U),p) m2m1 i n n... 

= (i2m2 1j1m1h1i) K(e,w,p)  

K(c,w,p) Is a scalar function.. The label k is suppressed. 	(%) 

is obtained from K by summ.ng over the intermediate energy, spin and 

momentum afteD closing the open ends: . 	. 	 . 

.4 



= E 	(j1m1li.iIj2m2) 
rn]m2 

x D  K 	(e,w,p) e 	 (5_8) 

• where rj = 0 + is to insure that b stands to the left of c ., The 

Wigner coefficient in (_8) comes from the definition of j(k) (see 

Eq. (37)). Since 

(j1m
1Jiv1j2

m2 ) (j1m1J'M'1J2m2 ) 

I 	
(59) 

TJ 	2j2  + l)/(2J + i) , 

we have the simple equation 

t (a) = 	(2j +1) 	 K(€,o,p) e 	(-io) 

What we are interested In is ImQ (w + ii) (see Eq. (5-)), The sum 

over e in (5..10)  must be performed before the analytic continuation 

in CD . To evaluate the sum, we need to 1ow the site of the cuts of 

K(€,a)) (as a function of complex e ). The analytic structure of a 

general three. end. temperature Green's Function is worked out in Chapter VII. 

K is discontinuous when any of the energies €, a, u + c becnes real 

(3ee the dibcusion at the end of Chapter IV). The cuts along mi (.1) = 0 
el 

Im E = 0, ard. Im(€ + w) = 0 divIde the two-compiexvariable space into 

six regions a shown in Fig. 8 Here we are only intere5ted in Im w> 0 



On the c-plane, K(e,w), as a function, of € , has cuts along 

Im e = 0, andim c = - % (see Fig. 9). The standard procedure of 

doing the sum over € is to replace the sum by an integral along 

the path C (shown in Fig. 9) enclosing the points 

1 m 

	

' J 	: e  
n 	C 

Then one deforms the contour so that the integrals are just above 

and below the cuts. The integral along the infinite circle vanishes 

due to the factor eTIE 	Let K1 (€,w), C2 (c,cD, and K3 (c,w) 

be the analytic continuation of K(e,) into the regions 1,2,3 (see 

Figs. 8,9), respectively. Then (5-10) becomes 

00 

+ i) 
= f3 f 	[ 3K(€ - 

OD 

+ K'2 (c,Up)] (2j2  + 10, 	 (5-12) 

where K ii stands for Ki -Kj 

D. The Integral Equation for the Vertex Function 

In this section we shall write down the integral equation for 

K represented by the diagrams in Fig. 7; simplify it, and analytically 

	

continue it to real energy variables. 	 , 

The four corner function 	 , in Figs. 61 7 may, under m2m1m 2m 1  

the central farce assumption, be written in the form 
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, c2m1m2m1 (c € ' , w , , t ) 

¶ 	2J+l. 

= 	
2 + 1 	 %' p, p ) 

x (j1ni1 jIj2m2 ) (j1m'1  3:MIj2m' 2) . 	 (5-13) 

can be obtained, from , , by 3 	 m2m1m 2m 1  

I 	 23+1 

- m1m2m1m2 2j 2  + 1 mm1mt 2mt 1  

x (Jlml JMlj2m2) (j 1m' 1 	tj2m' 2 ) 

The eq,uation represented by Fig 7 is then 

K(En %P) = G+(c + DnP + k) G(e,p) 

+zJ-ç 	1 (c,€',w,p,p') K(c',w,p') e] (s-is) 

All the Wigner coefficients are factored out. Before doing the 

sum in (s-is)  we consider the common factor 

On flA.fl 

S - 	 - 

+ (z,p + k) G(c,p)  

on the right hand side and make some simplifications. 
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Let the retarded and the advanced propagators G+R,A be 

defined as (see Eqs. (5-5,6) 

G~R5A(p + k) = G~ (c + w± ii,p 
+ & 

= 
['E  — €+ co — E — 	tn_i  ± in 	R,A (p +k))'  

GRA(p) = G(€ t i,p) 

where p stands for (€,p) and k for (ak). We have made use 

of the fac.t that k <<p so that 

€ +k.-1  =€ +k.p/m. 
p - 	p. 	P — - 

The analytic continuation of K0  in the regions 1,20 (see Fig. 8) 

are 

= G~R(p + k) GR(p) 

in  
• 	 — 	

(_i8) 
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In a gas, the atoms are nearly free, so. that the self energy 

is much smaller than. the kinetic energy. Thus, the G's given by 

are nearly singular at € = €p . K 01' 2' 3  must then be small 

except when € is near € 	Since K is proportional to K0  , we 

expect K to peak and diminish the same was as K 0  does, 

We are only interested, in integrals of the product of K(€,D) 

and some smooth function of € (see (5.42)). The sum over €' 	in 

(5-.15) will be converted to an integral over real €' and the kernal 

is expected to be a smooth function of € because it plays the part 

of an average scattering amplitude as suggested by the diagrams,. The 

integrals will be dotninatedby the peaked part of K 

The above consideratibn leads to the following approximation for 

the G's. 	Let 

0 	 GRA(p) 	- €+ ITI 

then 

+ k) 	G0RIA(p) 

(5-20) 

+ 	- k p m -E - E(p + k) 	
GR,AO 

GRA(p ) 	G0RA(p ) 	ERA(p) ?- G01 (p) 	 (5-.21) 

Substituting b-.20,21) in (5-19), we have 
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K01 = (GR(p ) - G~R(p + k 1 ) 	(G~R(p + K) - 

IGR( _€ op ) , 

K03  ' 	 G0A(p) 

K02 	{. E(p) + R( +k) 	- k.m 1  - E0 )] 

X 
{- 

2ri 6(c - €) + 	EG0 (p) 

x (CD - k pm -E 	F. R(p 
+ k) - G0A(p ) E_A(p)]} 	(5-22) 

We now make the further approximation by neglecting the terms involving 

derivatives since K is to be integrated, over a sniooth function, whose 

derivative is small. Thus, 

K0 	K03 	0. 

K02 	2i (e  e  )/tw - Eo - 

- R(p 
+ K) + E  A0) 	 (5-23) 

K is proport.onal to K0  , we have, therefore, 



KK3 O, 

	

2i 8 (e - e) Ø(p,). 	 (5-2 4 ) 

We now transform the sum over C ,  in (5-15)  to an integral so 

that we can take advantage of (5_24). Again we replace the sum by an 

integral enclosing the imaginary axis in €'-plane. (See Fig. 10!) 

Now we have to know the cuts for 	(€,€',cD) as a funOtion of c' , 

as well as those far K(€', Cu ). The singularities of 	1(€,€',w) in 

the space of three complex variables can be located easily by the rule 

given at the end of Chapter ,  IV. 	has four corners to be hooked to 

external lines with energies € + CD p € E + co and c' , respectively 

(see Fig. 11). According to the rule, there are •seven cuts given by 

Im(€ + a) = 0, Irn € = 0, Ini(c' + a)) = 0, Im €' = 0, 

.1 	(5-25) 

Ima)=o, Im(€+€'+ci)=O, Im(€-€')=O. 

We are interested in K only, so we restrict our attention to 

Im ci> 0, Im c <0, and Im(a) + €) > 0 

	

On the c '-plane, with definite €, n' 1 n' 
	has, 

according to 5-25), cuts along (see Pig. 10) 



Im C' = 0, 	Im £t = - (€ 	+ 	im e' = €, and 	Imc' = - 

The region between the cuts 	Im E' = 0 	and 	Im c' = 	a) 	is the region 

2 	for 	K(c',u) (see FIg. 10 and also Figs. 8,9). 	The function 

€', a) 	breaks into three pieces in this region. 	They are called 

and 3 	, respectively (see Fig. 10), in the three domains 

bounded by the four cuts. 	Now we deform the contour 	C 	so that the 

integral is taken above and below the cuts. 	Therefore 

1n''n'% 	K(€',u) 

00 

= 
	

l(t) 
 f e 	- 1 

00 

+ 	(c,c' 	+ c,a.) 	(C'+.:G,a)) 

- 	- + 	23 (? -- c%,%) K2(€' 

+ 	'' 	 (c,€' 	- a,a) x2(€' 	- a,a)] (5-27) 

where  

Now we let 	cn,an 	approach real values and substitute (5214) for 

1? 	in (5-27),  then the sum becomes simply 

F(p,p') Ø(p,), (5-28) 

where 	F(p, 	j 



	

t(c, ±CO) 	N] 

12 
+ 	 w,p,p') (N(€ 	-- N(€, + 

+ 	23 (€,€ ,p,D') [N(€, + € + ) 	N(€ 	+ C))] , 	(5-29) 

and 

N(€) 	(e 	- 	, N 	N(€) 

The integral equation (5-15)  for K2  continued to real a and € 

now becomes, by (523,24,28), 

Ø(p,u) = 	- k p m - E0 	R( + k) + 

(1+f 	F(p,p') Ø(PCD)) . 	 (5-30) 

€ is set equa1 to e . EcLuation (5-12) reduces to 

= 	(2j + 1)fd51) 	(N(c + CO) 	Ø(,CD), 

• 	 (5-31) 

	

and finally the power spectrum S(CD) is 	• 



S(w) =, 2 Im 	(c + iYj (e 	- 

= 	(2j2  + i) (e 	- 

f p  (N(c+ CO) - N) Im Ø(p,w) 	(5-32) 

r3 
= 	(2j2  +.i)J d 

p3 N(€ + a))E-2:Im Ø(p,)] . 	(5-33) 
(2it) 

The Eqs.(5-29,30,32,33)formafly end the derivation of ctheexpression 

for the power spectrum. In the next chapter, we shall make further 

approximations, fix various parameters and describe the procedure and 

the results of numerical solutions. 

L 
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VI. FIJRTItER APDXfly1ATION, PHYSICAL IITPRETATION 

AND NUMERICAL SOLUTION 

In this cha:pter, we shall consider the simplest diagrams 

contributing to the kernal F(p, p') and the self energies 

LA, which constitute the input to the integral equation (5-30 ). 

We shall discuss the physical meaning of various diagrams. Under. 

further approximations and assumptions, the integral equation becomes 

simple enough for nuxnerica1soiution, and the results are discussed. 

A. Diffusion of Excitation 

We begin by considering the transfer of the internal energy 

from one atom to another through collisions--collisions viathe potential 

bc or via the exchange of virtual photons. (See Subsection III.B, 

and Figs. 11d, e.) 

The lowest order contribution to F(p,p') from 	and the 

virtual photon is shown in Fig. 12a, and the result of putting such 

kernal into the integral equation is to generate all the string diagrams 

like the one shown in Fig. 12b for the Green's function. 

One serious shortcoming of the temperature Greents function 

method is that the diagrams do not have a straightforward physical 

interpretation. This is because the time evolution and the statistical 

averaging are scrambled together and each element in a diagram contains 

both statistical and dynamical information. For example, a vertex 

may represent an event as well as a correction to the average of a 

dozen other eents Nevertheless, one can get some idea of a portion of 



the physical information that a diagram contains by breaking up lines, 

turning parts of the diagram upside down, etc. 

One way to break up Fig. 12b is shown in Fig. 12c. It is 

clear that Fig. 12b does contribute to the average of the sequence 

of events describing the transfer of the internal energy of atom A 

to atom C. One can get a diagram contributing to that in Fig. 12b 

by closing up the ends of each of the external atom lines separately. 

This procedure represents the averaging over the unperturbed ensemble 

for each of the atoms in.Fig. 12c separately. It is clear that diagrams 

like Fig. 12b do describe the e.ffect of transfering th internal 

energy from one atom to another and that the "bubbles" represent 

independent averages. The name "diffusion of excitation," or "propaga-

tion of excitation," or "propagation of a virtual photon" seems to be 

appropriate to sum up the main effect of the kernal given by Fig. 12a. 

One can findthe term in F(p,p') represented by Fig. 12a 

through our diagram rules and (5-29). The sum of all the string 

diagrams is . . 

= 

(6-1) 

11 + (D(+ i) + bc(k) 	) 9v ( 	i)]1 

where 9 '(a) is the Green's ft etion obtained with Fig. 12a excluded 

from F(p,p'), or the "undiffused Green's function." D(k,O,) and 

are deined by (_) and (3-10), respectively. Since V 	is 



an atom-atom scattering amplitude and k , the photon momentum, is 

be 
much smaller than the momentum of the atoms, then V 	

bc (o) , 
* 	

the scattering amplItude with Internal energy and spin transfer in the 

forward direction. D(k,ci + ir), which describes the transient of a 

damped cavity mode, is approximately constant: 	 . 

D(k,o -I- iTt) - 	1g1 2  (2k) 

(see (5_4)).  We rewrite (6-1) as 

(D+ ir) 

(6-2) 

= [0 ,  ( W + i) 	+ 1g1 2  (2k) -1  (ir)1 + 	C.(0) 	] 
-1  

which implies that the effect ofthe excitation diffusion is the shift 

and the. broadening of the peak of the power spectrum calculated from 

the undiffused Green's function R , ( A + in). 

In the frequency range where 	'(a + ii) is very large and 

the diffusion of excitation very strong, ,(a + i) becomes a constant. 

The power spectrum s() (see (5-32))  is then proportional to 

-1 i.e., the source becomes simply a black body.. emitter 

1n this frequency range. Speaking very roughly, the photons are trapped 

for a long time and are thermalized by the atoms before they get out. 

On the other hand, when s9 l  is small, q9 = .' . Thus, the •?j? 

jrts of the pectral lines are affected less by the excitation diffusion 

because therre off resonance 



We now take a closer 'look at the question of the photon re-

absorption. Let us absorbthe constant v1(o) into the definition 

of 	and. write out the denominator of (6-i) explicitly: 

2 
denominator 	1 + -. . (2j + 1) g 
•Irc 	 2k 

x f 	- 	+ ) (- Im (p, )) 

+ (ir 	Re 	' , 	 (6-3) 

where we have replaced Im .Q by the integral given by (5-31). 

Ø'(p,a) is the solution of (5-30) with the diagrams in Fig. 12a 

excluded from F(p, p'). 

•ccept for the last term, which represents afrequency shift, 

(6-3) is exactly the denominator of (3-12), which is 

where a() is the absorption rate. The function 

91 2 (2k)  

which is aiwayspositive, is proportional to the absorption or emission 

rate of a photon by an atom. The integral over N , the low level 

atom occupat±bn number, gives the effect of absorption by lower level 



atoms. The integral over - N(€. + ) gives the "gain" of the virtual 

photon amplitude when passing by the upper level atoms. There is 

always a net absorption unless the population is inverted, in which 

•case our temperature Green's function method is not defined. 

Having gone through the reabsorption process in some detail, we 

like to emphasize again that it should be viewed as one of the important 

processes contributing to the diffusion of excitation. It is the 

diffusion of excitation, not the photon, that Is important. 

B. Additional Implications of the Cavity Mode Propagator 

• 	 The cavity mode propagator D used In the last section is a 

temperature Green's function, and it implies more than just the transfer 

of internal energy. In addition, it automatically implies the existence 

of cavity modes in thermal equilibrium with the atoms. This seems to 

be inconsistent with our assumption that the wall of the cavity is 

transparent. However, the important question is not whether the cavity 

modes are or are not thermally excited. After all, we have a large 

thermal reservoir to distribute the atom population and any additional 

system in thermal equilibrium with the atoms simply Implies a larger 

reservoir, which has no effect except introducing new perturbation to 

the atom currents. Thus, the important question is whether the additional 

perturbation is small compared to the other perturbations already 

included in the model • The answer will be clear after we examine the 

• diagrams discussed in the last section further and analyze the self 

energy diagrabi Pig 13, in which the propagator D also plays a part 



Let us analyze Fig. 13 first. If one calculates Fig. 13, 

one would end up calculating two effects; first, the temperature 	 - 

independent "true" self energy, and second, the forward scattering 

amplitudeaveraged over the thermal equilibrium cavity model popula-. 

tion (see Fig. 14a,b, which are not temperature Green's function 

diagrams but ordinary diagrams showing the events). The second effect 

is the additional fluctuation, which gives rise to the well known 

dissipation due to the stimulated emission. 

In fact, every factor D may be thought of as having, two 

effects; first, the propagation of a virtual photon in the ordinary 

sense, and second, an average over the external lines created by 

breaking the wavy line. 

• 	 If we break a wavy line in a string diagram like the one shown 

• in Fig. 12b, we get two disconnected pieces, which contribute to the 

square of the amplite of a process in which a. cavity mode excites 

an atom and the internal energy thus created then diffuses away to 

other atoms. Figure 12d shows such a process. 

Now the implications of . 1) apart from describing the exchange 

of the internal energy are clear. First, the cavity modes cause 

additional fluctuation and the stimulated emission results. This 

additional fluctuation is usually much less than that due to collisions. 

Second, the cavity modes act as a source, and therefore must also act 

as a sink of the atom internal energy. This implies a bigger reservoir 

and has no effect on the result of the previous section. 

In tAe rest of this chapter we shall lImit our discussion to 

the effect 	collisions on the structure of the kernal F(p,p') and 

the self enies 	R and 	. 
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C. The Self Energies 

In this section we shall evaluate the self energies E 	and 

in second order of the interaction potentials given by (3-8,9,10). 

The first order terms will be ignored for the following reasons. The 

first order terms are the Plartree and the ITartree-Fock corrections, 

which are small for a dilute gas. More important, the interaction 

potentials are in general unknoi or undefined. The second order terms 

may be identified as proportional to various cross sections, for which 

more definite statements can be made. 

Figure 15 shows the second order diagrams representing the 

following terms. For ZR(p + k) , Figs. 15a,b,c give 

I- 

f 	(2j1  ~ 1) N,, f\C( 5 
 

1- +€,,—€ 	'I 	,€ 	
) 	 , 

	

p 	p 	p+p-p 	p' 

(2j2  + 1) p1-,,. fv(p 	p' )1 2  

	

(2) 	(2ir)3 	 p 
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+ p 	p 	p+p
'I -p' 	p' )  

co 	

f 	

• d3p"
(2j + 1)N 	bC(

(2) 	(2) 	1 	p 	... 	— 
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—€ 
) 	 . 

	

+ p 	p 	p+p-p 	p' 



For zA (p), we have, from Figs 15d, e, f, 
41 

d 	
j

_d3P' 

3 	
d32" (2j1  + i) N J(p - 

(27t) 	(27C) 	 p 

• 	x5(€ +€,,-€ 	,, 	-€ 	) 	, - 	 +-t 	, 

e.  f 3P' 	 (2j + 1)? 'Hp - pi)J2 
(2r)3 	(21t)3 	 P 

• 	xs - (€ +€,,-€ + ,, 	
t - 	.-€ 	) , 

f 

	

	f
dp' 	

dp" (2j + 1)2/(2j1  + i) ? 1bc 	- 

(2t)3 	(27t)3 	
2 
	 p 

x 	
+ 

C IE

- 	- e,) 	, 	 (6-6) 

	

we have used the abbreviations 	 • •• 

H 	 • 
N 	(e • 	1) = the occupation number per state in 

- (e +E) 	 • 
the upper level ' 	e 

l/(x ± ir) , 

and also 

lv1 2  = 	Jv3 1
2  . 	 ( 6-7) 
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•The Vis are the potentials for definite spin transfer defined by 

(3-9, 10). In calculating (6-, 6), only the first power of the occupation 

numbers are kept. Exchange diagrams such as Fig. 16 are ignored. For 

future reference, we define E(p) and (p) by 

14R(p + k) - EA(p) 	z(p) + (p), 	 (6-8) 

where (p) is the contribution from 1jbc, the potential for the 

scattering involving internal energy transfer. 

D. The Kernal F(p, p') 

The. kernal F(p,p') can be found from (5-29) after 	, i2 

and i 	are calculated from the diagrams. There are two first order 

diagrams (see Fig. 17).  Figure 17a plays a part in the "diffusion of 

• excitation" process discussed in Section A of this chapter and its 

effect is given in (6-2), which can be carried out at the end of all 

• calculations. Figure 19 shows the second order diagrams whichwe 

shall calculate. Figure 18 may look like a second order contribution 

to F(p,p') from V, but it must not be included, because it simply 

generates a part of the "string diagrams" (see Fig. 12) generated by 

the first order kernal shown in Fig. l7a  or 12a. 

Straightforward algebra leads to the following expression for 

p(p,p') due to the diagrams shoi.m in Figs. 17b  and 19 : 



-2 - 

= 	[V(p - 

nt)) 	(Nt, 	
- N,) 

+ 	if 	[vbC( 	- p') v(p' 
- 

p)) (2j1  + i) 

X 	2r 8(€ 	+ € ,, - € 	, 	 - € ) 

~ 	if 3 	IVCC(p 
- p') V(p' - p)) (2j2  + i) 

X 2t 	(€ 	+ €,, 	
- 	

- €,)  

We have used the shorthand [v], and [VIl'] in (6-9) to denote 

Vbc 	=E 	v, 	RJt  
J r  

and 

[w'] 	= 	E 	v, v',., , (6-10) 

respectively, where 

1 	•l+Jj 1 	2 
RjT E(2j1  ~ 1) (2j2  + 	fl2 

11 	J2 ,  
x  

L2 	i 	I (6-il) 

a 

The appearance of a 	61 	symbol is due to the summation over four 

Wigner coef1cients as required by (5-114). 	Notice. that 	bc 
does not 
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appear in F(p, p') 	The equations (6-8,9) constitute the input to the 

integral equation for Ø(p,w) 

What is the physical meaning of Ø(p, ca)? Recall that 0 is 

related to the vertex function K through (5_24): 

K2  = 2ri (€ - €) Ø(p,D)  

• The diagram for the vertex function is in Fig. 7. It has three ends, 

two for the incoming and out-going atom and the third for the current 

operator to be coupled to a photon in the vacuum. Roughly speaking, - 

the vertex function is proportional to the average of the pcuct 

• (the amplitude of finding the atom in the upper level) 

x (that of finding it in the lower l evel)*.  

• 	The factor 	(€ - e) puts the atom on its "energy shell," i.e., the 

atom is almost free. Ø(p,) therefore sums up what is happening to 

the atom when a photon is emitted or absorbed. The self energies and 

the kernal together describe the correction to the vertex function due 

to collisions. As an example, Fig. 20 shows that an atom is colliding 

with another atom while emitting a photon. The events shown in a and 

c are included in the self energy terms while that in b is generated 

by the kernal. 

The elf energies always give a dissipative effect and the kernal 

must have the effect of compensating such dissipation to some extent. 



- 

This can be seen by the following argument. If the internal state of 

the atom is not disturbed by the collisions, then the product (6-12) 

must not be dissipated at all. Therefore, the presence of a dissipating 

term implies that of a compensatory term 

E. Limit:  of No Spin Transfer, Collision Narrowing 

To extract still more explicit information out of the integral 

equation (5-50) and then solve it, we have to restrict our discussion to 

very special cases where the expressions for the self energies and the 

kernal are further simplified. 

Unlike those appearing in (6-5,6,7) for the self energies, the 

potentials appearing in the expressIon (6-9) for the kernal do not 

appear in the form Jv1 2  . They only appear as the prOducts of different 
V's and therefore cannot be related to some cross sections. To proceed, 

let us make the following restriction. 

First, we drop the first orderterm in (6-9). Then let the 

31 = 0 term be separated from the sum (6-10) and, utilizing the identity 

I 12 1 	j +j +3 
= 	

2 

[i2 1 0J 

x [(2j + 1) (2j2  + i)F , 	( 6-12) 

we have, from (6-10), 

tVV') 	VV' + 	JJ V' , 	. 	 (6-13) 
3'O 
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• 	The V0 1 s are the amplitudes for collisions with no spin transfer, i.e., 

collisions in which the internal states of the colliding atoms are not 

affected. If we restrict our discussion to the limiting cases where 

such collisions dominate and. also are independent of the level of the 

atoms, i.e., 

bb 	be 	c c 	
V0  , 	 (6-1) 

we have 

Ew'] 	 . 

These restrictions effectively eliminate the complications, and hence 

much of the essential features, of having two species of atoms and of 

having arbitrary spins. Under the.assumptions (6-1 1 ,1), we obtain 

from (6-6,7,8,9) 

F(p,p') = 	f )' 1v(p - Pt)12{Nu(2i + i) + N11(2i2  + i)} 

x 21t 	+ C, - 
	

€,) 	 ( 6-16) 

ReZ(p) 	0, 	 (6-17) 

i Lu E(p)= -  f 	F(p,p')• . 	 ( 6-i8) 
(2 
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The integral equation (5-30) may now be written as 

- k p 	- E0 - (p)) Ø(p, u) = 1 + f (2,r) 3 
 

xF(p,p') 	(p',) - Ø(p,o)) . 	 (6-19) 

We make no attempt to simplify Ep), (see (6-8)) the self energy 

terms due to the scattering with interr.l energy transfer. 

If we define a function f(p,u) by 

	

f(p,D) 	i NØ(p,) = i e 	Ø(p,w) , 	(6-20) 

then (6-19) takes the form 

- i [ - k p m 	E0  - (p)) f(p,a) = 

(6-21) 

+ I 	(- 
(2r)3 	

i F(p,p') f(p,) + i F(p',p)f(p,b)] 

Equation (6-21) has the form of a master equation. f(p,a) is.the 

Boltzmánn function and - IF(p,p') is:the transition probability 

per unit time from the state p' to the state p . Z(p) gives 

an additional dissitión and frequency shift. The physical picture 

now simp1ifies. to that of a gas of atoms, each carrying an oscillating 

dipole, col]4ding and emitting photons independently. The function 

- 2 liii Ø(p,a) isthe power spectrum generated by an atom with momentum 
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p • The total power spectrum is obtained by integrating over p 

weighted by the population distribution function (see  

Before solving the integral equation (6-19), let us anticipate 

the solution for extreme cases. 

First, if F(p,p') is very small (compared to kop/m), then 

Ø(p, 	M - 	- k.p m 	- (p)] 	 (6-22) 

For small E(p) one would have a Doppler line shape. For large 

(p) , i.e., when the collisions involving internal energy transfer 

dominate, the power spectrum has the shape of the imaginary part of 

the Plasma Dispersion Function, 9  if (p) isa slowly varying function 

of p . It approaches a Lorentzian when (p) becomes much larger 

than the Doppler width. Therefore, the integral equation is uninteresting 

when p(p,pt)  is small. 

Second, if .F(p,p') is very large and Z(p) is very small, 

then each atom is bound by its neighbors but its internal state is 

not affected by collisions. We then expect some sort of "Msuer 

Effect" so that the power spectrum becomes much narrower than the 

Doppler shape. This is the "collision narrowing" phenomenon. 10  

Third, when both F(p,p') and E(p) are large, we have 

both the narrowing and broadening effects. As we shall see, the 
- 

broadening due to E(p) tends to be dominating. 
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F. Numerical Solution 

We shall first solve the integral equation (6-19) and calculate 

the power spectrum for zero Z(p) so that the collision narrowing can 

be observed aswe increase the transition rate •F(p,pt). Then we 

increase E(p) to see the broadening and the shift. 

To write everything in terms of dimensionless quantities, we 

define the following symbols: 

y = p/(Thermaj. momentum)  

where 

	

I 	 I 

	

Thermal momentum .= (2m/) 2 	(2mkT) 2  ; 

E0 )/(Doppler width), 

=1 E(p)/(Doppler width), 

= E(p)/(Doppler width), 	 (6-24) 

where 

Doppler width = (E./m) (Thermal momentum); 

(Doppler width). Ø(p,a) , 	 (625) 

F'(y,y') = (2) 	(Thermal momentum) (Doppler width) F(,p') 

(6-26) 

The integral equation (6-19) then takes the form: 
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x Ci 	F'(y,y') Ø'(y',x)] 	 (6-27) 

• The explicit form of the kernal p1(y,yt)  can be worked out from (6-16): 

F (y,y ) = I 	ci
-1 
 exp - (q..y ) 	, 	 (6-28) 

= n 	a(q) , 	 ( 6-29) 

where 	 . 	. 	 . 

is the momentum transfer in units of thermal momentum,. n =. the 

total number of atoms per volume, and a(q) is the c.m. differential 

cross section (in the Born approximation) for the scattering not 

affecting the Internal state of the atoms. 	is approximately the • 

• 	number of atoms in a cylinder of cross area a and one wavelength long. 

• 	The self energy terms E'(y) and 	(y) are given by 

Z(y) = Jd3yt F'(y,y') 

IL 
	 = fdy' t(y,y') , 	 ( 6-30) 

where 	'(y,')  is given by 
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1- 

Re ' = F(2tq1 J 	exp - (u - 	v )2 , 

- 	q 1  exp - (.y')2  , 	 (6-3k) 

and 

+ 	 1 
= 	E0 	 (2j2  + 1)/(2j1  + i)] 	(q) . 	(6-32) 

a(q) is the c.m. differential cross section for the scattering with 

internal energy transfer. 	is the number of atoms in the lower 

(upper) level per volume. 

The integral equation (6..27) can then be solved and the function 

2  s'(x) = Jd3y e 	Ø'(y,x) 	 (6-33) 

calculated with the input parameters ,., , 	S' (x) is prportional 

to the power spectrum s(u) . The proportionality factor is uninteresting. 

The correction (6-1) will not be carried out since its consequence is 

obvious. 

The integral equation is solved by first reducing it to a set 

of simulteneous linear equations through expanding Øt(y,) in terms 

of Legendre and Laguerre polynomials, and then solving the resulting 

set of linear equations. The detail is described. in Appendix B 

Before presenting the results, it seems proper to repeat herethe 

meaning of the parameters 



X is the frequency in units of Doppler width measured from 

E0  , the unperturbed atomic transition frequency. 	is approximately 

the total number of atoms in a cylinder of length E 	 and cross 

area a(q) . 	is the same as 	except that the cylinder has a 

cross sectional area 	is roughly the number difference 

of the upper and lower level atoms in the cylinder. The order of 

magnitude of the size of the cylinder is about 10_ 20  c.c., if we 

take E0  ~ 2 ev. and a cross sectional area 10 15  cm 

For large q the )arameters 	and 	are cut of f arbitrarily 

by the factor (1 ± 4q2) 2 • This corresponds to assuming that the 

cross sections have the momentum transfer dependence (i + )4q2) 2 

See (6-29) and (6.-32). 

The computed S 	is plotted vs. X in Figs, 21, and 22. 

For the curves in Fig. 21, 	= 0 , corresponding to no collisions 

involving internal energy transfer. We see that the lines become 

sharper for increasing g . Figure 22 shows the effect of a non-zero 

, corresponding to a finite cross section for collisions involving 

internal energy transfer. 

Let us summarize what has been done in the previous chapter 

and this chapter. 

We have discussed the power spectrum s(), which is related, 

to the photon amplitude correlation function through We first 

expressed S in terms of the discontinuity of the Greents function 

in (5-3). Then 	() was related to the vertex function which 

satisfies an integral equation represented by Fig 7 We arrived at 



-62- 

1 

the general form of this integral. equation for a dilute gas (5-30) 

at the end of the last chapter. In this chapter, we made many 

simplifying assumptions to make the physical. implication of the integral 

equation explicit. We then solved the equation under special conditions. 

Our discussion on the amplitude correlation function is completed. 

We now turn our attention to the intensity correlation function. 

I 

I 

c 



-63- 

VII. TPERATURE GRE' S FUNCTIONS WITS TEE TIME ARGUMENTS 

107 

The purpose of this chapter is two-fold. First, in order to 

calculate the intensity correlation function in the next chapter by 

the temperature Green's function method, we need a few general equations. 

This chapter will supply these equations. Second, the discussion in 	 H 

Section IV.0 on the analy -tic structure of an arbitrary temperature 

Green's function is only a brief sketch. In this chapter, a more 

detailed analyjs of the three end temperature Green's function will 

provide a better understanding of the general techniques. 

Our analysis will be based entirely on the expe.nsion of the 

temperature Green's function in terms of the matrix elements between 

the energy eigenstates of the system. 

A. Fourier Series 

The general form of a temperature Green's function with three 

endsis 

K = 	Tr {e_p"  T(1) (T2) a(T3)} 

where A(T1 ) 	e 	A e 	etc., and 

TV 2' 
'r3  ,o 	 (7-2) 	; 

Without losing much generality, we shall assume that none of the 

operators A, B, C is a fermion operator. 

The ensemble is stationary, so that K is a function of 

• 	two variables, 



ti 	
- 7

2  ' 

and 

- ¶3 	 (-) 

There are 3 = 6 different orderings of the imaginary times 

• 2' ¶3  . Let us divide them into two cycles. Cycle 1 consists of the 

orderings (1,2,3), (2,3,1), and (3,1,2). Cycle 2 consists of the 

orderings (3,2, i), (2,1,3), and (i, 3,2). In terms of the matrix elements 

of A, B, C between eignestates of H, the cycle 1 orderings give 

• 

	

K(Cycle 1) = z 1  E 	Ab c 	[e-'E  a e(i 2 3) 
a, b, c 

+ e • 	9(231)±e 	9(312)] • 

•E T+F'r+E r tc2 	ca3 	
(74) 

where 	. 	 . 

• 	 e(i 2 3) = e(T1  :T2 ) 	 T), etc., 

and 	 • 	 (7-5) 

E 	=E- 	. ab 	a . 

I 

The three terms in (7-4)  are separately defined in the regions I, II, 

and III shown in Fig. 23. The boundaries of the regions are defined • 

by the step functions and the restrictions (7-2): 
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Region I : 	.8(1 2 3) - e(t1 ) e(t2 ) e( 	-t - 1  - 

Region II : 	0(2 3 i) 	e(t1 + ) 'e(t2 ) e(- t1  - t2 )., 	(7-6) 

Region III : 	0(3 1 ) 	e(t1 ) e( + t2 ) e(•- t1 	t2 ) . 

The values of K(cycle i) in II and III are related to thosein Iby 

	

• 	 K(t1,t2 ) = K(t1  - ,t2 ) 

= K(t1,t2 - 	 • 	(7-) 

for (t1,t2 ) € I . Equation (7_7) Is obtained from (7-1,.6)  by 

straightforward substitution. Therefore, K(t 1,t2 ) • may be written 

as a Fourier series : 	• 

	

• 	 K(t1,t2) = 	2 	• e 	l2 . K(cycle 1 ; 	 (78) 

where 	 .• 

a., 
.1113 

= (2iti/) x integers • 	 (7-9) 

and 	 • 	 • 
- 

K(cycle 1 , 	= j dt2 ± 
2 

dt1 et1t2  K(t1,t2) 

• 	 •• 	(71o) 

Substituting (7J4)  into (y-io), we obtain 	 •• 	• 	.• •• 	• 
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K(cycle 1 , u, a, u) 

_Ea  
= - Z' 	A 	C 	

[ 	

e 
a,b,c ab c ca 

E) °? E) 

_Eb 
+ 	e 	

+ 	e 
 

Eb) 	E 	 o+ ) 	(ci+ E) ( 	E) 

We have introduced a new variable 

(7-12) 

to make the expression (7-11) appear more symuetrical 

We go through the above steps in the same fashion for the 

Cycle 2 orderings. We obtain, similar to 

K(cycle 2) = 	
1 a,,c C

ac  Beb a {e 
a  e( 2 i) + e C 8(2 1 3) 

+ e 	(i 3 2)] 	
1 	 E 3+ Eb12+ ball 	

(7-13) 

The three terms in (7-13)  are separately defined in Regions I, II, and 

III shown in F. 24. The boundaries are defined by the step functions 

in (7-13)  and the restrictions (7-2) : 

Region I : 8(3 2 1) 	e(t1. + t2 + ) e(- t1 ) e(- t2 ), 

Region It 	8(2 1 3) 	e( - t2 ) e(t1  + t2 ) e(- t1 ) , 	(7-14 ) 

Region 	I: @(i 3 2) 	e(- t2 ) e(t1  + t2 ) e( - t1 ) 	. 
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The values of K(Cycle 2) in I, II, and III are related by 

K(t1,t2 ) = K(t1  + 

= K(t1,t2 + ) , 	 (7-15) 

for (t1, t2 ) € I . 	 us, K(t1, t2 )may be wr itten as a Fourier 

series. Similar to (7-11)  we obtain K(Cycle 2 	The 

sum of K(Cc1e.1) and K(Cycle 2) gives 

K(,a2,) = - z 	a,,c {Aab c Cea 
{ (~ E:) 	+ Ea) 

! 	 E0 e 	 e 

	

+ (+ Eb) (w+ 	+ 	 (+ E)ca 

	

r 	_Ea 
+ C 	B - A. 	I 	e 

ac C D ba L (+ Na ) 	E) 	 'I  

• 	 - 

•  e
PEb 
	 e 

) (w+ Eb) + (+ E) (+E) 	: 

The analytic continuation of K into the space of two complex variables 

is then obtained by letting1,2,3 be cnplex and keep 	+ 	+ 
	0 
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B. Spectral Functions and the Spectral Representation 

The expe.nsion (7-16) is the spectral representation we look 

for. To write it in a better form, let us define, for real 

the spectral functions p ,P23 , and p31  as, 

= (2t) 2 	e 	[AbBC 5 Eab) 6 2+ Eb c ) 
a,b,c 

+a Beb Cac 	+ 	 Eb)) z , 

2 	-E 

	

23 	
= (27r) 	

a,,c  e 
	abBbcCca °k 	Eca) 

a 	C 	+ Eb) 	+ E)] zac 

-E 

	

p31 	 2 
 (2it) 	cE a [AabBbc 	5(0+ Eab)  B(u+ Eca )ca a,b, 

+ Aba. 3b Cac  3( 	+ 	 + Eac)) Z 1  , 	( 7-17) 

where 

0.• 

Then K has the spectral representation: 

I 



M.  

S.  '1 2 
  2t 

f 
2it 

W') 	(c - 

f 3 
2t 2t 

- W2) ( * WI) 

•1 	 d' 
- 	

3 
dLD' 1 	- p 	(W' 	IC)' 31 	3 	1 ) (7-18) 

We may represent 	K 	by a diagram (see Fig. 2). 	The three energy 

variables are associated with.the three ends 	A,B, and C. 	The 	p's 

are not independent. 	In., fact, if we define 	p I , and 
II p 	by 

•z(2)2 	ea Aab cCca  + E) + Eca ) 
a,,c 

11 	= 	z(2)2 	e aBcbCac + + Eac ) 	(7-19)  
a, 	,c 

then it follows from the definitions of the 	p's 	that 

- I. IT .. 	 S 	

.5 

12 p 	+ e p 	,.. . 

p23 	= 	ep 	 +:e P . 	. 

p31 	=P 	+ p (7-20) 
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The cuts for. K(a,u,) as a function of two complex variables are 

easily read, off from the spectral representation (7-18) They are 

along 

im. 	=0, Ima 	= 0,andImct.=0. 

These cuts divide the space into six regions as: shOwn in. Fig.. 26. 

however, one of the cuts is missing for each of the three terms in 

Figures 27a,b,c. show the cuts for .the three terms. Missing 

cuts are denoted by.dashed lines.  

C. Spectral.Functions in Terms of the Discontinujtjes 

The spectral functions can be found,.when K(a,ui) is 

known, from the various discontinuities across the cuts. With the 

aid of (7-18) and F 7g. 27, we find . 

The superscript on K denotes the regions of definition shown in 

Figs. 26,27. Only two of these three equations are independent. 

Also 

+ 2 	= 0 	. 	 (7-22) 	- 
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In terms of the functions 	p' 	and 	pil 	defined in (7-20), we obtain 

= 	p(e -1) + p(e  

= 	I( e) 
+ 	II( 	e) 

= 	p'(l - e) + p(l - e) (7-23) 

Only two of the three equations are independent. 	Solving any two of 

these three for p 
I 	and 	p 

II , we have 

p' = 	[(e 	-1) +(e 	- 

p'1  = 	t(i - e ° ) + 	(l - e))/D, (7-2k) 

where 

L 2 D 	= e +e 	+e 	-e 	-e 	-e 

L1 
= (e -.1) 	(E 	- 1) 	(e 	' - .1) (7.25) 

• 	• 	Once 	p' , and p 	are • 	 p3 	, p 	, p23 	y be obtained 

from (7-20): 

ij 

-J) 	 -U) 

= 	[(e 	- e 	i) - 1 j (e 	- e 

ij = 	12, 23,  31 (7-26) 
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VIII. THE I1TESITY CORRELATION 

The intensity correlation function of photons has been defined 

in Chapter ii (see (2_2)). Its simplest physical. interpretation is the 

probability of finding two photons, one at the space time point y 1  , 

and one at 

( (c(Y1) 	(y2 ))((y2 ) A(y1 ))) 

( 	(f(y2)A(y1)) D12) 

averaged over the statistical ensemble of the states Is) , which 

contains full information about the source. 

In this chapter, weshall apply the temperature Green's function 

method to calculate the intensity correlation function. We first 

derive its connection with a particular temperature Green's function. 

This temperature Green' s function can be obtained through the diagram 

method or through other means. As will be seen, within the framework 

of the diagram method, there can only be two terms for the intensity 

correlation function, i.e., the familiar direct term and the exchange 

term. 

A. Connection with the Three End Temperature Green's Function 

The photon intensity correlation function has been expressed in 
	4 

terms of the current correlation function J by (3_3,4) : 
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((A(y1 ) A(y2 )) (A(y2 ) A(y1 ))) 

= [ g f 2  v/()2 yy)2f 	J(a,v) 

x exp 	v (t2 	
2 - 
	

+ 
y1) 

• where 

J(cz,v) 

= fdt e1Vt  ((j(k) j(k,t))(j(k,t) ja(k))+)  

J can be written in terms of the matrix elements of the current. 

operators between eigenstates of H as 

J(a ,v) 
= z1 a,c,c 

 
ctab 	bc aca 	

- i(V± c ) 

+ J.f 	(jtj 	 - 	e 
I3ab 	a a bc P ca - i(v + 	J 

avt I Jf(cx,vt) 	 ji(  a,v') 
= P77 - ' 	 + 	 (8-2) 

t 
 [_i(v_v')+ Tj 	i(v-v')+1J 	• 

where 



J'(a ,v) = z 
a,,c aab 	bc aca 	2 	(v 

+ 

(8_) 

J'(a ,v) may be obtained from a temperature Green's function with 

three ends. To see this, let us rewrite here the first expression in 

(7-19) for 

2 p' = z(2) 	E 	a AbBbC 	'(°L + 	 + a,b,c 
(8-4) 

We have replaced8(u + Eca) in (7-19) by 	+ E) . This is 

permissible since 	
+ 2 + 	= 0 and hence. 

~ Eb) 	+ E) 

= 

= 6(u + Eb) 	+ E,0 ) 	 (8_) 

Ifvelet 

A = j(k), 

B = j(k) j(k) , 

c = ja(k) 

cq)  = v 
, 	 (8-6) 



and integrate over 
01,

, we obtain (8_3), i.e., 

J'(a) =J 2 ic p'(,) 

p'  may be obtained from (7-24)  in terms of A, and 	, the d.iscontin- 

ulties of K . After some rearrangements, we find. 

	 Z11  J'(a , v) 
= e- 1 

f 	i + ee 	
8 

where A
,

and 	are evaluated at 

= -V-CL), 

92 = 

(8_8) 

Thus we have established the connection between the temperature. Green's 

function K and the desired correlationfunction. .K isrepresented 

diagramatically in Fig. 28. (See Section V.B for the conventions 

regarding diagramatic representations. The current operators are defined 

by (37). The dotted line indicates that the operators j(k) and 

.j() , which are obtained from jt(x)  and j(x') by separate Fourier 

transforms and whose product is the B operator (see (8-6)), are 

separated in space although they are tied to the same time. 

The remaining task is to find the temperature Green's function 

K and feed the results into 
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B. The Direct Term and the Exchange Term 
-p 

There are two disconnected diagrams contributing to K (see 

Figs. 29,30). First, consider the direct term given by Fig. 29 

= (jt j) 	(- 	 )

9210 

(j 	j) is sply 	with ends tied together: 

(t j) 	 (T) 

f dco' 	
• 	1 

= 	 i 	
(CO,  + 	- 	 - in 

=fL 
() 	 ST 	 (8-10) 

ST may be called the total source strength. The power spectrum 

s() is given by (_3) in terms of 9 () 
To analytically continueK 	, we write 	(u). for dir

(see (4_17,17') and the discussion there): 
21. 

K Kd,fr(,a2,) 	5T '_ o) 	E () 	 • 	(8-11) 

which is discontinuous across Im 	= 0, and Im 	= 0. The 

discontjnujtjes are obtained from (7-21): 
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= (e-1) 

x 	[K( 	+ ii) - 	(92 + in)] 

= (e 	- 1) ST  s(. u) (e 	- 1) air 8(u2) , 	(8-12) 

and 	= 0, 

Substituting (8-12) in (8.-7) taking into account (8.-8), we 

have the expected result: 

3dlr (a ,v) = 27t b(v) ST2 	 (8-13) 

Next, consider the exchange term given by Fig. 30 

Kexc 	= 9() ,9(_ cii) 	, 	 (8_14) 

which has cuts along Im 	= 0 and along Im 	= 0 

By (7-21), 

= 	 + i) + 	- 	 (-CU, + il) +(-- ii)) 

= - (e • - 1' (e 
-Po.L 
	

'I' 	s 
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Substituting (8-1) in (8_7) taking (8_8) into account, we obtain the 
simple result 

3texc (a ,v) 
= 	

S((0) s(c+ v) 5 	 (8-16) 

Figures 29, 30 are the only disconnected diagrams: contributing 

to K • In the limit of large volume, connected diagrams are negligible 

compared to the disconnected diagrams because each connected piece 

implies a factor of volume. Within the framework of diagram method, we 

must keep only the terms with the highest power of volume because 

Wick's theorem is meaningful only in the limit of an infinite volume. 

Therefore, within the limit of applicability of the diagram method, 

(8-13,16) give the exact result. 

Substituting (8-13,16) into (8-2,1) we obtain the result, 

((A(y1 ) A(y2 )) (A(y2) Aa(y1))) = [SJgJ 2  V/()2 y1y2 ]2  

+ 	 f d. e_it2_Y2_tl+Y1) 
s(CD) 

2 

] 	
(8-17) 

where s() is the normalized power spectrum defined by 

s(CD) 	S()/sT . 	 (8-18) 	
'I 

All the information about the source is contained, in the power 

spectrum S(u), which we have discussed in detail in Chapters V and VI.. 

It is clear: that the intensity correlation function contains no more 

inforrnationbout the source than the amplitude correlation function. 
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IX. SUMMARY AND DISCUSSION 

The over-all picture of our analysis is the following. The 

photon field is coupled to the many atom source system. The correlations 

in the many atom system lead to the correlations in the photon field. 

The influence of the photon field back on the source is ignored. After 

the correlations in the photon field are written in terms of the 

correlations in the source system, the latter are then studied by the 

temperature Green's function method regarding the source system as a 

large many body interacting system. In connection with the power 

spectrum, we have studied in some detail the behavior of the many atom 

source model. We have also analyzed various properties of temperature 

Green's functions in general. 

Our study has demonstrated the power of the diagrammatic 

temperature Green's function method of analysis. Indeed, this method 

is mathematically rigorous and straightforward. The very complicated. 

process of averaging a product of Heisenberg operators at different 

times is reduced to the elegant procedure of analytic continuation 

and simple diagram rules. 

Our analysis also reflects the limitation of the diagrammatic 

temperature Green's function technique. This technique is limited to 

systems in thermal equilibrium. The price for the diagram rules is the 

restriction of the analysis to infinite systems. More important, the 

physical meaning of the analytic continuation procedure and that of 

more complicated' diagrams are not transparent. As has been stated in 

Chapter III the limitation of the method limits the validity of our 

results to special cases. 	 ' 	 ' 



so 

The expression for the intensity correlation function derived 

in Chapter VIII (see ( 8-17)) agrees with that derived through other 

methods (see, for example, Ref. 2). Through the expressions of photon 

correlation functions in terms of the correlations in the source system, 

one can obtain information concerning the latter by experimentally 

analyzing the former. A detailed discussion in this connection can be 

found in Ref. 2. 

The formulation in this thesis applies to a solid or a liquid 

source,too. The mathematical procedure would be essentially the same. 

In a solid or in a liquid, the correlations are described in terms of 

the propagation of various elementary excitations (such as electrons, 

holes, excitons) and the interactions among them. When the temperature 

is not too high, the elementa.ry excitations behave very much like the 

particles in a dilute gas. 

Lasers are light sources of current interest. Unfortunately, 

a temperature cannot be defined for the laser cavity. While the 

populations of the internal states are inverted and describable by 

, negative temperature, the kinetic energy of the atoms and the inter-

actions among them must be described by a positive temperature. As 

was mentioned before, the temperature Green's function method applies 

only to a system with a single positive temperature. The generalization 

of the method to systems not in thermal equilibrium is expected to be 

non-trivial. 
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APPENDICES 

A. The Photon-Atom Coupling 

Since the size of an atom is much smaller than the wavelength 

of an optical photon, the atoms may be regarded as point particles. 

For optical transitions, the A2  term in the usual electromagnetic 

coupling is not effective. The interaction 

1(x) 	g A(x) j(x) + h.c. 	 (A-i) 

is adequate. j changes the state of the.atom from the upper level 

to the lower level. j 	does the opposite. 

We now derive the expressions (2..) and (2-6). Wed.o it here 

in order to make the main tet simpler and more continuous. 

Let Ji) be the state, in the interaction picture, of the 

system (source plus the vacuum outside) at the time - a, and let 

.u(t,t') be the time displacement operator in the interaction picture. 

We shall put a prime to an operator to denote that operator in the 

interaction picture. The un-primed operators are in the }Ieisenberg 

picture, 

The state of the system at time t = 0 is. 

Js) = u(o, - co ) JI) 



- 

A(y) Is) = ii(O,t) A'(y) u(t,- Co )fi) 

• 	 (A-2) 

= u(o,t) [A'(y), u(t,- a))li) 

We have set 	(y) Ji) to zero, i.e., the photons. created before the 

time - oo are ignored. 

• 	 Since 

u(t,- cc ) = (exp 
	
dx 	(x))~ , 	(A-3) 

and 

44 '(x)] = g[A'(y) A'(x)) j'(x) , 	(AJ4) 

wehave 

U(O,t)[A(y), u(t,- 	)3 = - ifdx D(y - x) 

u(o,t) (j'(x) exp - ifaxr 	'(x'))+  

= - igJax D(y - x) j(x) u(o,-  Co ) , 	 (A-) 

where 

D(y - x) 	tA'(y), A'(x)) e(t - T) 	 (A6) 

(A-7) 

= e(t - ) f 	e 	(y-x)-ik(t-t) 



Therefore, (A-2) becomes 

	

A(y)fs) = - ig fax D(y  x)  i()Is). 	(A-8) 

It follows that 

(si 	() A(y2 )Is) 

(A-9) 
= lgJ2Jxx 

D(y1- x) D(y2_ y2 ) (s jt(x1) j(x2)Js) 

Averaging over an ensembe of Is) , we obtain (2-5). 

Applying another photon annihilation operator to both sides 

of (A-2), we obtain, letting t2  > t1  for the moment, 

(AO 	A(y1 ))Fs) 

= u(o,t2 ) A(y2 ) u(t2,t1 ) EA'(y1 ), u(t,- 	)fli) 

= u(o,t2 ) [A' O (y~ ), u(t2,t1) [A'a(yi) u(t,- oo)]] Ii) 	. 	 (A-b) 

Similar to (A-5), (A-b) can be wrItten in terms of the current 

operators. Since j 	and A' 	commute, (A-lO)becornes, by (A-3,4), 



.85 

(A(y2 ) A(y1 ))s) 

= u(o,t2)(- 
g2)Jdx  dx1 D(y2 	b(y1 - x1 ) 

x (J'(X2 1) exp I J 	dx  

- g 	d x2  d x1 Dpv (2 - x2) Da(yi - x1 ) 

x Cj(x2) j 1 )),) . 

By the same argument, one arrives at (A-il) for t 2  <t1  . Squaring 

(A-li) and averaging over the ensembe of Is) , one obtains (2-6) 
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B. umerical Procedure 

The integral equation (6-27) to be solved is: 

Ø'(y,x) = 	- y  

x El + Jd3Y t F'(y,y')Ø'(y,)J  

with the restriction that 

J d3y e 	Ø'(y,x) 

shall be finite. 

Equation (B-i) can be solved by approximating the integral 

by a finite sum so that the integral equation becOmes a set of 

simultaneous linear equations of the form, in matrix notation, 

	

AC =.B. 	: 	 (B-2) 

C is then obtained by matrix division: 

C = A 1 B . 

I 

The matrix division can be done in a reasonable amount of time on the 

newest machine only if the dimensionality of A is smaller than 	 -. 

about 100. the integral in (B-i) can be reduced to a two dimensional 
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integral by exploiting the cylindrical symmetry. However, it is still 

impossible to well aproximate the integral by a sum over 100 mesh 

points. Therefore, we exuand the function Ø'(y,) in a series of 

Legendre and Laguerre poinomlals: 

E 0(2 + ) (L) 	P(x) 

X L(y) , 	 (B-u) 

where x k , and then truncate the series. We expect Ø'(y,x) 
to be a smooth function of y so that terms of high order are 

neg1igb1e. The moiva1on of using L (y ) iS that there are many 
2 

	

integrals over e 	to do. 

The kernal F'(y,y') is a function of y,y' and y.y t 	x' 

It can therefore be rittën as 

	

F!(y,yl) 	E (2 ± 1) ( 1  P2(x!) F , (y,y') , 

where 

F2 (y,y') = 2 	 ' Fr(y,y) . 	 (B-5) 

The integral equation (B-I) nov becomes a set of linear equations for 

the coefficients C 	: 
)fl 



C2?rit = B2  

where 

2' n' = 22' 	- 2 

100 

e 	L (v?) 

x (22' +1) ()_l 
f

l 
dxP2(x)P2,(x)/D(y,x) 

OD 

X 	dy'2  y' F2 ,(y,y') L,(y' 2 )

00  

B2  = 27t f 	dy2  e 	L (y2) f dx. P2  (x )/D (y,x) , 

D(y,x) = 	- 	- E'(y) - E'(y) . 	 (B-v) 

The integral (633) is 

s'(x) = f d3y  e  

= 	E c 	f 	dy2  e 	y L( 2 ) . 	(B-9) 

We keep Legendre polynomials of order less than 6 and Laguerre 

polynomials of order less 14 • Then (B-6) is a set of 24 linear 

equations. These equations were solved and the sum (B-9)  computed 

for various ±iput parameters on a COntrol Data 6600 computer. 
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Mu 8-10606 
Fig. 1. (See Section 111-A.) The source and the observation points. 

Fig. 2. (See Section 111-B.) The two atomic levels of interest. 

The degeneracies of the two levels are 2j 1  + 1 and 2j2  + 1, 

respectively. The unperturbed energy differences is 
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MU B •10607 

Fig. 3. (See Subsection IV-C-2.) a. Schematic representation of a 
general ternperate Green' a funtion. 
b. The schematic representation of a term in the expansion 

ofa temperature Green's function of two ends (see (4_9, 
• 	11,12)). 

c A general four end. temperaiiire Green's function The 
• 

	

	seven elementary excitation lines (the very thick lines) 
give rise to seven cuts. 
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MU B-1O600 

Fig. 4 (See SectionIII-C.) Momentum and spin are transferred from 
one atom to another. The thick lines (thin lines) represent 
atoms in the upper (lower) level. The wavy line in (e) 
represents a virtual photon. (a), (b), (c) represent elastic 
scatterings. (a.) and (e) represent scatterings with internal 
energy transfer. 

Fig. 5. tee Section v-B.) The Green's function 	. 
Fig. 6. 	Section V-B.) The Green'5 function S' in Fig. 5 is 

brokn into a sum. •' 	 cannot be broken further into two 
pieces connected by one thick line up and one thin line down. 
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Fig4 9. (See Section v-c.) The cuts or K(e,w) on the c-1ane 

and the integration contours. 
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MUB-10611 

p. 10. (See Section V-D.) The cuts of 	(€,c',) on the 

c'-plane and the ingration contours. 
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Fig. U. (See Section V-D.) The four corner function 

hooked to four 1egs. 
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MU B 10613 
Fig. 12. (See Section -A.) a. the lowest order contribution 

to the kernal F(p,p') 

b An example of the string diagrams generated by Fig, 12 

The scatterings (the events between the operators 
and j ) transfer the internal energy of the atom 
A to the atom C 
A cavity mode quantum excites an atom, which transfers 
its internal energy to another atom. j is the coupling 
to the photon field outside the source (see Section VI-B). 
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MUB-10614 

Fig 13. (See Section 111_A.) The self energy diagram due to the 

internal energy transfer via the exchange of a virtual 

photon. 

Fig. lii.. (See Seccion VI-A.) Figure 13 unscrambled.. 

The temperature independent "true' t  self energy. 

The self energy due to scattering. 



S 

(a) 	 (b) 	(c) 
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Fig. 16. The exchange diagram obtained from Fig. 15b  by swit citing 

the upper end of the line on the right and that on the 

left. 

Fig. 17.  (See Section VI-D.) First order contributions to F(p,p'). 
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Pig. 18. (See Section VI.D.) The effect of this diagram is inc1ied 

in the first order kernaL 

Pig. 19.  (See Section 	is.,) The second order diagrams representing 

the terms in (69). 

Fig. 20. (Se Section VI-D.) The second order elastic scattering of 

ô atoms while a photon is being emitted. 
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MU B .10619 

Fig. 21. (See Section vI-F.) 'The power spectrum S' (X) vs. X 

(see (6_2 14,29,33) for the definition of the parameters) 

= 0 for the curves in this figure. s'(x) = 
s'(- 7%.). The numbers labeling the curves are the 
valuesof 	. 
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MUB-10618 

Fig. 226 (See Section VI-F.) The power spectrum vs. X 

The dashed curves are the reproductions of the 

curves in Fig. 21 for E= 10,100, 1000 for 

comparison. 

0.1 
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Fig. 23 Fig, 24 
2 

Fig. 25 Im W2 
Fig. 26 

\\ W2 

1mw3  

MUB-j,0620 

Fig.. 23. (See Section Vu-A.) Domains of definition of K(Cycle i). 

Fig. 214.  (See Section 1111-A.) Domains of definition of K(Cycie 2). 

Fig. 25.  (See Section VII-B. ) Schematic representation of 

Fig. 26. (See Section Vu-B.) The cuts for 	 in the space 

of to complex vari& Dies. 
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Fig. 28. 	(See Section VIII-A.) The d.iaram representation of 	K . 	The 
dotted line indicates that 	and 	jp 	are tied to the same 
time. 

Fig. 29. 	(See Section VIII-B.) The diagram leading to the direct term. 
Fig. 30. 	ee Section VIII-.B.) The diagram leading to the exchange 

trm. 
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