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ABSTRACT 

The bbject of the computation is to determine the ground 

state energy, E, and the effective mass, m, of the polaron for 

a range of cupling strengths, g. It is jntended to determine these 

values with greater accuracy than has hitherto been attained, and 

at the same time to arrive at a quantitative estimate of the 

accuracy of these results. Because of the second coneideration 

in particular, any adhoc restrictions or siniplifications are 

sludiously avoided. 

The procedure is a variational one. The trial state is exnanded 

as a linear combination of .bais states chosen in advance. These 

basis states are carefully chosen to accelerate convergence, and 

arranged in systematic sequericca so that the error from states no 

included can be estimated. 
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The coefficients in the expansion (variational parameters) 

are determined nu1nerically with the use of advanced computers. 

The biggest obstacle to achieving accurate results is the limitation 

imposed by finite computer memory. By choosing numerical procedures 

carefully adapted to this problem, it is possible to include nearly 

1000 states in the fundamental expansion of the trial state. 

It was possible to determine the ground-state energy, 

for an important but restricted range of coupling strengths, 

including most of the so-called intermediate-coupling region. 

The results were gene±aUy lower (i.e. better) than the results of 

other variational computations. The estimated fractional error in E 
0 

ranged from 0.1 per-cent (weaker coupling) to 1.0 per-cent. Theae 

estimated errors are usefully small, but at the same time larger 

than one would have anticipated or hoped from a computation on this 

• 	scale. At.the same time, the possibility of making error-estimates 

effectiely gives also (approximate) lower bounds, an advantage 

not shared bymost previouscomnputations.. 

• 	 The effective mass, m*,  was determined for the seine range of 

coupling strengths. The accuracy of i.hese results is more difficult 

to estimate, because they do not have the characteristic of being 

a bound (e.ge upper bound), and hecaue of numerical considerations. 
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I. ThTTRODTJCT ION 

The naiñe 12olaron refers to quantized excitations of the system 

consisting of a conduction electron interacting with the lattice of 

an ionic crystal through a polarization field. More precisely, 

hIpolaront refers to a particular simplified model of such an inter-

action. This model is due to Frohlich' and the Hamiltoniancorres-

ponding to this model is referred to in the literature as the 

"Frohlich Hamiltonian." 

The Frohlich Hama.ltonian describes an interaction whose 

strength is characterized by a dimensionless coupling constant, g 

For crystals of physical interest, the coupling strength varies from 

the region of wcak coupling (g ' < 1) to coupling strengths of order 

g2  = 10. As a mathematical problem, the polaron is well-defined 

for all coupling strengths. 

In addition to the coupling constant, g, the "crystal momentum" 

P appears as a parameter when the Hamiltonian is written in a suitable 

forms The dependence of the ground-state energy of this system on 

the momentum p, for small P, is conventionally described in terms 

of the lpoiaron  effective 	m, which is defined as 

1 
= 	(E/dP2 )

-1  

so the ground state energy E may then be written 

14 

* Some authors convcntiona]lv us 	to doiote the coupling strength. 
Thc correspondence is o( = g. 
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E = E + 1,2/2m*  

for small P. 

Of the various properties of the system that may be predicted 

by theory, the effective mass is of particular interest from  the 

physical point of view. This quantity enters into the mobility, 

/j, through the relation 

	

. 1L1 = eT/m 
	

('.3) 

and into the cyclotron resonance frequency, Oc  , through the relation 

	

Cic = eH/m*c 	 (1.4) 

Through these observables, rn' provides the connection between theory 

and experiment. 

The polron problem may be viewed apart from its physical 

motivation, as an elgenvalue problem in mathematical physics. The 

Frohlich. Hämiltonian has in the past sexved as an instructive 

testing-ground for computational techniques, and it. is primarily in 

this spirit that we shall attack the problem. We shall, neverthe-

less, avoid introducing any arbitrary or unphysical assumptions, 

so that our results may be useful to the physicist and the experi-

mentalist, 	 . , 



The polaron p'oblem attracts our atteition because it describes 

a non-trivial field-theoretic prdblem which is free from divergenceg 

and which exhibits some, of the chracterjstjcs and difficulties of 

a wider class of problems. There are several more or less distinct 

regions of coupling strength, each of which calls for its own methods 

of attack. Finally, there are an unusually large number of approxi-

niations, or modifications, of the polaron problem, each of which is 

solvable, or has solvable aspects, and which shed some light on the 

real problem. 

If the literature of the polaron problem cannot be described as 

profound, it can fairly be described as a rich source of original 

and creative techniques in computational physics. The most notable 

of these is perhaps Feynman's application of his path-integral formal-

ism for the numerical solution of the polaron problem. 2  This formal-

ism, an ingenious approach with several mathematical and philosophical 

ramifications, found in the polaron the first test of its powers 

as a practical computational tool. Our work will provide new con-

firmation of the surprising accuracy of.Feynman's method. 

The strong-coupling theory of the polaron has been described 3  

as being "...interesting in its own right,, presenting us with a 

number of fascinating mathematical problems." The strong-coupling 

theory is an exceedingly complicated field which is a subject in 

itself and which we will not discuss here. 
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Between the strong-coupling region, which is a very difficult 

area, and the weak-coupling region, which is subject to treatment by 

perturbation theory, there lies the so-called intermediate-coupling 

region, which is not subject to treatment by the techniques suitable 

for the two extreme. regions. This region can, be defined in terms 

of the conventional dimensionless coupling constant, g, as the 

region roughly corresponding to 

1 	g2 	9 
	

(1.5) 

The coupling constant is a property of the crystal, and a great 

majority of the crystals of interest lie in this region. 

It is in the intermediate coupling region that the variational 

techniques, have played the most important role. The simplest of 

these is motivated by the Tomonaga approximation of meson field theory. 

This approach was developed concurrently byseveral authors 40  but 

is now popularly referred to as due to Lee,Low, and Pines. 6  The Lee-

Low-Fines calculation has implications for our own study, and gill 

be discussed in some detail in a later section. 

A generalization of the Lee-Low-Pines approach is given by 

Lee and Pines7, and this study will also be reviewed. The Lee-Fines 

paper is particularly instructive as a model calculation. Judged as 

a numerical computation it is limited in its scope and does not begin 

to draw on the full power of modern compitational techniques. 



Our work is a variational calculation that begins somwhat in 

the same spirit as the work of Lee—Pines mentioned above. However, 

we shall proceed in a more systematic maflner, avoiding any un-

necessary restrictive assumptions, and preparing to draw on the full 

power of modern computing techniques if that is where the problem 

leads us (and we shall soon see that it does) 

fter giving a specific definition of the polaron problem 

(Chapter iI) we will review those attempts at solutions that are 

known and that are relevant to our work here (Chapter III). In 

Chapter IV we discuss in some detail the choice of a basis of 

vectors, or states, from which to construct the trial state for 

the variational computation. 	In Chapter V we discuss sortie principles 

that underly our analysis, and in Chapter VI we outline the numerical 

techniques that are needed for a problem such as we will encounter. 

Finaily, the results are presented and discussed in Chapter VII, 

and a briet; summary follows. 
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II. THE POLARON }ROBIEM 

In this chapter we summarize some of the physical principles 

and mathematical manipulations that lead one to the Frohlich 

Ramiltonian, which will then be the starting—point of our calu-

lation. These remarks are intended neither.as original nor as 

rigorous, but are included to leid perspective to the main body 

of this paper. In what follOws we are guided principally by what 

8 Frohlich has written in a recent review. 

At the outst several assumptions are made with regard to the 

nature of the oscillations of the crystal lattice. It is assumed 

the crystal can be treated as a macroscopic dielectric, character- 

• 	ized by a complex dielectric constant, . It is further assumed 

that the d±lèctric constant E, can be regarded as independent of wave-

vector; and that is has two characteristic absorption frequencies. 

F'om these assumptions, elementary considerations lead to 

the concept of an "effective dielectric cOnstant" E , which relates 

the polarization field to the electric displacement Daccording to 

P(r) = (1/4ë)D(r) 	 (2,1) 

where is defined as 

lZE = 	1/ g 	 (2.2) 
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Here E is the static dielectric Oonstant and Eis the dielec-

tric conste.nt for high frequencies. Frohlich makes the simplifying 

assumption that the frequency of lattice vibrations, t.) , is a constant 

(independent of wavelength). It is also assumed that in the absence 

of the polaroxi interaction (i.e. the interaction of the electron with 

the polarization field) the electron can be described by an "effective 

mass" in, that will now be referred to as the bare mass, or simply as 

the electron mass to distinguish this concept from the polaron 

effective mass m. For the purpose of computing the electric field, 

the electron isregarded as a point charge. 

The Frohlich Hajniltonian is derived from a Lagrangian of the 

forin 

Z = 4( (r) -6.P2(r) ) + D(rP(r) 	 (2.3) 

Here F(r) is the olarization field, and D(r) is the electric field 

due to the electrdn. The parameter ,,tL  will be determined shortly. 

Taking P(r) as the generalized field coordinate q(r), the conjugate 

momentum is found to be 

p(r) = 	/1!(r ) = ,/AP(r) 	 (2.4) 

and the Hamiltonian 

= f  d3r '( F(r) +C.?P2 (r) ) - D(r)P(r) 	(2.5) 
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The equations of niotionfor the field 
	

i 

q(r)H/p(r) = p(r) ,.u_ 	 (2.6) 

;(r) a $H'/q(r) = _/L4Ji(r) + D(r) 	 (2.7) 

lead to the relation 

(r) #CJP(r) = (l/1u)D(r) 	 (2.8) 

This form shows that in the absence of the electron (D=O) the 

polarization field is described by the equations of simple harmonic 

motion, as we would want to require0 Consider (2.8) in the static 

limit P 0 , and referring to (2.1) we arrive at the expression for 

the constant/A. , hitherto undefined: 

4TTE/&) 	 (2.9) 

Considering the electron as a point charge 

• 	 D(r,rei) = 	
(2.10)

ell 

The polarization field satisfies curl P = 0 and so may be derived 



from a polarization potertia1, Ør): 

P(r) = (1/411)VØ(r) 
	

(2.n) 

After an integration by parts, the interaction term of the Hainiltonian, 

H. 	_fd3rD(r)P(r) 	 (2.12) int 

can how be written 

Ht = eØ(r) 	 (2.13) 

To take into account the electron kinetic energy we modify the 

Hamiltonian H' (2.5) by the addition of a term so that our Hamiltonian 

H is now given by 

Hi H + p2 /2m 	 (2e14) 

The electron equations of motion are then easily found. 

1'el 	1)el/'m 	 (2.15) 

e1 = - eV1 Ø(rei) 	 . . 	 (2.16) 
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• 	 Before proceeding with quantization, it is convenient to 

introduce temporarily a cubic volume V, and to apply periodic boundary 

conditions with respect to this volume. 

At this point it is conventional in similar problems to 

Fourier-analyze the fields and to express the commutation relations 

of the operators in terms of these Fourier components. In our case, 

the condition that P(r) be real introduces an auxiliary relation 

which has the effect that the Fourier components are no longer 

independent. The resulting difficulties are circumvented by 

the introduction of a complex field, B(r), which has independent 

Fourier components. Following Frohlich, we write 

B(r) 	[(P(r) + P(r)) 	 (217) 

As curl(P) = 0, B(r) has a Fourier -compo siti on that can be written in 

the form 

1 - 	-- 

	

eh1C'I' 	 (2.18) 

One can then show straightforwardly that the cornutation relations 

Of the B fields 

{B.(r), B,(r)] 	=iS(r_r T ) 	 (2.19) 

lead in turn to the relations 
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[bk ,  bk,] = 
	

(2.200 

[b?} = fbkt] = 
	

(2.21) 

• 	The Hainiltonian (2.14) can then be written 

H = HF + H + 	 (2.22)el 

where 

(2.23) 

H 	=(Ij2/2 V, 	 (2.24) 

Ht = 4e(/2Vifi)h/2i 	 bke r ) 	(2.25) 

The factQr 4fe(5/2V7.L)1I'2 is conventionally written 

h/2n1 J)h/4 (41Tg2/v)112 	 (2.26) 

where g is the dimensionless coupling constant referrea to earlier. 

The constant •g is then given by 

E2I 	 • 

	

211eim 	••• 	•••- • 

9 	= 	---,jfr--- 	 (.27) 
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using: (2,2) and (2.9)  we may then write 

2 	e 21 	lAin 
g 	 (2.28) 

Here 

o = charge of the electron 

high—frequency dielectric constant 

E. = static dielectric constant 

1i = Planck's constant / 2I 

m = Thare mass" of the electron 

= frequency of lattice osciflations (longitudinal modes) 

It will be more convenient for our purposes to consider the 

Hamiltonian in the form it takes in the limit V 	• As periodic 

boundary conditions lead to the suniation over (2 )3 points in 

k—space per unit volume, the replacement 

l 	•i.r 2  

Iak 	 (2.29) 
• 	vL_ 	(211)J 

gives the proper1 normalized form in this limit. We will also 

want to remove the awkward complex fator in the interaction by 

maleing the simple unitary tran'formation 

1- 	+ 
a1 	ibk , 	 a = —ib 	 • 	(2.30) 
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With these changes the three terms of the Hairiiltonian (2022) can be 

written 

HF = f d3 k ak 	 (2.31) 

H = (1/2m)VJ (2.32) 

Ht =fd3k(V*(k)atelkr  + V(k)a(k)eC 	 (203) 

where we have chosen units in whjch = 1. We have now 

V(k) = - (2m()_1/4()3) 1/2 
	

(2.34) 

For computational purposes it is convenient to transform the Hanij.ltonian 

to a new form in which the coordinates of the electron, rel  do not 

appear. Consider the unitary operator 

U = e(_1Jd3k a, ak kr ) 	 (2.35) 

The transformed operators 

k = U'akU = ake 	 (2.36) 

p = UpU = p + Jd3k akak 



• 	 lead to the transformed Hainjltonian 	 .. 	 . . . 

H = ( p _Jd3k aak  k 
)2/  + fA W akal 

4d3  k ((k)a(k)+V*(k)a 	) 	. 	. (). H. 

where we have dropped the ttbarstl indicating the operators are trans-

formed. One can verify that p (now written p) as defined by (2.38) 

commutes with the Hamiltonian. One may then choose the elgenstate 

of the Hamniltonian to be an eigenstate of p, with elgenvalue P. 

Making this choice, and expanding the first term of (238), one can 

write 	 • 	• 	. 

ii = 	im _fd3k akakk 	. 	 • . 

+fd3kfd3k' Elat ta ak , (kkt) 	 (2.39) 

+ d3k ((J+k2/2m) 4ak +fd3k( V(k)a, +V*(kg ) 

• 	 We have used the conm3utatiorl relations 	 • 	 • 	• 

([ak, akt} = 	kk' 	 • 	
• 	(2.40) 

• 	 • 	 •. 	 ., 	 ., 

to write the creation operators to the left of the destruction operators 

in the third term of (2.39). 	 • 	. 	•. 	. 





III, PREVIOUS SOLUTIONS AND APPROXflYLAT1ONS. 

In this chapter we will review some previously-published 

attacks oh the polaron prOblem which are precedents for our work, 

or which are of fundamental importance. 

The simplest approach to the poiaron treats the interaction 

term 

Ht = fd3  k ( V(k)ak + V*(k)a  

as a perturbation. In the absence of the interaction (3.1) the 

ground state of the system is the vacuum state: 

/Ø)=/o) 	
3.2) 

The interaction (3.1) allows transitions to one-phonon states of all 

momenta, k: 	 I 

/ø) =.a /o) 	 (3) 

The first non-vanishing contribution to the energy is the second-order 

perturbation theory term: 

r 	v2 (k) 
= -Id3k 	 (.4) 

J 	(6) + k2/2rn k P/rn) 
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This form can be easily integrated, and one finds for small P 

• E -g2 - (g2/6)(/) (3.5) 

According to (1.1), this corresponds to an effective mass 

ni*/m = 
	 (3.6) 

(i-g2/6) 

A second approach, based on the intermediate-coupling approximation 

of Tomonaga, is the calculation of Lee-Loc-Pines 6, to which we have 

refeied. The Tonaga approximation is charaOterized by the assump-

tion that the eigenstate /0) has the property 

(k1,k2,...k 	cf(k3 ) 	 () 

This theory asswnes there is a phonon mode, defined by f(k), which 

can usefully desc'ibe all phonons, and that correlations between 

phonons may be neglected. The object of the calculation is then 

to find the functional form f(k) that gives the lowest ground-state 

energy. 

The Lee-Low-Rtnes calculation begins with the tx'ial state 

/0) = exP[ifd3k (af(k) +ak f*(k)] Ia) (3.8) 

which is in fact a special case satisfying (3.7) The function f(k) 

remains to be determined. 
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It is suggested that (3.8) be viewed as a unitary transformation 

from the vacuum state /0) to a new state /0) with the unitary operator 

U = e 	(Lfd3k ((k) +a*()  ) ) 	 (39) 

This transformation yields 

ak = U 'akU = ak + f(k)  

and is referred to as a translation by 1(k) 

The problem may now be viewed as the problem of finding the farm 

f(k) that minimizes the expectation value of the transfarmed Hainil-

tonian H = U 1HU in the vacuum state /0). 	This computation is 

easily carried out, and one finds 

f(k) =
f 	_v*(k) 	 () 

(C*) + k2/2m + (q-'l)kP/m ) 

If P=O the third term in the denominator does not arise If PJ 

q is defined by the relation 

(3. 	 - 	 t 

J d k f(k) k = qP 	 (3.12) 

Considerations of symnetry dictate that a relation of this form should 

exist. One fjndsf or small P 
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q = (g2/6)/(l+g2/6) .+ O(P2) +... 	 (3.13) 

and 	 f i  

E = .g2(,i + (P2/2xn)(1 + g2/6)1 	 (3.14) 

from which the effective mass 

= 1 + g2/6 	 (3.15) 

may be derIved. 	
H 

• 	 The accuracy of this calculation may be judged by comparing the 

• 	 results with those of more sophisticated calculations, some of 	 H 
which we shall discuss shortly. Note that E 

op the ground-state 

energy for P=0, is the same as that given by perturbation theory 

For the case P=0 the Lee-Low-Pines procedure reduces the 

polaron problem to one formally equivalentto a fixed-source neutral 

sealar field model--an elementary problem in field theory. The 

Hamiltonian defining this problem is of the form 

fd 3k W(k) 4ak +fd3k (V(k)ak  + V*(k)a ) (3.16) 

If we take W(k) = (j 4 k2/2ni and identify V(k) above with our previous 
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definition (2.34), the frohllch Hainhltonian (2.39) only by the presence 

of the additional term 

HQ  = 
 

fd3  kfd3  k aak,alakI  (iit) 	 (3l7) 

One can attempt to take into account the term (3.17) by con-

sidering it as a perturbation, starting from the Lee-Low--PThes 

state (3.8) as the zero-order solution. This is possible because 

the state (3,8) (with f(k) given by (3.11)) is in fact an exact 

solution of the unperturbed "neutral scaler field"-type Hamhltonian 

(i.e., of the Frohlich Hamiltonian (2.39) minus the "perturbation" 

(3017)). The result of this perturbation calculation gives an 

energy shift 

E 	- 0.0159 94 Ci) 	 (3.18) 

C 

so the ground-state energy (for o) is given by 

E = -4.,92  - 0.0159Ug4 	 (3.19) 

We will refer to this computation as the 	perturbation calcu- 

lation, to distinguish it from the firt calculation we discussed, 

which treats the interaction term (3.1) as the perturbations 
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We will see that this result has gTeataccUraCy, and range 

of validity (in terms of coupling-strength g) than one might be led 
* 

to conclude from its perturbation-theoretic origin. Note in this 

connection, however, that the term (3.17) (the "perturbation") 

is not characterized by g as a coupling strength. 

The point of view discussed here, which treats (3.17) as 

a perturbation, will be useful to us in our later work. In 

selecting and ordering the basis of states, we will be guided by 

the successively higher orders of approximation to the eigenstate, 

in the sense of th!sHcalculation. Later discussions will clarify 

these remarks. 

A, more general variational calculation., in the same spirit 

as that of Lee-Low-Pines, is described in the paper by Lee and Pines 7 . 

The Lee-Pines approach is a generalization of Lee-Low-Pines in that 

the phonon may be emitted into either an S-state (as before) or one 

of three P-states. With certain additional assumptions it is 

possible to carrythrough the variational calculation analytically. 

The numerical results are tabulated in thefOtbrowof Table . 

One assumption made by Lee-Pines is that the elgenstate /0) 

may be usefully approximated by a state which is a product of an 

S-wave factor and a P-wave factor. Specifically, the trial function 

used by Lee-Pines is of the form 

* See row 3. of Table . 
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/0) = exP[ifd3k (f(k)a + f * (k)ak )] /0') 	(3.20)k.  

where the state /') contains no S-phonons, but only a distribution 

(to be determined) of P-phonons. Lee-Pines justify this special 

form on the grounds that the resulting solution can be shown to be 

exact in the weak-coupling limit (g24 1), and in the strong-coupling 

limit for the problem defined with a momentum cut-off, K. The latter 

observation is an interesting one. However, the introduction of a cut-

off in the integrals is a non-trivial modification of the problem, 

and the significance of the results for the problem without cut-dff 

is not clear. 

The introduction of a cut-off in effett creates a new kind of 

strong-coupling rgion that has no immediate relation to what is 

conventionally referred to as the "strong coupling region." Certain 

integrals that occur in the solution of Lee-Pines, and which are there 

neglected. as being negligible next to 192  (in the limit g- oo) 

are in fact integrals that diverge (in one case as steeply as K 5 ) 

in the limit K 0 • The lee-Pines strong-coupling solution then 

deècribes a region that is "strong" in the sense that 	. 

* 

K5/g2  < 	1 	 . 	. 	. . 	(3.21). 

This is a region that does not exist at all for the problem as we are 

considering it. 
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The results of Lee-Pines in the intermediate-coupling region 

are a considerable improvement over the earlier results of Lee-

Low-Pines. In order to judge the accuracy of the Lee-Pines results, 

we turn to still another approach: the highly original attack on 

the polaron problem by Feyriman. 

Feynman approaches the polaron problem by recasting it in 

terms of his "path integral" formalism. In this formalism, the 

quantum-mechanical kernel, or Green's function, plays a central 

role. The kernel is defined by Feynman in terms of. a path-integral, 

or sum over paths, where the integrand is the exponential of the 

classical action (considered as a functional of the path). This 

fundamental definition is usually written in the form 

K(x',t';x,t)fx(t) exp( f(x,;,t) dt ) 	(3.22) 

The reader isreferred to the original paper of Feynman9  or to any 

of several review 	
10.,11  for a detailed study of themeaning 

of this expression. 

In the problem at hand one doesn't in fqct need the kernel 

explicitly. The ground-state energy can be shom to be given by the 

as'mptotic decay-rate of the Green's function for large imaginary 

times: 	 . 

E = - lim 	log K(x', -it; x,O)  
•t - oo 
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Including this limit early in the calculation permits simpli-

fying manipulations. 

Unfortunately, the class of path-integrals that can be ex-

plicitly computed is very siriafl, and the integrals arising in this 

problem are not included in that class. Feynman circumvents this 

difficulty by introducing a novel variational principle. A 

simplified "model problem" is introduced, which is presumed to 

represent a decent approximation, in some sense, to the real. 

problem, and for which the corresponding path-integrals can be 

computed. Feynman shows how the solution of this model problem can 

be usedto get an upper-bound on the ground-state energy of the real 

problem. The upper-bound characteristic of the approximation is 

based on the inequality 

• < e, x  > 	 (324) 

where ( >. denotes the average value. 

The Feynnian procedure involves no numerical work until the end 

of the calculation, where a function (involving one integral that must 

be solved numerically) of two variable must be minimized with respect 

to those two variables. This procedure leads to the results tabu-

lated in the Wthh row bI Tablo. The specific figures given are 

12 ,  
due to SchultZ. 



Keeping in mind the variational character of all three sets of 

results (i.e. Lee-Low-Pines, Lee-Pines, and Feynnan), it is clear 

that Feyninan's are everywhere superior, most markedly in the region 

of stronger coupling 

Unlike the work of Lee-Low-Pines, Feyninan's approach does not 

seem to admit an obvious generalization that might be used to get 

an estimate of accurady. If one is inclined to be suspicious, one 

can point out that the "model problem" introduced by Feynman seems 

inadequately to reflect the true complexity of the real problem. 

On the mathematical side, the inequality (3.24) may. be  too "weak" 

C or accurate numerical 'results. The weight of the available evidence, 

including the results of our own calculation, seems to show that 

these objections carry little force, and attests to the quite 

remarkable accuracy of Feynman's results o/er a wide range of coupling 

constants. 

0 
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IV. WAVE FUNCTIONS AND STATES 

The calculation which we propose to do is, like those of Lee- 

Low-Pines and Feynman, a variational calculation. Unlike the previous 

attacks on the polaron problem, we will be prepared to lean heavily 

on large-scale numerical techniques. We hope in this way to obtain 

more accurate results and, at the same time, get an estimate of the 

probable error of these results. Particularly because of the second 

requirement, we will proceed in as thorough and systematic a manner 

as possible. We shall avoid introducing arbitrary assumptions 

or restrictions whose effect on the results cannot be estimated. 

In particular, we shall introduce no arbitrary restrictions on the 

size of the basis (such as the ±estriction to S and P states), except 

as is determined by;limitations of computer space and time. 

Accurate resultswifl require a trial state with a very large 

number of parameters. These parameters will be determined, as always, 

by the requirement that the Rayleigh quotient (Ø,HØ)/(Ø,Ø) be stationary. 

The equations resulting from this condition can, in general, be 

solved efficiently and accurately only if the variational parameters 

are linear. That is, our trial state /0) should be expressed in 
terms of a suitable basis of states /j),(j=I,2,...) by a linear ex- 

pansion 

/0) 	c/j) 	 (4.1) 
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We will refer to equation (4.1)  as the "fundamental expansion.t' 

If n terms of this sum are included, one is led to a system 

of n linear equations. A variety of techniques are 1mom for the 

numerical solution of such a system, and those appropriate to our 

problem will be discussed in a later section. 

A necessary step in setting up the calculation is then to 

construct a suitable basis of states /j) (j1,2,...) to use in 

the fundamental expansion (4.1). Before constructing such a basis, 

one needs to choose a representation for the one-phonon wave functions. 

The niany-phonon states /j) are then constructed in the conventional 

manner by specifying occupations (numbers of phonons) in each of 

the various states, or modes, each mode being defined in terms of a 

set of quantum numbers. 

The problem as defined by Frohlich is set up in terms of a 

representation where the phonon wave function u(k) are given by 

u(k) = 	h1C'1' 
	

(4.2) 

i.e., in the momentum representation. This representation is not 

useful for our work. What we must do is choose a new complete set 

of functions u(k) which play the role of (4.2) and which are better 

suited to our purposes. 

In the same spirit as Lee-Pines, we will choose to describe the 

angular, dependence of our phonon wave-fuhetions in terms of an angular-

momentum representation. That is, we write 



u(i) = R(k)Y(Q) 	 (4.3) 

where Y are the spherical harmonics, and.Q represents the pair 

of angles 9,0. The radial function R(k) is then given by 

• 	Rk) 	f dQ Y( Q )u() 	 (4.4) 

R will be independent of M, but will, in general, depend on L, in 

addition to a "radial quantum number" N. We write then 

uNLM ( ) = RNI(k)YLM(c2) 	 (4.5) 

where the complete setRNL(k) must now be defined. 

The calculation of Lee-Low-Pines, which wehave discussed in 

somé detail, can be looked at as a special case of the above, with 

phonons restricted to spherically symmetric states (L=0) and to 

one radial state (the "radial ground state") N=0. In the same sense, 

theLee-Pines calculation corresponds to the restriction N=0, L= 

0,1 (ignoring for the moment certain other special assumptions made 

by Lee-Pines). 

• 	 Because of limitations of computer size, and other factors, it 

will be necessary to restrlcL the occupations of states to only a 

• 	
few leading terms from the,.radldl sequence N=0,1,2,.... We will want 

to choose the ground radial.state N0 to give  a respectable approxi-

mation to the exact answer, and to choose the reni&ining ones (N=1,2,...) 
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if possible, in such a way that only a few terms of the radial 

series Will suffice for an accurate approximation. Before con-

structing the sequence of radial states R ML  in the general case, 

we turn our attention to the ground radial states ROL  for arbitrary 

L . 

It is natural to be guided in this respect by the results of 

Lee-Pines, and Lee-Low-Pines, because of the close relation between 

their computation and ours, which we have just pointed out. These 

calculations determine analytically the optimum functional form of 

the ground radial states ROL(k)  under the restriction that there be 

only one radial state (Tomonaga approximation), in addition to the 

restriction on angular momentum. 

According to (3.1-1), the Lee-Lo.r-Pines result (for Po) 

suggests that we make the choice 

I 
c oo  

B. (k) 	 2 	 (4.6) 
00 	 k(C)+k/2m) 

It will be contenient to carry out our discussion in terms of the 

dimensionless unit x = k/(2m(i) 
)1/2,  so that (4.6) will be written 

R00 (x) = 	
x(l+x2 ) 

	 (4.7) 

The corresponding Lee-Pines results, in contrast, involve three non-

linear variational parameters (in addition to the usual normalization 
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constants). In terms of our present notation, these results suggest 

	

C 	V(x) (x2-f-a2 )
00  

= , 2 22 	2 2 	
4.8) 

tx–b) +CX 

C xV(x)
01  R01(x) 	

(x2–b2 )2  + 

C 	x
01 = 	 2— R (x) 	 (4.9) 

C00  (x2a) 	00 

As we have pointed out, we will want to work principally with 

linea. variatinal parameters. It will therefore not be convenient 

to use functions with a complicated non–linear parametric dependence 

such as (4.8) and (4.9).  However, the form of these functions will 

give us some useful clues. 

The most important consideration in the choice of phonon wave-

functi?.ons is to approximate the analytic properties of the solution 

(insofar as they are known, or can be estiraated) as well as possible. 

• 	 In particular, we are concerned with singularities and limiting 

• 	 properties. It is important to study the asymptotic functional 

forms of Thu R (x) and Urn R (x) and to choose these to match 
• 	 w-o 	 OL 

the corresponding properties of the solution. What are the known 

• 	properties of the solution? 	On the basis of the Lee–Pines calcu- 

lation, (4.8) tells us 
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litn 	R00() V(x) 	1/x (4.10) 

• 	 and from (4.9) 

lLn R01 (X) xV(x) 	1 	• (4.U) 

These results suggest 

1ImROL(x) (4.12) 

Similarly, 

Thu 	R00(x) V(x)/x2 	1/x3  (4.13) 

and 

.1mR01}x) R00(x)/x 	. • 	 (4.14) 

These results fO± 1aesuggest the pattern 

RoL(x) x L  V(x) / x2 	• (4.15) 
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S 	 Conditions (4.12) and (4.15) can be satisfied simultaneously 

if we assume that the asumptotic behavior of ROL(x)  is governed 

in both extreme.regiofls by a factor of the form 

1-1 

RoL(x) 	
X 

Ci + 

L 	V(x) 	 (4.16) 
(ix) 	(1+x2) 

	

• 	This same factor is suggested by a perturbation-theoretic argument 

similar to the "second" perturbation-theoretic point of view, discussed 

earlier. We tentatively accept (4.16) as a condition to be imposed 

on the radial functions ROL(x). 

We are faced, then, with constructing a set of functions ROL(x) 

with the asymptotic behavior described by (4.16), and which coincide 

with, or closely approximate, the results of Lee-Pines for the case 

L=O and L=L These and other minor considerations lead us to make 

the following choice for the leading radial functions ROL(x). 

- 	N 	 - 	 - 

ROL(x) 	
X  4 	

C 	 (4.17) 

	

(1-i-Z2x2) / 	x(1 + Z2x2 ) 

Here Z is a free parameter, analogous to the parameters a,b,c 
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appearing in the Lee-Pines solutions (4.18) and (4.19). It is in 

the nature of a scale factor, and it is intended that Z will initially 

play a minor role in the calculation. In fact, we begin with Z=1, 

so that (4.17) coincides with the Lee-Low-Pines result for I.O. 

After,  preliminary calculations, we may make adjustments in Z to 

further optimize our results. The function (4.17) has the simpli-

city required for the kind of numerical techniques we will need to 

use, with a small concession (i.e. the scale factor z) to the 

flexibility of the three-parameter functions of Lee-Pines. 

We have now made a choice for the ground radial functions RQL(x). 

The next step is to define the complete set RNL(x)  for arbitary N. 

It is convenient to chcoe the radial functions R(x) in the form 

L 
/ 	 X 	 / 

, 	 / RNLx
\  
J = 0NL 	2 2 	2 2 	NL 

1+Zxj i1+Zxjx 

where F are a set of complete polynomials over the interval (P
NL 

x < oo ). We intentionafly omit the argument of P because weNL 

will want to make a new choice of independent variable, v(x). We 

turn now to this question. 

In order to preserve conditions (4.12) and (4.15) we will want 

Urn P(v(x)) = constant 	 (4.19) 
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Also, v(x) should be of such a functional form that the integrals 

arising in our calculation will not themselves require numerical 

treatment. We find these requirements are met by the choice 

v(x) = '1(1 + Z2x2 ) 	 (4.21) 

The radial functions RNL(x) then have the form 

L 

R(x) = CNL( 	Z22) 	x(1+ 7,2x2) P
1(v(x)) (4.22) 

It remains to determine exactly what polynomials P(v) to use. 

• This choice is determined by the condition of arthonarmality: 

00 

	

f x dx 	,L(x) 	 (4.23) 

• 	
In terms of the new variable v(x), 

dv(1_v)1'/2 vh/2PvPN,Lv fo (4.24) 

The "weight factor" 	(v) of the form 

	

(v) = (1V)a b 	 (4.25) 

on the interval (0 1 1) defines the Jacobi LQMgmJc G(p,q,v) 
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with 

p = a+b+l, 	q=b+]. 	 (4,26) 

AccordinglY 

P(v) = G(2L+1, L+312; v)  

For the explicit definition and properties of these polynomials, 

the reader is referred to AD2endix4 

This completes the task of constructing a representation of 

• phonon wave functions. The functions we have chosen are described 

by three quantum numbers: the radial, or principal quantum number, N; 

the angular momentum L; and the z.-projection of angular momentum, M. 

We will want to order these states in some specific way so they 

• can be referred to by a single index, i, ra.ther than by the corres-. 

• 	ponding triplet of indices Ni., L., M.1 A particular ordering that 

• will be convenient for our later purposes is the one given in Table Z.  

The list is constructed for the case where theaflowed states corres-

pond, to LO,l,2 2 3, and N=O,l220,4. Within the limits of computer 

memory, this description was found by experience to be close to the 

optimal choice. In any special case where we may want to use 

another description (such as including a higher range of L but a 

smaller range of N), we will order the states according to the same 

general scheme. 
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TABlE 2: Ordering of Phonon Modes * 

N: 	0 	1 	2 	3 

M L 

0 0 1 17 33 . 	.49 65 81 

o 1 .2 18 34 50 66 82 

o 2 , 	 3 19 35 51 67 83 

o 3 4 . 20 36 52 68 84 

-1. . 	1 	' 5 	' 21 37 . 	53 69 85 

-1 2 6 	. 22 38 54 70 86. 

-1 3 7 23 39 55 ,71 	" 87 

+1 1 8 	, 24 40 56 72 88 

+1 2 9 25 41 57 89 

+1 .3' 	' 10 26 a .
58 74 90 

-2 2 	i U 27 43 59 75 91 

-2 
' 12 28 . 	60 . 76 92 

+2 2 13 	' 29 45 61 77 . 93 

+2 .3 14 30 	.46 62 78 94 

3. ," 	15 	' 31 47. 63 	' 79 	. 95 

+3 3 16 32 4 8 64 8O . 96 

* The f 
. 

igures in the nvin body of the table give the sequence 
L,M (left hand columns) number of the mode with the prticul 

and particular N (above). For example, th 	M0, L=i, N=1 

mode Ic 18-tb mode, 
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Corresponding to the eigenfunctions we have constructed, we 

now introduce a new set of creation and destruction operators, 

suppose that L1,M1,N1  is the i-th triplet of quantum numbers as 

ordered in TaUe 2. We then write UN L M (x) simply as u1 (x) 

and we define 

A.= fu;(x) a d3x 	 (4.28) 

• 	 F' the ortho-norniality of the u (x) it foUows 

a = 	u(x) A 	 (4.29) 
x 	YJ 

• 	 Using the commutation relations 

{ 
a, a 	x-x') 	 (4.30) 

• 	 one verifies 

[ A
1,A 	 (4.31) 

Substituting (4.29) in the Hamiltonian (2.39) one finds 

H. = Rb + Hint + HQ  4 H 	 • (4.32) 
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• 	 •' 	 . 	 where 

110 	
= T1.A (433) 

= (j A,  + pt) 
i (•) 

ff~ = Q(i,i,k,l)&.A.A,KJLI  (4.35) ,  

= 2P.KZA (4.36) 

and where, in turn 

T 	=  fd3ic 	(i + x2) u(x) (4.7) 

J1  = fd3x V.) u) (4.38) 

Q(i,3,k,l) = 	fd3xfd3xt u*(x) u(x') t Uk (x) u1 (x') 	(4.39) 

K 	= 
• f d3x u(x) 	U (x)  

Our next task is to choose a set of states to serve as a basis for  

• 	the ftnidathnta1 expansion (4.1) of the trial state. Having decided 

on a specific roesentation for the phonon modes, we must prescribe 

what occupations, or combination of occupations, of these states wiU 

• 	 be included in the expansion. As even a fály restricted choice for 



the range of N,L leads to a very large number of gsible- states, 

we will need to be very selective in choosing which particular states 

to include. 

What states will play a role, JQprjncjiiLe, is determined by 

the selection rules for the various integrals (4.37), (4.38), (4.39) 

and (4.40). These rules are easily determined by elementary con-

siderations and are sunmiarized in TabJe 3. We observe that each 

term of the Hamiltonian separately conserves M, the z—component of L. 

Also each term except (4.40) (which does not play a role of =o) 

conserves parity. From the various apoximate solutions we see 

that states with even parity, and with M0, contribute the important 

• components to the ground—eigenstate. We conclude that the ground 

state is characterized, in principle, by even parity If P01  and 

• in any case.by  MO. Accordingly, we need to include only states with 

these characteristics in the expansion (4.1). (If P 0 we will 

need to allow states with odd parity also). 

If one were interested exclusiver in the case P, one could 

take advantage of the spherical symmetry of this problem by choosing 

the trial state exDlicitiv as an eigenstateof L 2. This would 

effectively reduc the number of variational parameters, but would 

introduce other complications of a programming and computational 

nature. Because cf these complications, and particularly because 

we are interested in studying the case P40 also (for which spherical 
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TABlE 3: 	Selection Rules 

T... =Ounless 
• . 	 - 

L1  - L 	0 	and 	M. - N. = 0 	and*P/ 	= 1 

K1. 0 unless 
13 

L. -L.='F1 	and 	N. _M.=+larO**andP./P.=_l 
1 	3 	- 	 1 	3 1.3 

Q(i,j,k,l) = 0 unless 

all of the following are true 

L. 
1 
-L. = 	+1 	N. -N, =+lorO - 	 - 

IC 	 1 	IC 

ij ki • 	L_I= +1 	Mj-N,1+lorO 

N. 
1 

+ N. + 	
IC  N.. -M..= 0 

3 	.J. 

• 	. or all of the following are true  

1 1- 	M. - M=+lorO 
1 	.1. 

I L3-=+1 N3±lor0 

N1  + N 	N - N1  = 0 

J. = 0 unless L. = 0 
1 	 1 

3 

* = parity of i-th mode  

**• z-component of Kii = 0 unless N1 	M.= 0. 	This is the 

compoenent that enters into the computation. 
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syrrrrnetry  is violated) we. will not, choose our trial state explicitly 

as a function of L2 . 

We now make a brief digression to discuss a matter of notation. 

A state can be defined by giving a sequence of occupation—numbers-

i • e. by giving the number of . phonons in each of the 96 modes. This 

occupation—number notation is very awkward in a situation where we must 

concern ourselves with the details of the states, or actually listing 

the occupation numbers for each of several hundred states. While 

we encounter up to 96 modes, we ordinarily will encounter states 

where the great majority of these modes are unoccupied. That is, 

the number of phonons in a typical many—phonon state will be three 

or four, and in the largest case, seven. In this circumstance it is 

more convenient to use -a notation in which the state 

1 	•-f. 	t 

v1T' A 	A ... A 	/o) 	 . 	(4.41) 

is w±±tteri /n1, n2, •••N 	Different states may then have different. 

number.s of entries, depending on the number of phonons. If we re— - 

strict ourselves to states with less than seven phonona, for example, 

no state will require more than six numbers for its complete descrip-

tion (instead of 96 numbers for evry state, in the 'alternative 

notation). 

A special case is represented by the vacuum state, which we will 

continue to write as /0), without risk of confusion. 
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If this notation is only a matter of convenience for this 

text, it is essential for storing the information about the states 

in the domputer. 	We will see that we will encounter bases with 

up to 1000 states, so that storing the states alone in the occupation-

number notation would require 96,000 words—larger than the memory 

of most computers 1 In the program used for this computation, a 

still more ôondensed notation, based on the above, was used). 

We return now to the problem of explicitly constructing these 

states,. We may begin by considering even-parity states only. 

These states suffice for the special case P0. The odd parity 

states can then be constructed according to the same general 

principles. 	: 

The number of states arising from all possible distributions 

of a moderate number (e.g. three or four) of phonons among 96 states 

• 	 is, of course, astronomical. Fortunately, we are not faced with this 

general situation. The restriction N = 	M. = 0 (the sum being taken 

over pnons) together with the restriction that parity is even—i.e. 

1T(l)Lj 	 I(L) =0 	 (44) 

enormously reduces the number of states that must be considered. 

(In (4.42) n(L) denotes the number of phonons in all state character-

ized by angular momentum L) 



MO 

Even with these restrictions, the number of states to be 

conside3ad results ma problem that exceeds the capacity of any 

computer. It is essential to introduce at the outset hypothetical 

notions about the relative "importance " of various basis vectors.. 

A vector is said to be "important" if including it in the funda-

mental expansion (4.1) results in an energy that is.significantly 

lower than the result when the state is not included. Our intu!-

tive ideas about 'ipørta O' 	are then checked by computation 

and accepted or modified, as the case may be.  

We begin the explict denumerationof states by restricting 

ourselves to the radial ground-state N=O. All other states can 

then be though of as arising from these states by "radial excitations" 

and will be relatively easy to describe. 

The one-phonon states can be i.ritten down by inspection. The 

condition on parity dictates the one phonon be in a state of even 1: 

i.e. L=O or 1=2. (We do not allow I state). The other condition 

dictates M=O. The only possible states are then /1) and /) (see 

Table 2 to verify state /1) corresponds to 1=0, M=0 2  N=O, and 

/3) corresponds to L=2, M0, N=0). 

The two-phonon states are only slightly more complicated. 

The two occupied modes can have the following pairs of quantum numbers 

L: 	L=0; 1=1, L=l; L=2,L=2; L=3, L=3; or L1 2  L=3. These 
, 

"L=profiles 	
2 

are written S , 2 2 , D , ii., and .r 	respectively. 

Similarly, the possible pairs of quantum numbers M for the two 



phonons are, respectively (by pairs): M=O, M=O; N+l, M=—l; 

Iv+2, M=-2; M=+3, Iv1_3. The two—phonon states satisfying these 

conditions are easily enumerated: 

/i,i), 	/2 1,2), 	/5,8), 	/3,3), 	/6,9), 	/11,13), 

/4,4), /710), /120-4), /1546), /i,), 

/5,10?0 	/8,9). 

The states with three or more phonons reu.ire an even more systematic 

approach. It is, of cours, possible to assign the task of con-

structing these states to the computer. That would be easily 

programmed, but it would be a short—sighted policy, because we could 

not possibly do the numerical computation with all the states the 

computer would give us. The classification schemes that we will 

discover in the course of constructing the list of states will also 

be useful for choosing which ones o include, and for ordering them 

in a suitable sequence. 	 lf 

One scheme that suggests itself is to consider first only S 

states (a triinal case), thn S and P states together, and so one 

This will be only temporarily useful because we will still need 

to face the problem of writing down all six—phonon states, for 

example, with L = 01 1 2 20 admitted. This will give a very large 

number of states, so it is necessary to begin thinking about relative 

orders of importance. Suppose that we have proceeded along such a 

sequence to the point where we are ready to admit D—phonons. It 



is natural to consider first states with one D-phonon, then states 

with two D-phonoris, and so on. But among those states with one D-

phonon (for example), we will encounter states with (additionally) 

two P-phonons, others with four P-phonons, and so On. It would be 

a plausible. conjecture that amdng those states with one D-phonon, 

those with successively larger numbers of additional ?-phonons would 

be successivey less important. (This conjecture will be confirmed by 

numerical computations). It is then suggested that we invent an index 

that describes not only the highest L-mode occupied, but also takes 

into account the number of phonons in this highest L mode and in the 

other lower L-rnodes I#.O,l,.... A simple and (as it will turn out) 

vezy useful index that has this property is the index we shall refer 

to as the raak., R. This is defined as 

R =Ln(L) 	 (4.43) 

where, as in (4.42), n(L) is the number of phonons in all modes 

characterized by angular momentum L. Note that (4.42) then implies 

that states with even parity have even rank, states with odd parity 

odd rank. 

The rank has an interesting relation to the second perturbation-

theOretic calculation we discussed. In this calculation, the zero-

order solution coincides with the Lee-Low-Pines solution, and is 

described entirely in terms of S-phonons. The first-order theory gives 

rise to states with rank R2, and the next order to R-4 states 
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(in addition, of cOurse, to modifying the distribution of R=2 and 

R=O states). Succeeding higher orders give rise to states of rank 

As one considers a sequence of trial functions, containing 

	

• 	first states of rank R=O only, then successively states of R2, 

4,6, the n-th trial state includes all basis vectors that would be 

included in the• n-th order perturbation theory. (The cohverse is 

	

• 	not true: there are a few special cases of states of fl2, for 

	

• 	example, that correspond to second-order perturbation, not first). 

The calculations arranged In this way ae not, of course, equivalent 

to perturbation theory (even ignoring the exception just mentioned). 

The resulting eigenstates will, in general, not be given by the same 

atIôf rnplitudes for the various basis vectors, as would be dictated 

by perturbation theory. The energy as determined by the varia-

tional calculation will, in general, be lower than the perturbation 

theoreticresuJ.t of corresponding order, in the sense described here. 

The usefulness of the rank, R, as defined by (4.43) would 

at first glance appear to be severely impaired by the fact that 

the rank is insensitive to the n.unber of 5-phonons (Io). The S- 

	

• 	phonons in any case will play a special role in our calculation. 

For other reasons we will want to consider the number of 8-phonons 

as an independent characteristic, or index, of a state, and we will 

want to study this characteristic separately. We will see below that 

the problem can be reformulated in such a way that the S-phonons 
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(particularly the N0 S-phonons) play a very rnincxr role in the ex-

plicit bai. These circumstances together weaken the force of 

the objection that the rank R is insensitive to S-phonons. 

For the present, we make use of the rank strictly as a "book-

keeping 	 For states with a prescribed number of phonons, 

and a prescribed rank, it is possible to write down by inspection 

the corresponding allowed L-profiles. For example, three.phonon 

states of rank R=2 must be either S 1P2  or S2D. The three-phonon 

states of rank R=4 will be S'D2 , S1P1F, or P2D states. For each 

of these "Lprofiles" it is possible to write down the allowed 

"N-profiles" that satisfy the requirement N=O. From these die-

tributions it is then an easy matter to write down the states ex-

plicitly in terms of the occupation numbers (' or rather, in terms 

of the alternative notation defined by (4.41)). 

We have already said that S-phonons will turn out to play a 

special role and (after some manipulations to be discussed in a 

later section) in fact are relati rely unimportant. This circum-

stance suggests that we further simplify the labor of constructing 

long lists of states by writin down only those states with no S-

phonons. Each state of this list then lëad o a sequence of related 

admissable states by successive additions of S-phonons. As a short 

hand device, each state of our abreviated list can be taken to repre-

sent itself together with all other states derived from it in the 

manner described. 	In. this sense, the vacuum state reminds us of 
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the whole sequence of states /o), /L), /1,1), /1,1,1),..., formed 

• . 	frcn the vacuii state by the successive additions of N=0 S-phonons. 

• 

	

	With this convention, we can easily write down all states with 

total phonon occupations up to reasonably high numbers and rank 

up to R=4 for example. Such a list of states is given in Table 4. 

In following discussions we will refer to the states given 

in Table 4 as "skeleton states" because they form a kind of frame-

work, or skeleton, from which the complete list of states (with 

S-phonons and radial excitations) can immediately be built. Let us 

look now at just how this may be don 

A "radial excitation" ref ers to the transfer of a phonon from 

a state L,M,N to a state L',N',N' with L'=L, M', N" N. 

With the,.particular ordering of states given inble 2, this always 

corresponds to a transition from the i-th state to the (1+16)th 

state (if N'-N=l), to the (1+32)-nd state of N'-N = 2, and so forth4 

As an example, consider the "skeleton state" /5,8). From this state 

we can derive, by radial excitations the sequence of states /5,24), 

/8 1 21), /21,24),  /540), /8,37) 2  j21,40),f2407), /3740),.440 

Each of these states is characterized by having two phonons in I, 

.Ml and il, M=-1, respectively. They differ in their patterns of 

dial-mode distributions. We expect that these states, derived by 

successively higher-order radial excitations will be (at least 

roughly) in descending order of importance. This expectation will 

• 	be coifirrned by our results. 
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TABLE 4: List of "Skeleton States" by Rank (R) 

R=2 	2,2 

5, 8 

R4 	3,3 

6,9 

11,13 

2, 2, 3 

2, 	5, 9 

6, 8 

5, 8 

5,5,13 

8,8,u 

2,2,2,2 

2, 2, 5, 8 

5, 	5, 8, 

R=6 	4,(4 

7, 10 

12,14 

15, 16 

2,3,4 2,2, 5,10 

4,5,9 2 1 8,8,12 

4,6,8 2,5,5,14 

3,7,8 
81 81 8,15 

2,7,9 5,5 1  5,16 

3,5,10 3,5,5,13 

2 1 6,10 .3,8,8,11 

8, 9, 12  2, 2, 2, 3 

5,6,14 2,2,3,5,8 

8, 13 2  15  5, 5 1  8, 8 

5,11,16 2,2,8,8,11 

21 22 3,3 2,2,5,5,13. 

2,  9 	. 2, 2, 2, 5, 9 

2,2,11,13 2,2,2,6,8 

3,  5, 8 2, 5, 5, 8,  9 

5,6,8,9 2,5,6,8,8 

5, 8, 11, 13 5, 5, 5, 8, 13 

2, 2 1  2, 	4 	: 5, 8 1  8,. 8, II 

2,  8 2 2  2, 2, 2, 2, 2 

2,2,7,8 21 2,2,2,5,8 

2, 2, 5, 5, 	8, 8 

5, 5, 5, 8, 8, 8 
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• 	 A second consequence of admitting radial excitations is that 

each skeleton state (or, for that matter, each state with radial 

excitations) leads to several sequences by the addition of 'ound-

state (NQ) M radially-excited (N> o) S-phonons 	The state /5,8) 

• then reminds us of, the existence of the states /1,5,8), 117,598), 

	

• 	 /33,5,8),...; /l,i,58), /1,17,5,8), /17,17,5,8), /1,33,5,8),...; 

/1,1,1,59 8 ), /1,1,17,5,8),.. ./17,17,17,5,8),..., /33,33,33,5,8) 9 .. 

	

• 	 Of course, there will be a similar sequence for.the state /5,24) 

and forevery other state derived by radial excitations from /5,8). 

• • 	It is clear from these observations that the moderate number 

of skeleton states' (Table 3) can lead to an enormous number of basis 

states if more than just a very few terms from each of these sequences 

• are included. Unless the sequences of approximate eigenvalues 

converge extremely well, the size of the basis will have exceeded 

the maximum size (as determined by computer characteristics) before 

• satisfactory accuracy is achieved. Having devised a systematic 

procedure by which we can, more or less easily, write down explicitly 

those states that enter into the calculation (in principle), we must 

now turn our attention to determining, systematicaflyhy numerical 

computation, what states must be included, in practice, to achieve 

	

• 	 a given standard of accuracy. More realistically, we will want to 

* 	optimize the results for a given size basis (the maximum size we can 

handle) and •then to try to estimate the accurac3r of the results. 



V. THE IVIE,  THOD OF ANALYSIS 

In the previous section we outlined a procedure for the sys-

tematic description of a large set of basis vectors. In this 

connection we found it useful to characterize each state by an 

index, called the rank. A second characteristic of a given state 

is the pattern of radial excitations. Still another might be taken 

to be the number of S-phonons. In order to Visualize the process 

we are about to describe, it may be helpful to think of each of 

these characteristics (rank, pattern of radial excitations, etc) 

as a coordinate direction in an abstract vector space, S. The 

dimensionality of S depends on the number of characteristics we 

want to focus attertion on. Each point in this abstract space, S, 

then represents a . 	. states the characteristics of the set 

corresponding to the projection of the point onto the various 

coordinate directions. For example, if the "R-coordinate" is 

R=2 1  the set is a set tf:states with rank R2. (For most coordinates, 

or characteristics one may think of, only integer-valued coordinates 

are permitted).. 

Practical considerations restrict our basis to a strIctly 

limited number of basis vectors. This situation can be represented, 

a little loosely, by saying that our basis must correspond to a 

limited (i.e. not too large) "volume" in our space, S. We will 

find, for example, that we are ab!.e to include states only up to 

rank R=6 (or, in some circumstanc:s, R=8). That is, we can go only 

so far out the H-axis. For a givJn choice in this respect, we will 

1. 
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be limited to states with some restricted pattern of radial excitations. 

Of course, the restrictions are not independent; if we restrict 

ourselves more severely in one respect, we can allow more freedom 

in another. The process of optimizing these choices is a somewhat 

laborious one, involving repeated computations with different 

sets of basis vectors, "exploring" each of the various directions 

in the abstract space S. 

In this process we make fundamental use of a notion that is 

not rigorous but which is extremely useful. This is the notion 

• of the incremental change in the eigenvalue correspoding to a par- 

• 	 ticula.r state or (more often) set of states. Think of doing a vari- 

ational calculation with some basis, a (consisting of n basis vectors); 

call the corresponing eigenvalue Ene Repeating this calculation 

• 	 with some larger basis B, (which includes B 1), one gets a. second 

(better) approximation E,. The difference 	is then thought of 

as the increment rsuJ.ting from the set of basis vectors that are 

included in B , but not in B 
fl 	 n. 

Now strictly speald.ng, this notion has no meaning, because the 

increment E = E nt 
 E depends not only on the augmented states 

but also on the "background" of states B. itself. This fact 

notwithstanding, one finds one can speak as if the increment E were 

a functional of the set B,—B and that this notion has semiquanti—. 

tative validity. . . 

• 	 We will generally be concerned with sequences of increments 

E1, E2,...., and we will find that the properties of these sequences 



(such as rate of convergence) will be largely unaffected by the 

"backgroundtt of states which is common to all the bases in the sequence. 

I 

	

	In this connection, there is one precaution that should be taken. 

The nested sequence of basis vectors should be arranged so that the 

corresponding increments in the elgenvalue are monotonically 

decreasing, or as close as possible to monotonically decreasing. 

That is to say, we should begin with the most important states, 

and add sets of states of successively smaller importance. One 

can be misled if one goes very far down one sequence, studying 

the role of states of very minor importance, while states of relatively 

much greater importance (perhaps belonging to some other sequence) 

• 	have not yet been included. As an extreme example of this situation, 

one can even reach the apparent conclusion that a particular set Of 

states gives a strictly vanishing contribution to the eigenv'alue 

• 

	

	(when in fact this is not the case). Suppose one excludes from the 

background of states B all states that are connected to the incremental 

et 	by theHamiltonian. The new set is then "isolated" 

	

• 	 and the corresponding amplitudes will all vanish. This situation is 

	

• 	 not likely to arise in practice; it is mentioned to illustrate the 

role that the "background" of states can play, in principle. 

A detailed.discussion of numerical results will be the subject 	
& 

for a following chapter. Here we want to anticpate one aspect of 

the results that was discovered in preliminary computations, and which 

will require special attention. We refer to the role played by the 
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phónons in the ground state (L=O, N=O) We enter into this discu sion 

here  because the difficulties that arise will require a very iinArta±it 

modification of the procedure. This modification will also be re-

flected in the analysis of numerical results, to be considered in 

• a following chapter. 

Consider a particular set of states (e.g. all skeleton states 

of rank R4), and then consider the sequence of sets derived from 

this set by successively adding more ground-state phonons to each 

state. If there are n states in the original set, there will be 

i states with one "augmented" S-phonon, n states with two S-phonons, 

and so on. In the cow-se of studying the convergence of the corres-

ponding sequence of eigenvalues, one finds it necessary to include 

(for a fairly large class of skeleton states) states with as many 

as twelve of fourteen S-phonons before even moderate accuracy is 

achieved. The situation is less severe for weaker coupling (g 2= 1) 

but becomes intolerable for coupling strengths g 2 > 5. As the effect 

• of including (up to ) n "aunented" S-phonotis is to multi the 

size of the basis by n (and the number of matrix elements by n 2 ), 

this circumstance could have catastrophic implications for our 

-• 	 computation. 

Analysis shcws that this regretable situation is not really 

surprising. Recall that the Lee-Low-Pines calculation was con- 

• 

	

	 cerned with the role of S-phonons, and that our ground state corres- 

ponds closely to the (one) state used there. The Lee-Low-Pines solution 



gives an amplitude 

F2n 
= (n/Ø) 'f  

for finding exactly n phonons in the ground state. One would not 

expect to get smooth or rapid convergence until one had included 

states with 1,2,...n' phonons, where n is in the asymptotic 

region (i.e. where c, is small and remains small for n)-n'). 

The c1ose, correspondence between the convergence behavior of the 

numerical results and the predictions of this model suggests that 

the Lee-Low-Pines balculation is applicable to this analysis. 

This insight will also provide us with a means of circumventing 

the difficulties. Inasmuch as the difficulty is seen to arise 

from the distribution of ground-state phonons, and inasmuch as the 

Lee-Low-Pines calculation describes the distribution of phonons in 

this state (apparently to a good approxamation), it is suggested 

that we incorporate the Lee-Low-Pines work analyticafly in our 

procedure before commencing with the numerical computation. 

Consider the case P=O, with Z=l, so that we can identify our 

ground state L=O, N=O with the Lee-Low-Pines function f(k) as given 

by (3.11), 	The Lee-Low-Pines sOlution (3.8) can be written in our 

notation 

/0) 	exp (1W. (A1  + A )) /0) 	 (5.2) 
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k generalization of this result is to write a variational trial state 

in the form 

t 
/0) 	exp(1W (A1  + A1  ) ) /0') 	 (5.3) 

where /0 1
) is an arbitrary state to be described by an expansion 

of the form (4.1). That is, we can regard (5.3) as a unitary 

transformation from /0) to  /0 1 ) and proceed as before. 

The factor W arises because the "translation function" f(k) 

diff era from the ground-state R 00 x) in that the latter is normalized 

while the former is not. The Lee-Low-1nes solution corresponds to 

W. .(g2/2)l1'2. 	One can now regard W as a second noi-1inear vari- 

ational parameter (in the same sense as z). 

The unitary operator 

U = exp(iW (A1 + A1 

• 	 generates the transformed operators 

U 	P. + Wg 

which equation corresponds to the rule formerly written 

44 

= 
x 	a x + f(x) 	 (5e6) 
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The transformed Hamiltonian H = UHU differs from H. (in form) 

by the addition of three sets of terms: 

H = H + HQI  + H1 + H.t,  

What is meant by (5.7) is more precisely H,A1  ) = H(A, I. )+.... 

The term H1  is proportional to the identity operator, I, and is 

givenby 

H1  = W2  T11  + 2 W J 	 (5.8) 

The integrals T and J are defined by (4.37) and (4.38).
1.1  

The second addition, HQt  has a more complicated form: 

HQ, 	
2( 	Q(i,j,l,l) (A.A 	+ A.k. ) 

AA 	 (5.9) 

+w (Z (i,j,k,l) (A1AAI +AIAjAk) ) 
ijk 

The integrals (i,j,k,l) are defined by (4.39). 

Finally, the new interaction-like term 	is given by 

=  (5.10) W T11  (A1  + 	)  



H1  , and corresponds to the Lee-Low-Pines solution. 

We have restricted our comments to the case 0 because 

only in this case does our ground-state R00 (x) correspond to 

the Lee-Low-Pines momentum distribution f(x) (except, as we have 

said, for normalization). In the general case, P0,the operator U 

(5.4) still generates a unitary transformation that is well defined 

and that we will find useful. But this is not the same transformation 

as was used by Lee-Low-Pines for the case ?0. 

For the essentially trivial case /0)../O(i.(59)) 

our result coincides with the Lee-Low-Pines calculation. Successive 

higher approximations (i.e. all non-trivial terms in our computation) 

can then be lookecat as correction to the Lee-Low-Pines solution. 

In this sense, our computation can be said to begin where the 

Lee-Low-Pines result stops. 

Note that the transformation (5.3) is not equivalent to the 

LeePines "factored" trial state, given by (3.20), which equation 

has a similar form. The Lee-Pines state (3020)  includes the implied 

restriction that the second factor /03) has no occupations of S-

states. We do not make this assumption; our equation (5.3) implies 

no similar loss of generality. 

With the modified trial state (5.3) the Rayleigh quotient 

(Ø,HØ)/(Ø,Ø) takes the form 
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(Øu, 

 

H uØ) 	(0 1 , H  0 1 ) 

which shows that we can use the transformed Hainiltonian H 

and compute matrix elements of H between basis states in the 

same sense as we formerly computed matrix elements of H. 

Our modified trial state can then be described alternatively 

as a unitary transformation of the matrix representation of 

the HamiltOnian. This transformation in some sense brings 

the matxix closer to diagonal form, simplifying the expansion 

• 	of the eigenstate. 

• 	 So far we have described this device as a plausible conjecture. 

Preliminary calculations (and succeeding ones) confirm that this 

procedure succeeds almost beyond reasonable expectations. The 

measure of èuccess in this instance is the question of how many 

• 	 S-phonons must be included in basis states in order to achieve 

satisfactorynuxneriCal convergence. If the factor (504) were to 

describe the distribtition of ground-state phonons exactly, then no 

• - 

	

	 occupations of this state would have to be included in the explicit 

basis. Now that is not actually the case, but we will find that we 

• 

	

	• need to include only One or two S-phonons, and these only for the 

most important "skeleton states." 



The usefulness of this transformation would seem to suggest 

that there may be other similar transformations that further 

reduce the difficulty of the numerical computation. One such 

transformation is naturaliy suggested by the procedure of LeePinea 0  

Each additional such transformation, however, introduces additional 

terms into the Hamiltonian which increase the compled.ty of the 

numerical computation in other respects. The additional terms 

give rise to new matrix elements, complicating the logic of 

computing these olement, and tending to offset the advantage 

of the transformation 0  While such a transformation would be likely.  

• to reduce the size of the basis, the corresponding matrix would 

be loss sparse, introducing compensating difficulties of storage 	
;\ 

and efficiency. 	These considerations lead to the question of 

numerical techniques, which will be the subject of the following 	 0 

chapter0  

t. 	 - 	 - 



VI. NIJI€RICAL TECH1IQUES 

In the previous sections we described, in principle, a 

systematic procedure for determining the ground elgenstate and 

eigenvalue for the polaron. After transforming the Harniltonian 

(2.39) by the unitary operator (5.4) the procedure is to expand 

the trIal stath /0) as a linear combination of basis states, which 

are chosen in advances The Rayleigh Quotient 

(Ø/H/Ø) 
E= 	 (6.1) 

(0/0) 

then takes the form 

- aj 11111 	 //o.2 E 	V2  

Here x1  are the coefficients in the fundamental expansion (4.1) 

of the trial state, and the H.. are the matrix elements of the 
Ij 

Hamiltonian between the i-th and j-th state of the basis 

= (/ H /j) 	 (6.3) 

As a preliminary step, one must compute these matrix elements. 

The matrix elements will typically include twofactors: One factor. 

is a function of the occupation-numbers of the states (modes) in-

volved in transitions, and arise from the action of the creation and 
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destruction operators A 1  and A1  , respectively, according to the rules 

• 	 A /, n2, ...) = 	/n1,...n.l,...) 	(6.4) 

• 	 - 'i' "2 •••) = V n1+l /ri1,...n.+i,...) 	(6.5) 

The second factor will be one of the integrals T.., J., Q(i,j,k,l), 

• or K1  given by (4.37), (4.38), (4.39), (4.40). Explicit fornthlas 

for these integrals are given in Appendix A. 

Assuniing now the matrix elements H1  are known, the condition 

ZHXX ii 	
= 0 (il,2,,..n) 	 (6.6) 

1 1 

leads to the system of equations 

( H. —E..) x = 0 	(i=i2, ... n) 	 (6.7) 

for the expansioncoeff.jcjents (variational parameters). Here E 

means 

1 3 1313 
E = 	 (6.8) 

which, of course, is the energy eigenvalue when the x1  satisfy (6,7). 
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There are a number of well—known methods for numerically 

determining the eigenvalue E and the amplitudes x. Which method 

is appropriate depends on the characteristics of the problem 

at hand. The most important characteristic of our problem in 

this respect is that the matrix (H.) is very large, and that it 

is reasonably sparse. We will need to deal with matrices of 

dimensionalities ranging from about 100 up to almost 1000. For 

a typical basis one finds that about 7 per—cent of the matrix 

elements a±'e lon—zero. 

The most obvious problem is that of storing the matrix elements 

themselves. Because these quantities are used repeatedly in the 

computation, it is almost imperative that they be stored in the "fast 

memoryIoof the computer, rather than on tape or disc. Now a matrix 

of dimensionality 1000 has 106  matrix elements, which figure exceeds 

the capacity of the largest computers by a factor of ten. One must 

• then take advantage of the fact that the matrix is sparse by storing 

only the non—zero elements (together with a code giving the location 

of each non—zero Qlement). 

These same Considerations of space exclude:from consideration 

any numerical methods in the course of which the matrix "fills 

up" with non—zero elements--i.e. any method that requires storing 

appreciably more information than is contained in the matrix itself. 

• This effectively excludes computing high powers of the matrix, or 

• its inverse. 
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These considerations point in the direction of the so—called 

cyclic iterative methods of numerical analysis. In these schemes 

the basic operations are matrix multiplication alternated with 

inversion of a very small, or even trivial (i.e. diagonal) sub-

matrix. In terms of our requirements, this approach is suitable 

because these operations can be carried out very naturally and 

efficiently for matrices stored in the form we have dscribed. 

Moreover, the amount of information to be stored remains constant 

throughout the computation. 

Cyclic iterative schemes have another property that will fit 

very conveniently with our purposes. One ordinarily begins such 

•a computation with a rough (or even arbitrary) approxiniation, and 

approaches the solution in a sequence of convergent steps. It is 

very natural to chooée these steps to coincide with the solutions 

corresponding to successively more general sets of basis vectors. 

The sequence of intermediate eigenvalues obtained then give us the 

information we need about the importance of the va.rious classes of 

states. We have, then, a happy coincidence between our requirements 

in principle, and what is naturally suggested by practical cons1der.c 

tions. 

When a sequene of intermediate values is required, the iterative 

schemes are likely to be more efficient than other procedures. This 

is because the work is cumulative: each step makes efficient use of 

the information gained in previous steps. Moreover, the benefits are 
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greatest where they are needed most. As the basis (and the matrix) 

increaâes in size, the solution is presumably converging, so that 

progressively fewer iterations are required to obtained the nexi 

approximation to a desired standard of accuracy. We have here a 

second important reason for ordering the states so that successive 

jncrements in the elgenvalue tend to decrease (in magnitude) 

monotonicafly.. 

The elgenvalue E in (6.7) is determined in principle by the 

condition 

det (H - E) = 0 
	

(6.9) 

which implies that the system Of equations (6.7) is "redundant:" 

One of the coefficients x may be chosen arbitrarily, and the 

remaining n-i coefficients are determined by any subset of n-i 

equations taken from (6.7). In our case it will be convenient to 

standardize the solution by taking the first coefficient x1  1 1  

and to consider the last n-i equations as determining the coefficients 

X.  

In this problem we begin without precise laiowledge of either 

the elgénvalue E or the eigenvector X = (x,x2,...). From previous 

calculations (particularly that of Feymnan., discussed earlier) we do 

have an estimate (and upper bound) on the eigenvalue E which may be 

regarded as a decent approximation. In this special circumstance there 

is a simple and rapidly convergent iterative scheme for determining the 
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• elgenvalue. It us assume for the moment that we have a suitable 

scheme for solving the system 

(H.. - ES 1 .) x. = 0 	(i2,3,...n; x. = 1) 	(6.10) 
j=1 13 	3 	3 	 1 

for x (1z2,3 9 ...n), assuming E is given. (We shall return soon to 

the question of hdw this can he done. Suppose that E = E 

is an initial "guess" for the eigenvalue (based, if one chooses, on 

previous calculations); one can then solve the system (6.10) for 

the first approximation X = 	to the eigenvector. (if the 

scheme for solving (6.10) is an iterative one, the zero-th order 

approximation _x(0 ) will also be needed). If we can prescribe a 
rule for determninng the next approximation E = E 	to the eigenvalue 

msing the vector then by repeated application of this rule one 

can define a cyclic iterative scheme for -determining the eigerivalue 

E '(and the eigenvéctor x). 

We seek a functional f the vector X that will give us the best 
* 

possible approximdtion to the eigernalue for a givei approximation 

to the eigenvector. We recall that the Rayleigh quotient (6.1) itself 

has the property that it is stationary as a functional of X.if X 

is near the elgenvector. That is to say, an error dX in the elgenvector 

causes a fractibnal error of order (dX) 2  in the elgenvalue, when the 

latter is computed from the Rayleigh qüotiet, 
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Accordingly, it is suggested that we define our iterative 

scheme for determining the eigenvalue E by the equations 

(H1  - 	
(n+l) = 

 

for i2,3,...n; and 

(x, HX 	 ) 	
(6.12) 

(x,x) 

To review briefly what this means, we begin with an approxi-

ination E = E(0) to the eigenvalue, and solve the system 

for the appoximate eigenvector X = X'. (We will discuss beloi 

just how this maybe done). This vector is then used as the 

argument in (6.12) to compute EW. The cycle is repeated by 

again solving (6.11,), this time with E = E(1 ). 

It is found in practice that this scheme is both efficient 

and remarkably insensitive to the zero-th order approximation 

to the elgenvalue, particularly when the approximate value lies 

below the true value. If one takes care to slightly under-approxi-

mate the elgenvalue, the procedure converges very rapidly, and always 

to the ground state. 

We turn now to the question of solving the system (6.10) of 

n-i linear equations, given E. It is this step that presents the 



greatest difficulties in terms of finding a procedure that is efficient 

in time and space. The arguments given earlier in favor of the cyclic 

iterative procedures apply particularly to this problem of determining 

I for a given E. 

For the present discussion we write the equations (6.11) 

in.thé form 

AX = 15 	 (6.13) 

Here A is the matrix H-El, and Y is the inhomogeneous term (vector) 

that results from the convention X, = 1. 

Suppose that we write 

A •= D + u 	 (6.14) 

• so.that if X is a solution of (6.13) it is also a solution of 

D X = 	U I + Y 	 6,15) 

The form of (6.15) then suggests the iteratIve scheme defined by 

• 	 = u 	+ y 	 (6.16) 

This scheme satisfies all the requirements that arise from limitations 

of space, if the decomposition A = D + U is suitably chosen. 'Whether 

the scheme is also efficient in time wifl depend on the rate of con- 
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vergence which depends, in turn, on the decomposition. 

If the solution of (6.16), i.e0 

	

= rr'( u x 1) + i ) 	 (617) 

is iterated formally, one arrives at the series 

= (—Dtj )fl 	
+ 	Z (—D 1u) D 1Y 	 (6218) 

j=o 

As in, the analogous algebraic series, to prove convergence it 

is sufficient to show that the operator D 1U is "small, when smaU 

ness is measured in the appropriate way. In this case a suitable 

measure is the "spectral radius0" One can shpw that the series (6218) 

will converge to the solution of (613)  if the spectral radius of. 

is less than unity. 	Here we are not concerned, in fact, with fOrmal 

questions of convergence, but with practical problems, particular 

with regard to the rate of convergence. It may happen that a scheme 

that converges in principle converges so slowly in practice that it 

is not useful2 	 . 

One choice for the matrix D corresponds to the well—known 

Jacobi method. 16  In this procedure, D is chosen to be diagonal 2  

Specifically, D is the matrix derived from the matrix H - I by 

setting all off—diagonal matrix elements to O In our problem', the 

Jacobi method does not result in satisfactory convergence, except 

for the case of very weak coupling. The procedure which we use, and 

2 
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wbih we are about to describe, corresponds in a sense to a generali-

zation of the Jacobi method0 The matrix D will be chosen to be 

diagonal, except for a relatively small principal aubmatrix, D', 

which will have non-vanishing off-diagonal elements. 

Our procedure is motivated by the conjecture that the iterative 

scheme (6.17) will converge more quickly, generally speaking, if the 

matrix D is, in some sense, an "important" part of H. It is necessary-

now to give some kind of operational definition to this notion of 

"importance." 

We have already seen, in the context of our general discussion, 

that each specific set of basis vectors leads to a matrix H, which 

matrix in turn defines an eigenvalue problem. This matrix H is 

referred to as the restriction of the Hamiltonian to the space 

spanned by a given set of vectors 

In making our choice of the matrix D. let us consider the class 

of matrices that arise from the Haxniltonian in the maimer described 

(i.e. in the ense of restriction). The elgenvector and elgenvalue 

of each of these matrices may be regarded as an approximation to the 

eigenvector and eigena1ue of the Hasniltonian. This approximation 

will be good or bad according to the particular choice of basis vectors- 

• i.e. according to what restriction of the Harniltonian is being consi-

dered0 This suggests that these matrices (lee0 these restrictions 

of the Harniltonian) may be regarded as "important" or "iinimportant" 

according to whether the ground eigenvalue and eigenvector give good 

or bad approximations to the eigenvali.ie and cigenvector for the polaron 0  

Our conjecture then suggests that D be chosen so that, its ground 
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eigenvalue and eigenvector correspond as closely as possible to the 

exact eigenvalue and eigenvector of the Hainiltonian. 

Practical considerations at the same time put a certain 

restriction on the choice of D1 According to (6.17), the iteration 

requires solving an equation of the form 

DX =.V 	 (6.19) 

This step we will want to solve directly (as opposed to iteratively); 

otheiwie we become in'iolved in an absurd regression of iterations 

within iterations! With limited computer memory, only relatively 

small linear systems can be solved in this manner. (This remark 

applies, of course, only to non-trivial linear systems). Suppose 

that D is of the form 

DtI 0 
D = 	- -i- _ 	 (6.20) 

0. : ?  

where F is a diagbnalmiatrix, and D' is a matrix that has, in general, 

non-vanishing off-diagonal elements. The restriction that we should 

be able to solve (6.19) directly then imposes a restriction on the 

dimensionality of D'. 

Note that the eigenvectors of Dt  are -also -:eig ectoraof 

D (insofar as the former may be thought of as being imbedded in the - 
t 	. 

lat'ger.space). Our conjecture then implies that D' should be chosen 

so that its eigenvalue and- eigenvector coincide as closely as possible 
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I 

• with the e1genvalue and eigenvect.or for the polaron. The set of 

states to which D' corresponds (in the sense of restriction) should 

then be the set. of the most "important" basis vectors—i.e. the 

basis vectors whose amplitudes in the polaron eigenstate are large. 

The number of vectors to be included in this set (i.e. the dimension-

ality of D') is then limited, as we have already said, by practical 

• considerations. 

We are now ready to give the prescription according to which 

the matrix D is chosen in our computation., We state first that D 

is chosen to be of the special form (6.20) On the basis of intu-

•ition, and preliminary computations, a set of about twenty of the 

most "important" basis vectors is chosen. (In practice this set 

consisted mainly of the so-called "skeleton states" of rank R less 

than 6). The matrix D' is then determined by this set. The diagonal 

elements of the matrix F are chosen so that these elements (as they 

occur in D) are identical to the correspOnding diagonal matrix 

elements of H - 	(i.e., exactly as they would be given by the Jacobi 

method). 

We emphasize that the choice of D, once made, is not changed in 

• the course of the computation. As new states are added, the diagonal 

• elaments corresponding to these states become part of the submatrix 

F, and the off-diagonal elements become part of the submatrix U. 

This procedure, as desribed above, gives satisfactory I con-

vergence for a range of coupling constants that is not restricted 
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to the weak—coupling range Hozever, the rate of convergence weakens 

as the coupling strengt1rincreases. The convergence becomes too weak 

to be useful, and then diverges, for coupling strengths within the 

range we want to study. Fortunately, this situation can be corrected 

by a simple modification. 

The modification is suggested by studying the detailed behavior 

of the solutions in the case where the convergence is very weak. 

It is found that, 'in general, the components x 1  of the eigenvector 

undergo damped oscillations (as a function of the order of approxi-

mation, n). With successive approximations, each component osciflates 

about a mean value which turns out to be very close to the solution 

when convergence is achieved. This suggests that the vector to be 

used as the beginning for the (n+l)st approximation should not be 

simply 

=D 	 u 	+ Y ) 	 (6.21) 

( 

as given by (6.17) but rather by 

	

(n+l) 	(n) 

' 	 (6.22) 
2 

which is the average between the previous value and that suggested 

by (6121'). 
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A generalization of this form is to consider the weighted 

average 

(n+l) 	(n). 
tn+l) = 	 (6.23) 

1+r 

where r is a parameter that must be chosen in some way. If the 

original scheme converges satisfactorily, r may be chosen to be 0. 

• At the other extreme, one can show by simple examples that a choice 

r) 1 may transform a divergent behavior (according to (6.21)) into 

a convergent one. 

It is fOund that the rate of convergence is not highly sensitive 

• 	 to the value of i, within a certain range. The optimum choices 

of r were found to increase slightly with coupling constant, ranging 

from r = 0.5 (approximately) for g 2  = 2 to r = 2.0 for g2  = 7. 

With these choices, more or less satisfactory rates of convergence 

were achieved in every case. 

• 	An7 	riL:jedure,.1and particularly one on the large scale 

we are considering, is subject to rounding. errors. The geney 

problem of determining the eigenvalue and eigenvector of a matrix 

• of dimensionality 1000 would indeed present very severe problems in 

this respect. In our case the inaccuraties in the result arising from 

rounding errors are believed to be sxnaler than errors due to other 

factors, and will not affect the answers within the number of signi-

ficant figures we are interested in. 
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This fortunate circumstance 'can be attributed to at least three 

factors. The first factor is that the matrix is sDarse We have 

mentioned earlier that the matrices we work.with generally have 

about 7 per-cent non-zero elements. This enormously reduces the 

rnnnber of numerical steps in the computation, and greatly reduces 

the round-off error. A second fctor is that the matrix appears to 

be weJL1 coadLtiojjgA in the context of our numerical procedures. 

Finally, we are helped by the advance of computer technology. The 

majority of the cOmputations (and all of the ones with very large 

bases) were done with the CDC 6600 computer, which has as a standard 

feature a 60-bit word (which breaks down into a 48-bit fraction, 

an U-bit exponent, and a sign). Translated, this means that every 

number is stored to 14 significant figures, instead of. 8 significant 

figures inthe more advanced older machines. The accuracy of our 

computation then almost equals what was formerly called "double 

precision. 

Various checks are programmed into the pxocedure to give infor-

mátion about about rounding-errors. The vector X as a solution of 

(6.13) can easily be checked, by direct substitution. We define the 

vector V by 

=AX - Z 
	

(6.24) 

If X is an exact solution of 	(6.13), Z = 0. The norm ofZ (e.g. 

the Euclidean norm) then serves as a usefuJ. measure of how well 
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• X apoivates the solution of (6 , 13). As a matter of fact, the 

• vector V can be computed efficiently at every step of the iteration 

because the non—trivial steps in the right hand side of (6.24.) 

coincide closely with the multiplicative step of our iterative 

scheme. The procedure followed was to use the norm of as a 

test to decide when to stop the iterative cycle (i.e. the cycle 

for computing X for a given E). 

There is an independent check on the accuracy of any approd-

niation E 	to the elgenvalue E of the matrix H. Recall that the 

system (6.10) involves the last n—i equations of the system 

(6.7). The first equation has then not been explicitly used in 

the calculation If E 	is exactly the eigenvalue B, this first 

equation will be a linear combination of some set of equations taken 

from the next n—i equations. Conversely, if X is a very accurate 

solution of thb last n—i equations for Z E 	then if we use 

(}I - B' ) + 	Hx 	= o 	 (6,25) 

(i.e., the first equation of the system (6.7)) to determine B', we 

will find V= 	if B' is the eigenvalue of H. At each order 

of approximation, B' was computed, and the iterations were continued 

until B' and E 	agreed to within one part in 10. 
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VII. RESULTS 

In this chapter we shall present an analysis of the numerical 

results that were obtained according to the procedure outline in 

earlier sections. For various coupling constants (and for several 

P for each g) we have a sequence of approximate eigenvalues. These 

approximate eigenvalues correspond to a sequence of successively 

more general sets of basis vectors. The difference between successive 

approximations to the eigenvalue is then referred to as the increment 

correspondIng to states that are included in the larger basis, but 

not in the smaller one. Our analysis will rely heavily on the 

information that can be extracted from these sequences of increments. 

We restrict ourselves first to the special case P = 0. This 

relatively simpler problem will in fact present enough difficulties 

to occupy the largest part of our efforts. This special case is at 

the same time sufficiently general to illustrate many of the questions 

it is our intention to explore. 

We pause to make a few comments about the accuracy of the results. 

Disregarding for the moment any numerical errors in the computation 

itself (such as rounding errors), our results give only an aproxi-

ination to the exact results because our -  trial state necessarily 

involves only ,a finite number of parameters. The main body of this 

chapter will be devoted to optimizing the result of. this. fimite. . 

edmputatioñand to estimating the error due to truncation of the basis. 



• 	 To carry out this program we need to have at the outset a 

realistic appraiaal of what order of accuracy we hope to achieve. 

-: 	 A preliminary survey of results leads to the guess (which will turn 

out a little optimistic) that it may be possible to reduce the 

fractional error to about two parts in 103 (two—tenths of one 

per—cent). In any case, it is clear that It will not be possible 

to reduce the uncertainty to substantially smaller limits (except 

for a restricted range of coupling strengths). On the basis of 

this estimate, we make the convention that increments in the eigen 

• value giving a fraction contribution smaller than two parts in 

• 	 104  may be ragarded as negligible. The smallest increments included 

will then be one order of magnitude smaller than the projected 

uncertainty in the result. As limitations of space will present the 

• 	 most serious restriction on our computation, it is absolutely., 

necesary to begin with an estimate of what is important and what 

is negligible. Only in this way can one systematically and con-

sistently exclude from, the basis those states that give unimpôrtáttt 

contributions, and makes, room for those that may give important ones. 

The criteria' set down here are cOnsistent with the estimated 

numerical undertairities in the intermediate results themselves. 

These uncertainties are due to round—off error and to a residual error 

resulting from cutting off the iteratibns after a finite (in fact, 

small) number of steps. The second of these two errors is believed 
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to predominate under the conditionS of our computation. The 

rule used in the computations was to cut off the cyclic iterations 

when (and only when) the estimated residual error in the elgenvalue 

was smaller than one part in 10 5 . This is better than an order of. 

magnitude smaller than the smallest increments we need to consider 

(two parts in io). These smallest increments will then have 

validity to at least 5 per-cent. 	 . 

We have at our disposal an almost bewildering wealth of 

rnieriCal information waiting for analysis and interpretatiofl. .. 

In order to carry out this analysis, which will involve constructing 

overlapping sequences of many sorts from out tables of results, 

it will be helpful to restrict ourselves to one coupling constant. 

We choose this constant to be g 2  = 5. This value is typical of 

the intermediate coupling region, and will be convenient for, demon-

strating the convergence patterns that may be found also for weaker 

and stronger ooupling. When it is useful we will give specific 

examples for other coupling strengths. 	what 

eigenvaj-UeS M increments of eigenvalues refer to the ease  

unless otherwise stated. 	 . . 

In tiew of the criteria established earlier, we can say.tht . 	. . 

(for g2  = 5 ) increments smaller than 1 x lO in magnitude may 

be regarded as negligible, and all increments are subject to an 

uncertainty 5 x 10. 	 . 



We are now almost ready to begin our anaiysis. In an earlier 

section the concept of rank (R) was introduced. The rank is defined 

by 

R = E n(L)L 
	

(7.1) 
L=O 

and gives a one-parameter description of the angular-momentum dis-

tribution of the phonons. The rank of a state can be related 

to the order of perturbation-theory in which the state first makes 

a contribution to the eigenstate (according to a particular 

perturbation-theoretic scheme). 

Preliminary calculations, which we are now ready to present, 

strongly confirm the usefulness of this notion. 

Properties of the Rank (R) 

One simple test is to compute a sequence of eigenvalues, 

using firs.t a basis of R0 states only (a trivial case); then 

with a bais of of RO and R=2 states; then with R=O, R=2, and R 

states, and so on. These preliminary calculations were done with 

the phonons restricted to one radial mode (N=0). In this case the 

r=o case (the first in the sequence) is equivalent to the Lee-Low-

Pines calculation and the eigenvalue is known to be -5.00 exactly. 

A sequence of results is given in the following table.. The first 

column describes the basis; the second gives the eigenvalue the 

third gives the differences between eigenvalues; and the fourth the 

number of states in the given basis0 



R = 0 	-5.0000 	 5 
.-02cY71 

R 2 	-5.2071 	 7 .  
* 	 ....0,0308 

• 	 R 4 	-5.2378 	 . 21 
• 	 -0.0031 

R 4 6 	-5.2409 	 67 

- 	The convergence of the successive Increments is evn stronger 

for weaker counling, slightly weaker for stronger. coupling. In 

each cace the pattern deicnstrated here is evident: The seQuence 

• 	of increments between succeeding eigenvalues forms a monotonically 

• 	 decreasing, rapidly convergent (.L'nost geonetrIc) sequence. 

• 	 S 	 e would also like to have it that states with the same 

rank should be generally of the same order of importance. As an 

• 	, 	example, consider the states of R6. Exclusive, of S-phonons, the 

possible distributions In L are D 2; PDF, D3; P2D2, PF; ,PD; P6. 

The distributions are grouped by sets according to whether there 

are two, three, four, five, or six phonons, respectIvely. The 

increments corresponding to each of these classes were found and 

are given here: 	 . 

• 	 two phonons 	-0.0014 , 	. 	4 states 

three honons 	-0.0042  

four phonons 	-0.0067' 	16 	 - 

five phonons 	'-0,0038 	- U 

six phonons 	-0.0007 	 4 
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The close agreement between the second, third, and fourth terms 

in particular shows that these sets of states can properly be thought 

of as belonging to the same order of importance. (These  figures 

were not taken from the computation referred to earlier, where 

phonOnS were restricted to one radial mode. The sum of these increments 

will not agree with the increment for all R=6 states quoted before, 

• 	because the earlier computation was done with a very restricted basis). 

The sequence shown here is not a special case, but is typical 

of many eases that were examined. Weconclude that it is useful 

to group states together by rank, R, with the expectation that states 

• of the same rank will give roughly similar contributions, and that 

the sequence of eigenvalues will converge as states of successively 

higher rank are included in the basis. 

Role of Ground-State (io, N=O) Phonons 

In an earlier sectioi we made a unitary transformatibn of the 

Hamiltonian, and we asserted that with the transformation the ground- 

state phonons would play a very minor role in the explicit basis. 

As an illustation, consider the sequence of states /1), /1,1), 

These are the states with one, two, three,.,# phonons 

in the ground state L=O, N=O, and they are the states from which the 

Lee-Low-Pines solution was constructed. With the Hamjltonjan in 

its coltentional form (untransformed), these states played a dominant 

role,, 
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The first state /i) was incidded in the block of states giving 

the zero-th order approximation, and the corresponding increment 

is not available. The increments corresponding to the following 

states are, respectively 

/1,1) -0.00270 

-0.00014 

-0.00001 

The first increment is non-negligible but small, the second 

is negligible, and the third has no numerical significance4 The 

ery rapid convergence of these increments support our conjecture 

that the factor (5.4) which was suggested by the Ice-Low-Pines 

calculation, also gives a good approximation to the distribution 

of ground-state phonons in the more general case. In particular, 

it is suggested that this factor gives the correct asymptotic 

distribution--i.e. for large numbers of phonons. 

For completeness we should look at the ground-state phonons 

as they occur in states that also have non phonons (i.e. P-phonons, 

D-phonons, etc.) We refer to these states as "augmented skeleton 

states." It turns out that the increments cresponding to these 

sets of states are, in general, smaller than our minimum Thixnportantfl 

increment i x 	moreover, the terms of the sequences grow small 

so rapidly that the values are obscured by numerical uncertainties. 

While it would be nice to be able to study the convergence of these 

sequences in detail, we are pleased that the contributions are in 

fact small, so that the large numbers of states arising in this way 



do not have to be included in the basis. This situation is in marked 

contrast to that of earlier calculations, where these.states gave 

* 

	

	very important contributions (up to those with ten, twelve, or 

even fourteen phonons). 

The very minor role played by the ground state phonons (particu-

• 	larly in "augmented states" can be illustrated again in the context 

of another aspect of our results, to which we now tui'n our attention. 

The Role of S-Phonons in the Radial I'AodeS N=0,1,2,... 

In the previous discussion we were conceined with ground state 

• phonons—i.e. S-phonons in the radial mode N=O. We now look at 

• the more general case of S phonons in arbitrary radial modes. 

If N> 0 we refer to a "radially excited" S-phonon. 

Let us restrict our attention first to states with rank R0e 

That is to say, we are concerned with states that have only S-phonons, 

To prOced systematically, weexamine first the case of such states 

with e phonon. The natural sequence of states is then /i), 

/l7),/33), /49),..., cresponding to one 5-phonon (Io) with 

N0,l,2,3,.. respectively. The incremen.s for the third, fourth, 

and fifth states are available, and are given below. 

	

/33) 	-o.o:rsi. 

	

/49) 	0.00159 

	

/65) 	-o.0000 



No 

The first two states again had to be included in the initial 

block of states, and the increments for these are not available. 

This sequence typifies what we ideally hope to find through-

out this analysis: The sequence of increments converges monotonic-

ally and smoothly to 0, and converges rapidly enough that a few 

terms suffice to reduce the probable residual error to within the 

• 	established limits. 

The very satisfactory convergence of this particular sequence 

gives encouraging evidence that the choice of radial modes was 

a suitable one. The conclusion suggested by this simple example 

is supported by other evidence. For example, one can look at the 

two phonon states of the same general type. 

We arrange these two phonon states into subsets, corresponding 

to having the phonons restricted to N=0; N0,l; N=0,l,2; and so fOrth. 

The first set contains only /1,1); the second contains /1,17), /17,17); 

the third /103), /17,33), 13303). Following sets are constructed 

according to the same pattern. The increments côrrespdnding to 

these sets are 

N 2 	—0.00621 

N 3 	 0.00105 	 • 

N 4 	—0.00012 	 • 

• 	A similar sequence for three—onon states is found to be 

N2 	—0.00063 	 • 

N 3 	—0.00015 

N 4 	—0.00001 
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Each of these cases (the sequence for two-phonon states and 

the sequence for three-phonon states) demonstrates the same 

impressive convergence patterns that were found in the one-phonon 

sequence. Furthermore, a comparison of the total contribution of 

one-phonon states, the total contribution of two-phonon states, 

and the total contribution of three-phonon states leads to the 

conclusion that states of this type with four or more phonons make 

a contribution that is negligible by our standards. The sequences 

thencconverge stifaôtiy bOth in the direction of higher radial 

excitation, and in the -direction of larger phonon occupations. 

The S-phonons we have been studying can, of course, occur 

in states that also have occupations of higher L modes. These states 

will not have R=O, but rather R=2,4,....  An  example of such a state 

is /17,2,2) We place this state in our scheme of classification 

by thinking of it as arising from the "skeleton state" /2,2) 

(two phonons in the mode L=l,M=o) by the addition of one S-phonon 

in the first excited radial mode 

Consider the skeleton states with R=2, and then consider the 

sequence of states derived from these by adding one S-phonon in 

successively higher radial modes N=0,l,2,.. . 	The first set of 

the sequence is then /1,2,2), /1,5,8), the second set is 117,2,2), 

/17,2 1 2), /17,5,8). This sequence parallels the sequence /1), 

/17), 133), 	stud-ied carlier. 
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The sequence of increments for thee sets :15  given below 

• N = 0 	 -0.00001 

N = 1 	 -0.03512 

N=2 	 -0.00261 

N = 3 	 -0.00036 

With the very dramatic exception of the first term, the 

sequence demonstrates the same sharp convergence that was 

evident in earlier examples. The very small term corresponding 

to N = 0i.11ustrates the special role played by the ground state, 

which is singled out by the unitary transformation (5.4) as a 

special ease. We had stated that the anoniolously small role played 

by the ground state could be illustrated in the context of the 

whole sequence of radially-excited S-phonons. This example confirms 

our expectations and supports our earlier conclusions about the use-

fulness of the upitary transformation. 	The terms for N=1, 

N=2, N=3 again show that the radial modes were well chosen, and 

that terms for N=4or higher are not expected to give important 

contributions. 

The same principles can be illustrated by a sequence derived 

from R=2 skeleton states by the addition of Lwo 5-phonons. Classi-

fying the paris of S-phonons (as before) by the highest radial 

mode occupied, we find 	• 	 .. 	 . 	. . 

N 0 	 -0.00039 	. 

N 1 	 -0.00348 

N 2 	 -0.00060 



-85- 

A few terms from the sequence for three added S-phonons are 

kno',rn: 

N 0 	 -0.00001 

• 	 N : 1 	 -0.00025 

The contribution from all two-phonon increments is about 

an order of magnitude smallerAhan for the one-phonon case; 

the.saine comparison holds for the three- and two-phonon cases. 

Moreover, the three-phonon case (above) already gives a negligible 

contribution. We may confidently conclude that the sequences 

converge also in the direction of higher occupations (as well 

as in the direction of higher-order radial excitations), and that 

simi1arterms with four or more phonons do not need to be included. 

The reu1ts quoted were primarily sequences beginning from 

R2 skeleton states. The R=2 states were used for this study because 

they were expected to give the leading contributions, and because 

there are very few R=2 skelebon states, so it is possible to study 

several terms of a sequence before running into enormous numbers 

of states. Below we give some similar examples taken from R4 

and R=6 sequences, With progresc -ively higher rank, we will find 

limitations of space prevent us from including as many terms of 

each sequence as iIpreceeding examples. If the magnitude of the • 

contributions grows smaller with increasing rank (as wehope they 

will), not as many terms will be n€eded, for a gven standdrd of 

accuracy. At the swne • time, our confidence in the extrapolations 

may suffer, 
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We present the Sequence of results for adding one S—phonon 

in successively higher radial modes to the skeleton states of rank 

R=4. 

	

N=0 	 —0.00048 

	

N = 1 	 —0.01195 

	

N = 2 	 .0.00018 

We see again the-phenorienon of a very sinafl leading term 

(N=0) followed by a relatively larger N1 term, and a sharply 

qonverge'nt s.quence for higher modes. 

The terms for adding Lwo phonons to R=4 skeleton states are 

	

0 	 —0.00011 

	

N=1 	 —0.00114 

Higher terms of this sequence were not studied. 

One term derived from R=6 states was Studied. This term 

was for the addition of one S—phonon in the 	modc. (We have 

learned the N=0 case gives negligible contributions). This term is 

	

= 1 • 	 —0.00302 

It is instructive to compare the contributions from corresponding 

terms of R=2, R=4,. and R=6. The increments (quoted above) for 

adding one N=1 S-phonon to each of these sets are 

	

R- 2 	 —0.03592 

	

R=4 	 —0.01195 

	

R = 6 	 —0.00302 
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These increments show an almost geometric convergence, with 

ratio about 1/40 It is strongly suggested that higher terms (e.g. 

R8 1  10,...)  give unimportant contributions 

While it is impossible to give rigorous estimates of the 

cumulative contribution of all  terms not included in our basis, 

the convergence of all sequences studied so far has been so 

satisfactory that one feels confident these contributions are within 

the etab1ished bounds. Moreover, the results invite the inter- 

pietation that thbasis used is close toth9 optimal basis for 

a given size (wit1i respect to the characteristics we have studied). 

The Role of RadiaB.xcited 	Phonons ( N 0, L = 1,2,...) 

We have taken the point of view that the S-phonons are in 

a category apart from non-S phonons (L=1,2,,..).. In the context 

of our computation, this is reasonable because the S-phonons (in 

the dominant radial mode N=0) are described analytically (to a 

good approximation) by the unitary transformation to which, we 

have referred. We have studied the role of these "ground state" 

phonons (N0 1  L0) in specific examples and have verified that they 

now play a minor role. The S-phonons in higher radial modes (N= 

1,2,...) have also been studied, and it was found that the irnpor-: 

tance of these states dropped off rapidly with increasing N. 

In these studies, we have considered principally states 

in which the non phonons were in the dominant radial mode N=O. 

it is now time to study the role ,of these non phonons when they 

are allowed also in the higher radi1 modes. 
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The sequence of states that will interest us may be thought 

of as being derived from skeletbn states (all phorions in N0 mode) 

by successive radial excitations (i.e. transitions of a phonon from 

the state L,M,N to the state L,M, N+1 ). In our particular scheme 

of nuñbering states, this corresponds to a transition from the i—th 

state to the (i+16)th state.. We think of the excited radial states 

(N=l,2, ... ) in a category apart from the ground radial state (N=0), 

and separate the states under donsideration into setè according to 

whether there one, two, three, (or'more) phonons in the excited 

radial states. 

The first category of states we examine is the set of states 

derived from skeleton states with rank R=2 by the exitatiofl of 

one phonon to successively higher ,  radial modes. The increments 

are labelled by the radial mode of the phonon, and are given below: 

N=l : 1 	 —0.023 

N = 2 	 —0.00071 

N = 3 	 —0.00047 

A similar sequence can b stuthed for the case of states derived 

from R=2 skeleton states by the excitation of two phonons. The 

increments are labelled by the highest occupied'radial mode. 

N < 1 	 —0.00921 
I 	 7 

N 2 	 —0.00091 

—0.00057 
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We find that the magnitudb of the increments drops off very 

sharply with increasingly highe radial modes, and also that the 

contributions from states with 
I two excited phonons is less thai 

that from states with one exctieci phonon. In this connection, 

it Is encouraging to compare the results quoted with the increment 

for R=2 states with no excited phononS. If we begin with a basis 

of only R=0 states (E-5.000) and think of adding the R=2 skeleton 

states, the increment correspoding to these states is -0.2. 

The contribution of states with excited phononS is then smafl 

by cmpariSOntOth contributiron from the skeleton states (i.ea 

th states with all 1 phohons inthe ground radial mode). This 

justifies the speial role these skeleton states play in our analysis. 

• 	 Siinilar sequences can be studied starting from the R=Z f  skeleton 

• 

	

	states or the R6 skeleton states. Consider the R4 states. The 

sequence f Or raising one phonon to s ucce ively higher radial modes' 

is 

N=l 	 -0.02466 

N = 2 	 -0.0033 

Higher terms of this sequence were excluded for lack of space, 

but their contribution clearly may be expected to be negligible. 

For R=6 states, the corresponding sequence (for raising one phonon 

to successively higher radial modes) is 

N = 1 	 -0.01109 

N = 2 	 -000254 
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For the R4 and R6 cases, the posibility of raising two 

or more phonons to excited radial modes was also studied, and the 

results were qualitatively similar to the R=2 case, and confirmed 

the general conclusions reached there. 

One rather unfortunate result that emerges from these results 

and from others is that the notion of "rank" which has served so 

usefully until now is of more limited usefulness in connection 

with the higher radial modes. Consider the increments (quoted 

bve ) for raising one phonon to the first excited radial mode 

(N=l) for the case R=2, R=4,  and R6 skeleton states, respectively: 

R=2 	 -0.02143 

• 	
R = 4 	 -0.02466 

R = 6 	 -0.01109 

Similar sequences quoted earlier, with all phonons restricted to the 

ground radial mode, gave monotonic and, in fact, very sharp con- 

• 	vergence with increasing rank. We find here that the contribution 

of the R4 term in this sequence is in fact slightly larger than the 

R=2 term. The most optimistid guess for the next term (R=8) in the 

sequence would be based on an. extrapolation from R4 and R=6, and 

would lead to something of the order -0.00500 (which is not negligible 

according to our criterion). It is probably useless to speculate on 	• 

the sum of all succeeding higher terms. This example is the 

first case where the estimated residual error from states not 

included exceeded our tentative standard of -0.00100. The number 

of states of the ldnd involved (i.e. R--8 states with radial exci- 
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tatins) is so large that it was not possible to extend the compu-

•tation to include these terms. 

States with Radially-E,xcited Non-S Phonons 	Added S-Phono. 

In the preceeding discussion we considered states derived 

from skeleton states by successive radial excitations. Inasmuch 

as skeleton states by definition have no S-phonons, these states 

will also be without S-phonons, and the radially-excited phonons 

referred to will be non-S phonons. From these states one can 

now derive still other sequences of states by successive additions 

of S-phonons (in the ground or radially-excited states). In an 

earlier section we discussed such sequences derived from the 

skeleton states themselves. 

The sequences we have just described were studied in 

accordance with the same principles that have been illustrated 

in our previous examples. In order to shorten the discussion we 

omit specific numerical results, and summarize the conclusions 

derived from these results. 

Beginning with a given set of states without S-phonons. (but 

with radiai1yexcited non-S phonons), the sequences derived by 

additioi of one (or more) S-phonons in successively higher radial 

modes displayed the same smooth convergence that was found in 

similar sequences derived from skeleton states. Comparison of the 

contributions from states with one, two, or more augmented phonons 

showed that the sequences converged (as before) in the direction 

of larger occupation of S-states. 
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The one characteristic that differentiates these results 

from other analogous sequences is that the term corresponding 

to putting the S-phonons in the ground state (N=O, L=O) is no 

longer exceptionally small, as it was for sequences derived 

directly from skeleton states. In the earlier examples the 	 -. 

exceptionally small contribution from this term was attributed 

to the unitary traflsformation (5.4) which apparently described 

the distribution of these phonons with great accuracy. In the 

present case the term corresponding to N=O plays the role one 

would normally expect it to play in the sequence N=O,l,2,....; 

i.e. it gives the leading contribution. As was just mentioned, 

the succeeding terms display smooth and satisfactory convergence. 

The normal role of the N=O term in this case (as compared to 

the anomolously small role in earlier oases) can only be inter-

preted by saying that the unitary factor (5.4).does not correctly 

describe the distribution of ground-state phonons in states with 

radially-excited phonons present. 

In our study of these sequences we encounter the same difficulty 

that was encountered in our study of states without .addedS- - 

phonons (but with radially-excited non-S phonons): the sequences 

of given rank R converge welliin all respects, but comparison of 
I 

contributions from different rank leads to ambiguous or disturbing 

results. There are a fw examples where the contribution from .R=4 

states is larger than the contribution from R=2 states, Limitations 

of space in each case prevented including the R term, 
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Sinary 

We pause now to review what has been said. 

Preliminary calculations (particularly with phonons restricted 

to the first radial mode) tended to support our conjecture that the 

rank classification gives a useful hierarchy of approximations. 

More detailed computations showed that not only do states of higher 

rank give successively smaller contribiitios., but different kinds 

of states of the same rank gave roughly similar contributions. 

The next observations confirmed that (after the unitary 

transformation) the groun-state (L=o, N=o) phonons played a very 

minor role. This fortunate circumstance was attributed to the unitary 

transformation (5.4), which in effect gives an analytic description 

of the distribution of these phonons which closely approximates the 

correct distribution. 

The discussion was extended to S-phonons in the higher radial 

modes Sequences of R=O states (states with only S-phonons) 

were studied, and the corresponding sequences of increments were 

found to converge smoothly and rapidly to 0 with increasing occupation 

of phonons, and with higher patterns of radial excitations. The 

radially-excited S-phonons were studied also in their role in 

"augmented states, " and similar conclusions were reached. 

Next we examined states derived from skeleton states by exciting 

non-S phonons to higher radial modes For stater, of a givenrank, 

these Sequences again converged smoothly. Difficulties arose when 

one comparedcoresponding contributions.from states of rank R=2,. 
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• R=4, and R6. Unlike similar sequences studied earlier, these rank-. 

sequences did not converge smoothly enough to aflow inferences 

about higher terms. 

A similar situation was encountered when we examined the 

states with non-S radial excitations and with added S-phonons. 

Here again, the vqrious sequences within a block of states of a given 

rank were found to converge more or less satisfactorily. Comparison 

between blocks of different rank were inconclusive or even disturbing. 

We had pointed out earlier that our analysis could be thought 

of as "exploring" a region in an abstract space, S, in which each 

coordinate direction corresponds to one characteristic that may 

describe a set of states. In the discussion we have juzt completed, 

the principal characteristics i.e. coordinate directions, or 

dimensions, in S—were rank (R), huxnber of added 5-phonons, and 

radial excitations. As we explored further along the various 

directions, we sbught to make our basis as efficient as possible by 

cutting off the sequences of states at the point where the residual 

error was reasonably expected to be negligible according to our 

ôriterion. In many cases the sequences of increments converged so 

smoothly that we were able to make these estimates with great con-

fidence. In a few other cases the results were ambiguous and no 

confident estimate of the residual error could be made. This circuin-

stane, of course, does not invalidate the calculation in the sense 

that our results continue to give upper bounds on the ground-state 

energy of the polaron; it does somewhat complicate the task of 

stimatiflg the uncertainty in our results. 
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Estiatas of Error 

Let us now face the diuestion of estimating the uncertainty 

in our results. In making such an estimate we are, of course, 

faced with several obstacles, both in principle and in practice. 

The difficulties that arise in principle involve the question of how 

the various residual errors that we have (perhaps accurately) 

estimated are to be combined. It is a fundamental characteristic 

of this kind of problem that the contributions from various sets 

of states do not combine linearly and independently. Secondly, 

there is the question of the validity of the extrapolation process 

that led us to these estimates. We are inclined to have stronger 

confidence in the extrapolation if we have a larger number of terms 

in the sequence, less confidence if we have fewer. There is then the 

practical problem that in some cases it was impossible to compute 

as many terms of a given secuence as one would have liked. 

These difficulties notwithstanding, it is possible to make 

some meaningful observations. To the extent that the following 

discussion is valid, our computation offers one advantage over 

previous computations in that the numerical results also give 

information that can lead to a semi-quantitative estimate of the 

accuracy of the results themselves. Given a confidence in certain 

estimates that cannot be rigorously justified, one then has not 

only an upper bound but also a rough lower bound on the energy of 

the polaron. 



• 	Recall that earlier in the discussion we compared the eigenvalues 

corresponding to bases with states RE 2 2  R 4, and R E 6 2  respectively. 

These comparisons were made with a basis with phonons restricted to 

the ground radial mode (N=o), and showed very impressive convergence. 

One is naturally led to look at the same sequence for a general 

basis, in which radial excitations are allowed. In particular, 

we may select from the "optimal" basis we have been studying all 

states with R 2, then all states with R( 4, and so on. The 

eigenvalues for thissquence of bases are given below: 

• 	 R=O 	 —5.00000 

	

R 2 	 —5,34304 

	

R4 	 —5-46897 

	

R6 	 —5.50264 

The increments corresponding to each of theset setsareTgiveri in 

	

the next table: 	•• 

	

R 2 	 —0.343 

• 	• • 	R = 4 	 —0.126. 

	

R = 6 	 —0.034 	• 

• 	Extrapolating these results, one is led to something of the 

order of —0.010 for the increment corresponding to the R=8 states. 

The validity of this estimate may be open to question on the ground 

• that the sequence of states arranged by rank may seem to have been 

• 

	

	biased in favor of the lower—rank states. In studying the various 

sequences that begin with skeleton states and proceed by successive 



• excitations, additions of S-phonons, etc., It was not possible 

• to include. .nea±.ly as many terms for the higher-rank states than for 

the lower-rankstates, due to lack of space. (For example, if we 

consider the states derived by exciting one non-S phonon to the 

N=l mode, there are three such R=2 states, twenty-six R=4 states, 

and one hundred twenty-three R6 states). This procedure, of 

including fewer terms for the higher-rank states, can be justified 

on the ground that the leading terms for the lower-rank states are 

larger (in magnitude), so that it is necessary to include more thrms 

to achieve a given standard of accuray. It is almost certainly true 

that the fractional error in the R=6 increment (-0.034) is greater 

than the fractionl error in the increments for R4 or R2. 

That is, we might guess that we imow the R=2 increment to within 

one part in one himdred, but the R6 increment to only one part in 

ten. This is acceptable, because the R=6,incremneflt is an order of 

magnitude smaller, and the terms enter into the results additively. 

This having been said, the fact remains that we are less confident 

in the higher-rank increments than the lower-rank increments, 

because as the rahk (and the number of skeleton states) increases 

we are ableto inbiude fewer terms of all sequences, and our estimates 

and eicbrapolations are less well-founded. On top of this, there were 

a few sequences studied that did not exhibit convincing convergence 

in the direbtion of higher rank, and a few cases in which the terms 

even appeared to grow with increasing rank. One must say that It is 

possible (or probable, depending on. how one interprets several 
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results) that the absolute error in the R6 increment, for example, 

is larger than the error f or R=4 or R=2. Making a rather conserva-

tive (i.e. pessimistic) view of this effect, one might be led to 

modify the estimate of the R=8 increment from -0.010 to -0.020. 

Whatever rèsidüal erors remain in each of the sets' of states 	 - 

(for a given rank) also affect us in another respect: In addition 

to affecting our extrapolation to the R=8 term and succeeding terms, 

these residues accumulate in some way (i.e. not linearly or 

independently) to give an error in the approximate eigenvalüe 

(even for a basis cut off with sttes of rank R=6). It is difficult 

to make quanitative estimates of the cumulative effect of these 

errors. There were a number of residual errors that were estimated 

(more or less realistically) to be each of order -0.001 or less. 

We estimate that these small increments accumulate to give something 

anT:order of magnitude larger--i.e. of order -0.0100 That is to say, 

we anticipate that the energy would be lower by -0.010 (approximately) 

if all these next higher order terms were included in the basis. 

Making the plausible assumption that the extrapolated estimate of 

the contribution from R8 states will be unaffected by this perturbation, 

we are led to estimate an error of order -0.030 in our resu1t 

If these estimates are not grossly over-optimistic, the eigen-

value for g2  = 5 is accurate to within about 	-ha].f of one ppceñt. 

Makinga generous allowance for the accumulation of higher terms not 

studied, and for overly-optimistic estimates, we can say that the 

eignvalue 	50 is almost certai 1Xot in error by more than 1. 0 

cent. 
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• 	
other measure of what has been accomplished is, of course, 

the comparison of our ground-state energy E 0  to that obtained by 

other variational calculations. A survey of such a comparison 

• 	 was given by Table 1, for a range of coupling strengths. For 

• 	
g = 5, which is the case we are studying, the "next-best" rsult 

(Feynman's) is E 	-5.41~ . Next is the figure E0  = -5.40, according 

to the Lee-Low-Pines result corrected by perturbation theory. The 

• 	colupa±ison is slightly misleading, because this result (-5.40) 

• 	 is not an upper-bound. Our result is seen, to be a modest but. ig- 

nificant improvement over Feynman's result, and a considerable 

improvement over Lee-Pines result F, = -5.30 

In one sense a more suitable standard for comparison is not 

itself, but that part of E that we are computing numerically 

in a non-trivial way. If we separate out the Lee-Low-Pines term 

-g from the eigenvalue, and write 

• 	

•• 	 E = _g2J - E' 	 (7e2) 

then our computation is directed toward determining E'. Our result 

for g2  = 5 is E' 	0.50; the others are E' 	0.44 (Fe3minan), and 

= 0.30 (Lee-Pines). 

This separation is also useful in relation to the discussion of 

errors. One finds that many important sets of states givecontributions 

(f or different g) more closely proportionalto E t  which.is  in turn. 

roughly proportional to g4 ) than to 
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The analysis we have made for g 2  = 5 is sarized in Tablet 

together with a corresponding summary for g 2  = 1, g2  3, and 

	

92  = 7. 	The results are, of course, in units of 
(A) . If the 

estimated error (second row from bottom) is comted as a fraction 

of E the results are (approximately) 

92 	 fractional (probable) 
error (in per-cent) 

1.0 	 0.10 per-cent 

3.0 	 0.20 per-cent 

• 	5.0 	 0.50 per-cent 

	

I 	7.0 	 1.10 per-cent 

Judged in relation toE' (see (7.2)).the error does not 

grow so steeply as a function of g; on the other hand, the 

errors are then much larger in absolute value. For the experi-

inéntalist, the form given in the table above is the meaningful one, 

and our results acurate enough to be useful. At the same time, the 

error is larger than one would hope to achieve from a computation: 

on such a large scale. We return to this point in the next chapter. 

The Case P 0,2ad the Effective Mas 

evious discussions of the general case have been restricted 

in most cases to determining the energy for small P. In this range 

one conventionally writes 

= E + P/2m 	 (') 

whiCh defines the effective mass m* 
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Heretofore we included in our basis only states with even 

parity. In the general case F0 the term (4.36) in the Hamiltonian 

connects states with evenparity to states of odd parity. The 

states with odd parity that must now be added to the basis are 

stateS of odd rank; i.,. R1, R=31 R=5,... The basis of odd—parity 

states is constructed according to the same principles as in the 

even—parity case. In particular, one finds that the sequence of bases 

including states of successively higher rank gives a smoothly con-

vergentseqience of approximate eigenvalues. The convergence of 

this sequenôe is extremely strong f very small P, and moderate 

for P of order unity. (No computations were made for very large P). 

At this juncture we are faced with a severe problem arising 

from limitations of space • In principle, one would want to treat 

the even and odd—parity states on an even:footing, so that the basis 

should include roughly as many states of one catgory as of the other. 

Now our previous ±'esults were based on a set of states with more 

than 900 basis vectors; this problem itself stretches the capacity 

of the available computers nearly to the limit. It is not possible 

to include in addition a similar set of odd—parity states. 

One answer to this difficulty is to cut back the even—parity 

states, selecting for example, the 500 most important states, allowing 

room for a comparable number of odd—parity states. 4 secoxid alter-

native, which is the one we choose, is to restrict the computation 

(s is customary) to small momenta, so that the convergence with 

increasing rank of the odd parity—states is very.strong, and rela- 



-lO2- 

tively few odd-parity states need to be included. These computations 

suffice to determine the effective mass, m*,  which is in any case 

the quantity of greatest interest. We find that we are able to 

carry the computation out far enough to get some information about 

how the energy deviates from the quadratic dependence on P that 

is observed for small P. 

An analysis was carried out, similar to the one we have 

discussed, (but in slightly abbrevited:friYto dëterminethe 

optimal basis of odc-parity states within the given restrictions 

on the size of this basis. These explatory computations resulted 

ma basis of 750 of the even-parity states previously discussed, 

and 200 odd-parity states of rank R=l, R=3, and R=5.  With this 

basis )  the estimated error in the eigenvalue (f npnvanishing 

but small P) was found to be comparable to the error estimated 

in the special case P=0. 

If we now take P to be be a dimensin,less unit (corresponding 

to what was formerly written P/.iJ 2xno)  ), we can write (7.3) as 

E= E 0  + P2 (rn/m*)C&) 
	

(7.4)- 

from which 

• 	 */m 	
• t( 	 •••-• 	 1. 	 • 

which, in principle, should he independent of F for small P. 
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The basic soundness of our effective-mass computation 

is supported by the fact that our results coincide exactly 

with the perturbation-.theoretic result (3.6) for weak coupling 

and closely approximate the Lee-Low-Pines intermediate-coupling 

result (3.15) for g 2  = 1. One side-comment is appropriate in 

this connection. For the case P=O we pointed out that the Lee-

Low-Pines computation corresponds to a trivialliinIt in the 

contect of our work (i.e. to the case where the basis set includes 

only the vaduum state). The same corresondence does not hold 

in the case FO, because our unitary transfoimation (5.4) is no 

longer equivalent to the Lee-Low-Pines transformation (3.9)4 

In our case the perturbation arising from non-vanishing P must 

be taken into account explicitly, rather than being described to 

the first approximation by the unitary transformation.. The close 

correspondence between the two results (in the region where Lee-

Low-Fines is expected to give a good approximation) is then not the 

trivial observation it would be in the special case P=O. 

Feynman2  points out that in his ap'oach the effective-mass 

computation is attended by difficulties not present in the special• 

case P=O.- In particular, the Feynman energies for PO do not 

represent upper bounds. In any case, the effective mass, even 

when computed from upper-bound approximations to the energy (such 

as LeePines' results, or ours), is not itself an upper (or lower) 

bound on the exact result. This circumstance complicates the 

interpretation and comparison of result. 
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The error-analysis of the effective-mass results involves 

an additional degree of speculation that was not present in the 

analysis of the P=0 results. Consider an elementary study of. 

the propagation-of-error from the energies E and 	tbthe effective 

mass ratio 15*/rn.  From (7.5) one finds 

d(m*/m) 	d( E - E ) 
- 	= 	° 	 (7.6) 
(*/) 	( E - Eo ) 

d.E 	dE 
- 	- - .—Q 	 (7.7) 
B-B 	B 	E o 	 0 

To nanilnize the error in m/m  one would then want to choose 

a basis that gives E and B 0  with comparable accuracy (so that 

the second factor in (7.7) is small, and one would want to compute 

m/ni from (7.5) with P as large as possible (but within the range 

where E depends quadratically on F) in order to maximize E 0. 

Because the second factor in (7.7) may have either sign, 

the fractional error in m*/m may be positive or negative; this 

.shows that our approximation does not have an upper- or lower-bound 

chracterist 	-As thisfactor may also Aranishp it -is--possib1e to 

arrive at the exact result for m*/m,  even when B and E are loiown 

only crudely. 	We can in no way derive (or estimate) a lower bound 
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on the magnitude of the fractional error in m*/in.  An upper-bound 

estimate on the error in in*/ni must be based on the possibility that 

there is (effectively) no cancellation between the two terms in 

the factor dE/E - dE 0/. The factor E/E-E0 ) is quite large 
(typically of order 50 or larger). If the error in the energy is 

comparable to that estimated earlier (about 1.0 per-cent), then 

in the worst of circumstances the effective mass as given by our compu-

tation has a fractional error of order 50 per-cent. This is certainly 

an overly-pessimisti0f ,  v-jew, particularly considering the close 

agreement between our results and other reliable computations for 

weak and moderate coupling. For the basis described earlier and 

used in these computations, the fractional  errors 	and 

are probably close in magnitude; (because of thevariational character 

of the energy, they must be of the same sign). The difference dE/ 

is probably then an order of magnitude smaller than either 

of these terms: i.e. the difference is perhaps of order 0.1 per-cent. 

Our value m*/rn may then have a fractional error of order 5.0 per-

cent. These estimates do not carry the same confidence as our 

earlier estimates of the error in E, 

We are now ready to give a few numerical examples to illustrate 

the above discussion. 

Consider firstthe weak-coupling limit (e.g. g 2  = 0.2). 

The energy E (i.e. for P=0) in this case is found bY our computation 

to be E 	-0.20062, in very close agreement with the "second" 

perturbation-theoretic computation (3.19) which predicts E 0  = - 
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-0.20064. In this weak-doupling limit we computed E for a . range 

of P as given below: 

P 	 m*/m 

0.10 	 1.0344  

0.20 	 1.0346 

0.40 	 1.0357 

0.60 	 1.0376 

0.80 	 1.0408 

1.00 	 1.0458 

1.20 	 1.0539 

1.40 	 1.0686 

1.60 	 1.0987 

1.80 	 1.1613 

2.00 	 1.2564 

The second column gives m*/m  for thirious P under the assumption that 

the eneigy depends strictly quaaratically on P (i.e. m*/ni as 

given by (7.5)). One sees that ni*/m  remains nearly constant 

for a, conveniently wide range of P. To say something specific, 

m*/m remains constant to within 1.0 per-cent for P as large 

as 0.80. The small-P limit m*/m = 1.034 is in c]-oe agreement 

with the weak-coupling result (3,6). The trend of the figures 

in the second column above for larger P shows that the energy 

drops below the curve given by the strict quadratic dependence 

(7.4), if P is not small. 
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.2 
A corresponding set of results for g = 1.00 shows the 

same qualitative behavior, and gives an effective mass ratio 

= 1.19. This is in close agreement with the perturbation-

theoretic result m*/m = l. and the Lee-Low-Pines approximation 

= 1.16.5. The close agreement between our result and the 

others in this case and in the previous case gives a good indication 

that the numerical errors in our computation are much smaller than 

a very conservative error-analysis might lead one to believe. 

For g2 =31 we have the sequence of results asfollows: 

p 	. 	. 

0110 i 	 1.778 

;O20 	 1.783 

0.40 	 1.800 

0.60 	. 	1.829 	 . 	.. 

0.80  

The limiting luei.fosmal1 P, m*/m . 1.77 is in remarkably close 

agreement with Femman's m*/m = 1.78, end in reasonable agreement 

with Lee-Pines' m*/m = 1.61. Lee-Low-Pines predict m*/m = 100. 

For g2  = 5 (which is the case we have studied in some detail) 

a similar sequence yields the result m*/m = 2.59, which Is inter-

mediate between Feynxnan's m*/m = 3.56 and LeeFinest m*/m = 2.15. 

If Femman's result is correct, our result is in error by 40 per-cent. 

Our error-analysis indicates that this is not inconceivable, but 

is . at the same time not likely. 
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• 	For g2  = .7, our result is n1/m = 3.24, which is much closer 

to LeePin65'.m,/]Th 2.82 than to Feynmants result in *jin  = 13.2. 

0 
	 For this case, intermediate-coupling theory predicts 2.16. The 

wide discrepancy between these various results attests to the special 

difficultieS attending the effective-mass computation, as compared 

to the simpler computation for determing E oO The result of our 

analysis sugge sts that Femman' s result for the effective mass 

is in this instance quite likely to he in error by at least 50 per- 

cent,. 

The results discusi 	here are suxnniarized in Ta1le 6. 

Computations with A1teative Bases 

We conclude this chapter with a brief discussion of sonic 

side-computations that shed light on the validity of our assumptions 

and the accuracy of our computation. . 	., 	. . 

The radial functions R(x) as given by (4.22) include a 

non-linear variational parameter Z. Although Z enters into the 

radial functions in an apparently very complicated way, the 

resulting matrix elements (see Appendix 1) depend on Z in a fairly 

simple way (i.e.. they turn out to be proportional to various 

powers of z). We indicated that our computations would be made 

jni-t.ia11y.with Z=1 9  so that our ground radial state N=0 corres-

ponds exactly to that of Lee-Low-Pines. 
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TABlE 6: Polaron Effective }4ass 

92  = 	0.20 	1.00 	3.00 	5.00 	7.00 

	

1.034 	1.19 	1.77 	2.59 	3.24 

LLP.* 	1.033 	1.17 	1.50 	1.83 	2.17 

LP.* 	 1.61 	2.15 	2.82 

	

1.78 	3.56 	13.2 

Z. = Zimmerniann (this study). 

IL? = ee—Low--Pines 6 	 .. 	 . 

LP = Lee—Pines 	 . 	 '1 

FFeyriman 2 
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The question arises whether our reilts could be improved 

(ror, in fact, whether they change at all) by a different choice 

of Z. Because ofthe:'ni—linear character of Z, it is not possible 

to compute the "best" value of Z in the seine way it is possible 

to compute the optimal value of the other 900 or so linear co-

efficients. One must resort to doing a series of repeated coinpu.-. 

tations, each independent of the others and for different Z. One 

can then plot; out the dependence of the energy on Z and roughly 

• 	determine the optimum point. 

If it were to turn out that the energy depends very sensitively 

on Z, this would be a very inefficient procedure. Now in principle 

the energy should be independent of Z if sufficiently many terms 

from the radial sequence N=0,1,2,... are included in the basis. 

• 

	

	This is true because the radial states (4.22) form a complete set 

for any Z. (The case Z0 must be excluded because then certain 

integrals diverge). Inasmuch as our basis is restricted in certain 

respects with regard to radial excitations, one expects to find a 

weak dependence of the energy on Z. This expectation is confirmed 

by an examination of the results. 

• 	 The nature of the dependence of E on Z will be illustrated by 

a sequence of results for g2  = 4. These results are summarized 

• • 	• 	in the table below: 



z B 
0 

0.65 —4.2940 

0.75 —4.30177 

0.85 —4.30075 

0.95 —4.29490 

1.00 —4.28765 

One finds that the optimal Z in this case in near Z = 0.75.. 

ThesereSulS show. the weak but non—trivial dependence of 

E 0 
 on Z that we exp'cted'to find. Results for other coupJing 

strengths are qualitatively similar. Because of the weak 

character of this dependence, it is not necessary to choose 

a finer mesh of points on the Z—scale than is indicated by 

the tabulation above. Any change in E 0  that may result from 

a more accurate determination of Z would be small, compared to 

the errors from other sources. 'All results quoted in this chapter, 

including the detailed study for the case 	= 5, were derived 

from a basis with the optimal value of Z for that coupling constnnt, 

as determined y  a tabulation similar to the one given above. 

A second study was made which was directed tard the same 

question of the suitability of the radial basis. In this study 

the phonofl5 were restricted to one radial mode, but the functional 

form of this radial mode ROL(x) was taken in a very general fin. 

Consider a function rOL(x) constructed from our radial basis R(x) 
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by a linear expansion: 

Nt 

rOL(x) = 	 C 	() 	., 	 (7.8) 

where the maximum index N' is something like N3 or N'4. 

Using rOL(x)  in the role formerly played by RoL(c), one can, 

for a given set of coefficients CN  compute, the matrix elements 

of the Hamiltonian. For a given set of coefficients one can 

then 'determine the ground state energy E00 By varying the 

coefficients CN  one can optimize the energy by the same procedure 

that we optimized the energy as a function of Z. This computation 

is a little more complicated because we must search out a space 

of three of four parameters instead of a one—parameter space. 

Unlike the previous case, one finds the dependence of E on the 

coefficients 0N 
 is in this case very sharp. In particular, one 

finds for all coupling—strengths that &U ,funclioxial 	Dj t.he. 

pund state chgsen (i.e. ROL(x) ) 	almQst exacUy 	opta 

•j,cl. To put it otherwise )  the optimal choice of coefficients 

is 0 = 1; 02 = C =...=O. A relatively small departure from 

this optimal condition results in significantly inferior approxi-

mations to E. , 

Still another study was directod toward checldng the validity 

1.. 	of the assumption .describe.d by (4.16).. We coimluded ther.. that it,, 

is suitable to choose the radial modes ROL(x)  for different L 

2  L to be proprtional to the factor (x/(lc)).  This choice was 
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based on a heuristic argument that may not seeni entirely convincing. 

Using a moderate-sized basis, a number of computations were made, for 

various coupling strengths, in ijhich the L-dependence we are discussing 

was based on simple alternatives to the form (4.16). The result of 

these studies was again that the choice originafly made gave superior 

results to other simple alternatives. 

For a given choice of phonon modes, and for a given basis, it 

is possible to arrive at different conclusions with regard to the 

prpbable error, acording, to, ihat partcular systematic sequence of 

results 	tüdied. Our results were arrived at by using a sequence 

that made use of the notion of "rank." Another alternative is to 

• arrange the states in sequences according to the highest angular 

momentum mode occupied: i.e., after states with only S-phonons, 

we have states with S and P phonons, then S,P, and D, phonons, and so 

forth. For g2  = 6, a typical set of results is quoted here. 

S only 	 -6.000 
-0.5145 

• 	-6.5145 
-0.1321 

S,P,D 	 -6.6466 
-0.0199 

,P,D,F 	-6.6665 

The projected probable error derived from these sequences is 

typically a little smaller, but of the same order, as when derived 

from the "rank" sequences. 

A review and discussion of these results will be included in 

the following chapter. 
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VIII. STJi'BRY MID EVALUATION. 

The concept with which we have approached the polaron problem 

is, in essence, a very simple one. The basic notion is knorn as. 

the Rayleigh-Ritz vaiiational principle, which refers to the 

well-known fact that the expectation value of the Hamiltonian of 

a quantum-mechanical system in a "trial state" /0) is stationary 

as a functina1 of /0) when the trial state is exactly the eigen-

state. Moreover, the stationary point is also a minirnm'point, 

so that the energy in any approximate eigentate gives an upper 	. 

bound on the enery eigenvalue of the stem.  

To apply this principle, it is necessary to vary the.trial . 

state /0) in some systematic and numerically accessible way. 

The simplest procedure, which is the one used here, is to expand. 

the trial state as a linear combination of basis states, which have 

been chosen earlier. The coefficients of this linear expansion 

then become the variational parameters, and the energy of the 

system is a quadratic function of these parameters. The variation 

of the ener -y with respect to these coefficients leads to a system 

of linear equations. The eigenvaluc E is determined by the condition 
S 	 . 

that this linear, homogeneous system has a non-trivial solution. 

A very straightforward application of this procedure to the 	' 

polaron problem leads immediately to an astronomically large number 

of baii sttü, adto anizierical coputatibni seval ors 

magnitude beyond the scope of available computers and known techniques. 
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The difficulties presented by the very large scale of the 

problem are attacked simultaneoudy from two directions. On 

the one hand, it is possible to find a sequence of unitary 

transformations, which may be carried out explicitly, and which 

bring the Hainiltonian (in a sense) closer to diagonal form. 

This procedure may also be looked at as incorporating certain 

factors explicitly in the trial state, analogously to weil- 

Imown procedures in the.. solution of elementary quantum-mechanical 

probJemS. With these devices the problem maybe reduced consider-

ably from its original size. It is still necessary to pay 

careful attention to the numerical techniques used for the solution 

of this problem, in order to make efficient use of the capacity 

of modern computers. By reducing the scale of the problem as 

much as possible by analytic transformations, and by stretching 

the practical techniques for the numerical solution to their 

limits, it is possible to proceed systematically with the compu-

tation. 

The choice of the basis for the fundamental expansion of the 

trial state is a crucial step. Underlying this basis isa repre-

entation of phonon wave functions, or modes. The states then 

describe the patterh of occupations of these modes. In the 

selection of these modes we were guided principally by the results 

of previouS computations, particularly those of Lee, Low, and Pines 6, 

and Lee and Pines. 7  In an important sense our computation may be 



thought of as a natural extension of these calculations. In 

these computations, the optimal functional form of the phonon 

modes are determined explicitly p.nder certain very restricted 

conditions. 

Having determined the phonon modes, one must select the 

pattern of allowed occupations in some systematic and orderly 

way. We were guided in this task by a scheme for the classification 

of states. An important role in this scheme was played by an 

index, R, called the rank, which describes the pattern of 

the distribution of phonons among the modes with various angular 

momenta. This concept allows us to give practical meaning to 

the intuitive notion that the lower angular momenta are most 

important. 

The selection of basis states was considerably simplified 

by a unitary transformation referred to earlier. Considered as 

a transformation of the stat, the effect of this unitary operator 

was to distribute phonons in a particular way into the "ground 

state" N=o, L=o. Whereas this particular mode had, played a pre-

dominant role, the unitary transformation had the effeèt of re' 

ducing the mode N0 1  L=O to very minor importance. That is to say, 

the predominantly important basis vectors were now states with 

no phonon occupations of this mode. Of these states, the most 

important states--are those w-i-tallphonons-in the lead-i-ngradial 

mode N=O. States of this type were used as a point of reference 
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in our discussion, and were referred to as 	 states." Other 

states were thought of as being derived from these states by 

"radial excitations," or by additions of S-phonons, or both. 

The numerical techniques suitable to the solution of the 

problem naturally involve a sequence of approximations, each 

utilizing a basis generalized from the previous instance by 

the inclusion of an additional set of states. The corresponding 

sequence of approximate eigenvalues, and the increments in the 

eigenvalues corresponding to the various sets of states, served 

as the basis for our analysis. This andlysis was in the first 

instance directed toward selecting the optimal basis within the 

given restrictions onthe size of the basis. Having determined 

such a basis, the analysis was directed toward estimating the 

residual error in the results arising from the finite nature of 

the computation. This analysis was carried out by arranging the 

sets of states in a systematic way, and by extrapolating the 

sequences of increments corresponding to these sequences of states. 

By a progressive sophistication of techniques it was possible 

to extend the problem to a basis with more than 900 states. That 

is to say., it was possible to determine accurately the ground 

state energy eigenvalue of a Haniltonian matrix of dimensionaiity 

900. 	With this basis, we were able to obtajn approximations (and 

upper bounds) to the ground-state energy E 0  (for o) of the polaron 

f or an important range of coupling trengths. The results obtained 
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were superior to (i.e. lz.er than) the results of other methods 

f or coupling stregths up to g 2  = 7 1  approximately. The method 

is applicable in principle to stronger coupling, but within 

the limitations imposed by finite computer memory it gives 

inferior results. 

It was possible to determine approximations to the effective 

mass m*, for the same range of coupling strengths. These results, 

hoiever, do not have an upper- or lower-bound characteristic. 

This defedR is shared by most othr appoachs to the polaron 

effective nass. 

The error analysis was carried out according to the procedure 

outlined. The results for weak and moderate coupling were 

relatively more accurate than for stronger coupling, and 

were in aeement with the results of other computations (where 	 H 

the other computations were valid). For example, our result for 

g2  = 1 is in close agreement with the "corrected" Ie-Low-Pjnes 

• computation (see equation (3.19)). The estimated error grew 

sharply with increasing coupling strength; the fractional error 

• 

	

	(estimated) varied from 0.1 per-cent for g 2  = 1 to abàut 1.0 

per-cent for g2 
=1 

The error-analysis for the effective-mass computation was 

more problematical. Because m*  is not . "vatiational" quantity, 

- the error may be of either sign, or, in fact, may vanish alto- 

gether. 	It is therefore impossible to get a lo'er-bound estimate on 

the magnitude of the error. It is possible to get an upper-bound 
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estimate on the error in m*, but this estimate is very weak 

and almost certainly leads to a grossly pessimistic result. 

In comparison to previous approaches to the polaron 

problem, the biggest advantage of the procedure used here 

is that, in principle, it gives us, along with the results, 

a possibility for estimating the accuracy of these resultg t  

Whereas other approaches have involved certain restrictive 

assuxiptions whose effeôt on the results cannot be estimatEd, 

the only restrictions in our procedure are the restrictions 

on the size of the basis, made necessary by practical consider-

ations. A large part of our effort was deoted to estiniating 

the effect of this truncation of the basis. While our estimates, 

which were based on the sequence of intermediate results, were 

not rigorous, they were at the same time meaningful. 

The conclusion of these studies gives an error estimate 

that is generally small enough to make the results useful, 

but larger than one would hope or expect from a computation on 

such a very large. scale. At the outset it was certainly intended' 

that a computation with a basis of many hundreds of states (and 

in.particular with nearly 1000 states) would yield results with 

probable errors smaller than the 1.0 per-cent estimated in a typical 

case. 	It must be regarded as a disappointment that the scale 

of the problem is so out of proportion to the accuracy of the.results. 

<4 
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This conclusion is underlined particularly by 1 omparisofl with 	
1, 

Feynman' s work. The path-integral formalism, conceptually more 

sophisticated and more complicated than our approach, is almost 

trivial from the point of view of the numerical computations 

involved, and gives results close to ours for g2i-,C 7 and actually 

lower than ours for stronger coupling. This comparison, and 

the light it sheds on Feynman's approach, is in itself one of 

the interesting results of our study. It would not havnbeen 

antidpated that the Femman method,. involving as it does some 

assumptions that are difficult to evaluate, would in fact be 

cornpetetive with a:  variational computation involving many hundreds 

of parameters. 

It is possible that some modifications of our approach, 

but within the present framework, would result in a more favorable 

comparison0 One alterflative is to make. further unitary trans-

formations, of the same general character as those already 

discussed, in order to bring the matrix still closer to. diagonal 

form. One such transformation is suggested by the Lee-Pines 

calculation. Given their restriction to S- and P-phonons, and 

certain additional assumptions about the form of the trial state, 

the resulting problem can be solved explicitly. (This explicit 

solution still contains such parameters as may have been included 

in the functions describing the radial modes). It is suggested that 

the imitary transformalion that affects this solution might be 
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incorporated into our computation in the same sense as the 

Lee-Law-Pines transformation was incorporated. In this case 

the trivial version of our computation would be equivalent to 

the Lee-Pines calculation, rather than to the less accurate 

one of Lee-Low-Pines. While this would undoubtedly be of 

some usefulness, it would also carry with it certain practical 

difficulties. Each such unitary transformation has the effect 

of adding certain new classes of terms to the Hamiltonian 

operator; the efct of these terms fxom a computational point 

of vie is to increase considerably the density of the Hamiltonian 

matrix (i.e. the number of non-zero dlenents for a o  matrix of given 

size). 	Unless the transformation is of significant usefulness 

in itself, the loss may be greater than the gain. 

Another possibility is to look still more carefully at the 

choice of radial modes. It is regarded as likely that some improvement 

could be made in this respect, but it isa]so unlikely that the 

improvement would be very great. 

As our interest was primarily methodological, we would point 

out that many of the difficulties in this computation may be regarded 

as arising from specific characteristics of this particular problem 

which may not be present in other important problems. It is possible 

to invent a number of simple modifications of the polaron problem, 

for which results of comparable accuracy could be achieved with a 

much smaller basis. Alternatively, for these model problems much 

more accurate results could be obtained for a hais as large as the 
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one used here. One example of such a model is that used by 

Dereese ad Ead' o study the possible existence of 

excited bound states of the polaron. In this model, phonons 

maybe emitted with only one momentum k, .or its opposite, -k. 

analogous model in angular-momentum space may be constructed 

by restricting the angular-momentum vector to a plane (N=o 

for all phonons). 	For any problems with such characteristics, 

or for problems for which these models are meaningful approximations, 

the poóedure studied here may be of, yy great usefulnes. 

We have already said that one of the interesting results 

of our work is the light it sheds on Femman's approach. This 

suggests it may he possible to find an approach that combines 

the conceptual eleagance and apparent power of the pathintegral 

foritialism with a method for evaluating the probable error of 

the results. One possible approach may be based on the numerical 

evaluation of the path-integrals :Lnstead of resorting o the "model 

problem." The nuiiterical evaluation of such path integrals has 

already been studied by several authors but not with particular 

reference to this problem 
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APPENDIX A 

In this Appendix we compute the various integrals that arise 

when the Haniltonian is expressed in terms of the discrete modes 

defined by the creation and destruction operators (4.28) These 

integrals are given by (4.37), (4.3),  (49), and (4.40). They 

are 

T1  = fdlxu; 	(1 +x) u.() 	 (A.1) 

J = fd3. u1() V(x) 

Q(i,j,k,1) = fd3xjd3xf u) u(x') 	i) 	') 	(A.3) 

K.fd3 x 	 - 	 (A.4) - 

With the aid of (4,5), i.e. 

V 

= ULMN(X) = 
iJ_i 	 ii 	1]. 

one canwrite 
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S irnilarly 

-00 

= 	
L.,L.1 	 .L.  () 	 (A.?)

a. 

Making use of 

= x xt P(cos Ø) 	 (A.8) 
xx 

= 	(41173) x x' 	Y:!nc(c?)) YSLm(c?) 	 (AG9) 

wecanwrite 

Q (i, ,k,1) 	(4113)Lx2 RNL(x) X RNL())(jx2dx RNL () 

x R(x)) 	S ik 	
(1)m 	 (k0lo) 

where in turn 

s (M) = - fd 	() 1,M 	LM  

These integrals over three spherical harionics may be expresed 

in terms of Clebsch—Gordon coefficients, and are well—known0 If 

we define 

I(,L; N',Lt, ) 	

= fx2dx R1\1 (x) x RNIL?(x) 	 (A,) 
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then the integral in (A.lo) is I(N,L;N',L'; 2) and the integral. 

in (A.U) is I(N,L; N',L', 1). The normalization for the radial 

• functions RlL(x)  may then be written 

I(N,L; N,L,O) = 1  

The integrals we need to compute are then J. (A.2) and I(N,L; N',L', s) 

for s=0, s=l, and s=2. 	In working out these integrals we will 

repeatedly encounter a particular defi4te integral. For con- 

venience we define 

B(J,K) = f(l v) 
J vK dv = fl (j+i) E(K+l)/r(J+2) 

oddJ1dIc)-i. 

Using the dfinition (4.22) of the radi.l functions 

R(x) = CJ - 	 P (v(x)) 	 (A.15) 
• 	 • 	1 	x (1 + Z22) 	NL 

one can write 	 • 

I(N ) L, N',L', 	
= 	

, +1 fi v) 

L+L'-s1. 	 • 
(v) 	2 P(v) N'L'  (v) dv 	 (A.16) 	• 
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In the ortho-normality condition (A.13) this integral occurs with 

L=L', s=0. 	We are therefore cdncerned with polynidals o±tho- 

normal on the interval (0,1) with respect to the weight function 

Li/2 L+l/2 
w(v) = 	(1 - v) 	v  

These polynomials are defined by the 	Rodrigues 1  Formu1a" 

ldN 

PNL(v) = 	 (w(v) 	N  (1 - V)N ) N  
w(v) dv 

here 	(v) is as in (A.17). 	These polynomials are 1mom in the 

literature as the Jacobi Po1rnom 	 SecOnd Y nd, and 

are conventionaUy denoted by GN(2L+l,  L-1-3/2; v). 	(See, for 

example, reference 15 ). 

We wish to define these polynomials strictly as given by 

(A.18) 	i.e., without a normalization constant. 	The constant 

is determined so that the whole radial function R(x) is 

normalized. 

If 

PNL 	= 	a 	v  

one can easily sho' 

a' 	= 	flN + L + 3/2)/r(L + 3/2)  
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and, 

N,L) 	= 	(1)N r(2N + 2L + 1)jr(N + 2L + i) (A.21) 

The normalization integral I(N,L; N,L, 0) may be computed by 

substituting (A.18) into (A.16) and differentiating by parts N 

times to obtain 

(1)N c2 	dN 1 1 	d1 	N 	N 1 
I(N,L, N,L, o) 

2z2L+1 .L [) 	

( w(v) v 	(i - v) )j 
w( 

W(v) (1 - v)N 	N dv (A4122) 

According to (A.18) the factor in brackets [ 
	] 

is again PNL(v). 

Then from (A.19) and (A.21) 

= 	NI 
PNL 

a'   

dv 

One finds 

I(N,L; N,L, 0) = N! 	B(NL+1%2 	N41/2)  

where the 1at factor is an abbreviation for an integral, as given 

br (A,14). 
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• After some simplification, the normalization condition (A.13). 

then leads to 

2L) 	1 

- F+ NI fl(N + L + 1/2) 

The same general procedure may be foflowed to compute the intgra1 

I(N,L; Nt,Lt;  2) that arises in the term 	We can assume 

without loss df generality N'> N. 	Also, L,L 1  (otherwie the 

term does not enter into (A,10)), 	After substitution and an 

N'-f old int.eatior by parts 

N',L; 2) 	(1)N' CON, 	 (v) 
2L+2 -  	N' 	NI2Z 	 dv 	v f 

w(v) (1 	v)'' 	
N' 
 dv 	-  

If 

IT 

d 	1 
PNI(V)) 

= 	(1)N' NII a' 	v  

dv1 	V 

We have then 	 • 
•1 

I(N,L; N',L; 2) 	
= 	

N'I. 	B(N' + L 	1/2, L - 
:z2L 

1/2) 

LEE' (JL28) 



After substitution of C 	(A.25);  a' 	(A20); and 

B(N' + L 1/2, L - 1/2) (A.14);  and after considerable 

simplification, one finds 

2 tI(N + 2L)1 N'L '  (2N + 2L + i) 
I(N,L; N',L, 2) = - 

	

z 	(i\T' + 2L)1 NI 	(2L + l) 

- 	
1 	 (A.29) 

The int'e'a1 Z(NL;  N,L',  1) invo1ie only a few additional 

complications. We are interested in the cases L' = L + 1 

and L' = L - 1. (We assume as before N'> N, We denote 

I(N,L; N',L'; 1) as 1+  and I inthese two cases, respectively. 

It is convenient also to write WL(V)  where formerly we wrote 

w(v), in order to distinguish between the cases for L and L'. 

We note 

	

WL,(v) = WL+l(v) = v (1 - v) WL(V) 	 (A.30) 

Using (A.30) and making the usual substitutions, one finds 

	

- 	(_1)CNLCNIL, 	d N I  1 
PNL  (v) 

	

+ - 	2L+ 	I 	N' 
2 Z 	 dv v 

(1 - v ) N
,  +L+l/2 N +1,+312 dv 

	 (it. 31) 
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Again after substitution and simplification, one axrives at the result 

2L)L 	(2N + 2L + 1) 
= I(N,L; N',L+l; i) 	/ 	 (A.32) 

V NI (N + 21 -I- 2)1 	Z 

By an analogous procedure, one may show 

I 	I(N,L; N',Il, i) 

NL 2L+l 	
(1)N j1  ,,(N,L) B(N'+L'-1/2, NLiLt+1/2)  (A.33) 

2Z 

if N' = N+1, and I = 0 otherwise. With this 'tipiflatioi 

F+, (A.34). 
2L  

It remains only t6 cipute the integral J1  (A.2). Using (A.9)  and 

the definition 

= 1/477g2 	
(A.35) 

Y (271) 	(2m6)) 	x 

one can show  



-f 

J3i 

= 	 c v() x2 	 (36) 

29-  -1 
Cf1-. 	/ -------.- - P,0(v(x))  

if L = L. = O Otherwise, J. = O We have written N for N, 

• 	in (A 37)  Changing variables from x to v, and substituting 

(A1) for PTQ(v)  one finds 

• 	 • 	= D!/2 	-/2 R 0 (v) dv -. 	 (A038) 

= D 	 C.L. 	 (c) 

jv dv\ 	 I 

where 

C. 	 '12g* - I 
,-_. 	- 	 - 	 - 	 I ' 

V T 	-  / 	L 	'--- - t 

After and N-fold intcTation by narts, 

= 1)NB(N-1/2,-1/2) 414 *  

which, after simpliiiction, turns out to be indepcndeut of N. 



77-  

, 
= 

1 
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