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&BSTRA&T 

• 
Differential cross sections for the reaction 	iip - 1 0 n were meas - 

• ured at nine incident-pion kinetic energies in the interval from 500 to 

• 	1300 MeV. 	The negative pion beam from the Bevatron was focused on a 

liquid hydrogen target completely surrounded by a cubic array of six 

steel-plate spark chambers. 	The spark chambers were triggered on 

events with neutral final states. 	Charge-exchange events were identified 

from the one-shower and two-shower events in the spark_chamber pictures. 

• 

• 	
By the Monte Carlo technique, the n 0  distributions were calculated from 

the bisector distributions of the two-shower ii 	events together with the 

observed gamma-ray distributions of the one-shower 	events; These 

O distributions were fitted with both Legendre polynomial exparSiOflS 
IT 

• 
• 	

the method of least squares. 	The cx 
and 	 expansions by power-series • 

trapolated forward differential cross sections are in good 	agreement with 	• 

• 

• 	
the dispersioncalcUlations. 	The Legendre coefficients for the differential 
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cross sections in isospin state T = 	were obtained by combining our 

results with available data on 	elastic scattering. In the light of 

existing phase-shift solutions, the behavior of these coefficients is dis-

cussed. The D 5F 5  interference term that peaks near 900 MeV is verified 

to be in:isospirl taté T 	/2 only. 

We report here also the total neutral cross sections and the cross 

sections for the production of neutral inultipion final states, 2t 0n and 

3O 	The 1 t solid angle and the calibrated energy response of the spark 

chambers contribute to the accuracy of the results. 

p 
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I. INTRODUCTION 

In the past several years much work has been done to further our 

knowledge of the apparent resonances at 600 and 900MeV in it-N scatter-

ing. Systematic studies have been made of the elastic differential dross 

sections 4  and the polarization f the recoil proton 4' near these two 

resonances. A knowledge of the charge-exchange cross section is also 

necessary in order to help resolve the ambiguities inherent in phase-

shift analyses. More explicitly, the charge-exchange differential cross 

section must be known along with elastic scattering in order to deduce 

the differential cross section for scattering in the isospin state T = I/2. 

Some measurements have already been reported. These include 

forward charge-exchange cross sections measured with spark chambers 

between 0.8 and 1.9 GeV 6  and the angular distribution in charge-exchange 

scattering near 900 MeV measured in bubble chambers. 
8  The angular 

distributions in the reaction ii 
+
n - ii p were also measured in a deuterium 

bubble chamber between 600 and 900 MeV. Simultaneous with the experi-

ment to be reported here, the angular distributions in iip - 1i- 0 n scatter-

ing were measured at iO energies between 545 and 115 • 1 MeV, •  using an 

array of sparkchambers. 	We report here a similar experiment in 

which we measured the angular distributions in charge-exchange scatter-

ing at nine energies between 500 and 1311 MeV. H 

The spark-chamber array used in this experiment completely sur- 

• 	 rounded the liquid-hydrogen (LH2 ) target. This is in contrast to the 

experiment of Ref. 1O . in  which the spark-chamber array subtended 

about 2/3 of 4'ir solid angle. This is an important difference between the 

two experiments. We shall see that while the results of the two experi- 

• 	. 	ments are in general agreement, there are significant differences in 

detail. 



Cross sections and the angular distrihutions for Tj production, 

r 0n were also Obtained from this same run and film. The r results 

have been presented in a separate paper. 2  

p 
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II. EXPERIMENTAL PROCEDURE AND APPARATUS 
'13 

Procedure 

The layout of the experiment is shown in Fig. L Negative .pions 

	

• 	produced from atarget inside the Bevatron were deflected out, momentum- 

	

• 	analyzed, and focused through a series of magnets, then delivered first 

to the target of another experiment, and finally refocused at our LI-i 2  

target. The incident pion flux was defined by a triple coincidence of 

three counters, M. M 2 , and M 3 , together, with a ring anticounter A 0 , 

to define the area of the beam. The LI-I 2  target was placed at the center 

• of a cubic spark-chamber assembly consisting of six iron-plate chambers, 

each about six radiation lengths thick. Inside the assembly, the down-

stream half of the target was surrounded by a scintillation anticounter 

• 	unit A 9  siibteiding a solid angle of slightly more than Zir about the 

downstream side of the target. The spark-chamber assenbly was trig-

gered whenever the beam counters indicated a pion had entered the target 

and A 9  indicated that no charged particle had emerged in the forward 

hemisphere. About 50% of the spark-chamber photographs showed 

only gamma-ray showers from rp ir 0 n (r °  2v). From the observed 

spatial distributions of these gamma rays, the angular distributions of 

the rr°!  s were deduced. 

Apparatus 

1, Beam 

The negative pion beam was momentum-analyzed and focused by three 

	

• 	•tripiet quadrupole magnets and two bending magnets. The pion mean kinetic 

• 	• • energies were determined by both wire-orbit measurements and the fitting 

	

• 	of the g - 2y and Tj - 2y opening-angle distributions.. The 
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various values agreed within errors. Above the rl threshold, the 

opening-angle values were adopted as being most precise. The momen-

tum spread (p/p) was 5% (full width at half height). Typical pion 

flwc under running conditions was 10 per Bevatron pulse. The electron 

and muon contaminatIon at each pion energy was determined by means 

of a gas Cerenkov counter filled with SF 6 . The anticounters surrounding 

the target eliminated electron and muon events. The sum of the electron 

and muon contaminations ranged from 15 to 405/o. •These corrections 

were applied to the beam monitor counts to obtain the corrected pion 

flux. 

2. Counters and Electronics 

Counters M, M2 , M 3 , and A 0  were placed along the beam path to 

define the beam as shown in Fig. 1. Counters M 1  and M 2 , at the two 

ends of quadrupole magnet Q 3 , detected all the pions passing through the 

quadrupole. Anticounter A 0 , with a 4-in. -diam hole aligned with the 

4-in, hole of the entrance spark chamber, was used in anticoincidence 

with M 1 , M 2 , and M to prevent thesystem from accepting events in 

which pions had interacted in the steel portion of the entrance chamber 

and scattered into counter M 3 . Counter M 3 , the last beam-defining 

counter, was a circular scintillator 2 in. in diameter and I/6in. thick 

and was placed inside the spark-chamber cube close to the window of 

(see Sec. B.3). 
the vacuum jacket/ A block diagram of the electronics is shown in Fig. 2. 

A coincidence between signals from counters 	M 2 , and M 3 , together 

with a null signal from anticounter A 0 , defined an incident pion. These 

vere counted by the sealer labelled 'tMon. scaler" in Fig. 2. 

Anticounters A 9  covered the entire hemispherç downstream 

from the, target. Although the counter array subtended a solid angle 

if 
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only slightly greater than Zir steradian, charged final states, with all 

• the charged particles missing the unit, were estimated to be small. It 

was kinematically impossible for both of the charged particles in two-

body final states to miss the anticounters. Thus, contamination of the 

• 	 chaiged final states had to come from three-or -more-body final states. 

The most abundant three-body final state in the energy region of this 

experiment was iT+irn. Previous data indicated that those events with 

both Tr+lr_ going into the backward hemisphere could contribute no more 

14 
than 2% to our spark-chamber events. 	In most cases these events 

could be recognized on the film and were excluded from the data. A null 

signal from anticounters A_ 9 1 
together with an incident-pion signal, 

defined a neutral event. These were counted bythe scaler labelled 

"Neut. scaler" in Fig. 2. 

• 	 The coincidence circuit, W 3  in Fig. 2, triggered the spark chamber 

and turned on the camera control unit. The input signals to W 3  consisted 

of the neutral signal from the output ofW 2  and two anticoincidence gate 

signals with long widths. One gate signal with a width of 2.5 p.sec 

(approximately equal to the sensitive time of the spark chambers) was 

induced by the signal of counter M 2 . Since M2  covered the entire trans- 

• 	verse cross section of the beam envelope, no pictures were taken for 

• 	 those neutral events where other.beam particles had passed through the 

• 	system in the previous 2.5 sec. This greatly reduced the number of 

• 	 pictures with multiple incident-beam tracks. The other long input signal 

• 	for 	was about 90 msec wide. This signal generated by the output of 

W 3 , prevented the sparkchamber from firing while the film was being 

• 	• advanced. 	 • 	 S  • 



• 	-8- 	 UGRL- 7209 

I Target 

The inset on Fig. 3 shows the LH 2  target. The average thickness 

of the target.o.ver the area defined by counter M 3  was 3.93±0.01 in. 

Because of bubbling, the density of liquid hydrogen was estimated to be 

5±31/6 less than the handbook value. The entire target was enclosed in 

a 2-ft. -diam Al vacuum jacket. The windows of the vacuum jacket were 

far enough from the LH 2  flask that ttwindow events" coud be identified 

by extrapolating the shower direction back to the target. 

4. Spark Chambers and Optical System 

The spark-chamber array is shown in Fig. 3. It consisted of six 

5-ft. -square spark chambers. Two spark chambers each had an extra 

"dog leg" to complete the cubic array. The chambers were filled with a 

mixture of 90% Ne and 10% He. 

A spark-chamber unit consisted of one 1/32-in. Al cover plate, 

four 1/16 in. Al plates, and thirty-five 1/8-in. Fe plates. There were 

38 active gaps for detecting particles. To allow the incoming pions to 

pass through, one chamber had 4-in, concentric holes cut in the plates. 

The holes were covered with thin Al foils. The gap width was 5/16-in. 

and the plate voltage was about -9 kV. 

Every spark chamber had two mutually perpendicular optical 

windows, each covered by a plano-convex Lucite field lens. Thirty-

six plane mirrors brought all 12 views of the chambers to a single 

camera which photographed them on a double frame of 35-mm film. 

CO 
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• 	 III. DATA ANALYSIS 

A. Uncorrected 110 Distributions 

All photographs of events showing one incoming pion and one or 

more outgoing tracks were scanned and recorded. Events with 1, 2, or 

3 outgoing tracks were measured on digitized measuring projectors. 

Half of the events were measured in Berkeley and half in Hawaii. The 

two groups differed somewhat in their minimum criterion for a track. 

The Berkeley group demanded that a track have at least three sparks. 

on a straight line. The Hawaii group demanded three sparks in consecutive 

gaps on a straight line. 

• 	 Usually the ir 0 n final state gave a 2-track event resulting from 

1T °   Zy giving 2 showers in the steel. About a third of the time, however, 

• 	one gamma ray had small enough energy so that no visible track was 

produced. (Zero-shower events are negligible at these energies.) For 

purposes of analysis it proved tobé 3dequate, fr these: 1 -track events, to 

assume that the ti 0  direction was coincident with the visible-shower 

direction. 

In general, the opening angle, , between the two photons in the 

barycentric system follows a probability distribution given by 

a /dh - 	
• 	cos(4/2) 	. 

ft y•.. 	2 	 - 	 12' 
2 y sin'(4/2){-cos (/2)1 1 

t 	• 
• 	 where f3c is the it

0  velocity and .- = ( 1. - 3 ) 	, all in the barycentric 

system. The distribution dn/d diverges. at an angle for which 

cos(4 n in/ 2 ) -  P. Instrumental resolution broadens this distribution 

somewhat, and reduces the peak to a finite value, as shown in Fig. 4. 
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The ii °  velocity vector lies in the plane of the two photons and within 

the icluded angular range.. For given photon directions, the 	is least 

energetic'when its momentum lies along the bisector of the opening 

angle. 	 . 	. 	 . 

A fraction of the final neutrons interacted in one of the steel plates 

producing a charged secondary and thus gave a 3-track event. This 

fraction ranged from 0.01 at the lowest energy to 0.11 at the highest 

energy. These events could be identified kinematically, since only two 

neutron directions are possible for given gamma-ray directions. 

To be accepted for analysis the eveñtshadto sátisy certain 

criteria: 

(t) The shower directions had to point back to the region of the LH 2  

target. The size of this region depended on the length of the shower and 

was larger than the target to account for measurement errors. 

(2) The showers had to begin in the Fe plates of the spark chambers 

with an allowance made for measurement errors. 

• • 	
(3) In 2-shower events the opening angle of the 2 showers in the 

barycentric system had to lie between min 
 - 5 deg) and 4'maxT' 

 where 

	

• is the minimum angle allowed by kinematics, and ó 	is. an 
min 	 max 

angle such that max exceeds 	for 75% of the events. The opening- 

angle distribution obtained at T 1  = 655 MeVis shown in Fig. 4. For 

our energies we have 2i. deg 	 37 deg and 32 deg 	 54 deg.
max min 

In the reconstruction of the events in space, we assumed that all 

events originated at the point where the incoming piori crossed the mid-

• . 	
plane of the U-I2  target. The maximum resulting c. mm angular error 

was /(cosO) = ±0.05. 	 .. 	. 	. 
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• 	In 2-shower events we found it impossible to determine reliably 

• from' the photographs which of the two gammas had the higher energy. 

This meant that there was a two-fold ambiguity in the rr 0  direction. 

• 	
.. 	 Thus, the bisector angle between the 2 .showers in the barycentric 

system was used to approximate the ir 0  direction. This approximation 

proved to be adequate within our statistical. accuracy. However, it is 

not sufficiently accurate for dealing with rj o  decay kinematics. 12  

Uncorrected ir 0  angular distributions were determined by adding 

• 	 . 	together the bisector distributions in 2-track events and the gamma 

distributions in 1-track events. The 2-track ,e'ents included those 

3-track events where one track was deduced to be.a neutron recoil. 

Target full-empty subtractions were made. The full/empty ratio was 

about 3:1 for the counter data and about 9:1 for the angular-distribution 

data. 	 . 

• 	• 	 The number of, scanned events, remaining after full-empty sub-, 

tractions 'are given in Table I as a function of incident ir energy and 

event complexity. A small correction was made to account for ir 0 n 

events where a neutron recoil was observed and one gamma ray was 

not seen. These are 2-track events but the opening angle generally is 

• greater than 4max Thus, they are excluded by criterion (3) above. 

We make the reasonable assumption that the ratios, of the numbers of 

events N are N(Zy + n recoil)/N(Zy) N(1.y + n ,recoil)/N(1.y) at each 

angle. This.means that the probability of observing a neutron recoil 

• 	 ' at a given angle is independent of the probability of not observing a 

gamma ray. All quantities in the above expression are known except 

N(1.y + n recoil) which can then be calculated. The numbers of events 
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calculated were added to the gamma distributions of 1.-track events. 

These were included in the uncorrected 1t 0  angular distributions. 

B. Corrected it °  Distributions 

To more nearly approximate the true it angular distributions, a 

correction factor F(T0,  0) was calculated. The uncorrected it 0  
IT 

la 
angular çlistributions were multiplied by F(Tb,  6) to give the true 

angular distributions. 

To calculate this factor, a Monte Car.lo computer program was 

developed. This program used as input an assumed true it °  angular 

distribution. It produced as output 1. and 2-track events. Those events 

satisfying criteria 2 and 3, mentioned in Sec. lIlA. , were added together 

lab 
as described above. Then F(T,O) was just the ratio of the input ii °  

angular distributionto the calculated uncorrected it 0  angular distribution. 

We also compared the 1.-track distributions predicted by the Monte 

Carlo calculation directly with the observed 1-shower distribution. They 

•were in reasonable agreement. This reassured us that indeed most of 

the 1.-shower events resulted from the ir 0 n final state. 

The computer program randomized the following: 

(1.) the point in the LH 2  target where the interactions took place 

(This automatically builds in an error in the gamma-ray direction, 

since in reconstruction the event is assumed to originate at the midplane 

of the target as mentioned above. ), 

the point in the spark chambers at which the gammas converted 

(weighted by the pair production cross section), 

the detection of the showers(weigh ted by the detection efficiency 

of the spark ôhambers). 
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Because the true it0  angular distributioflwas unknowp, the calcula-

tion had to be iterated. For the first iteratiOn the observed uncorrected 

angular distributions were used as the aunied true distributions. The 

factor F(T,e) thus determined was used to correct the observed distri-

bütions, and this new true distribution used as input to recalculate 

F(T,e). It was found that one iteration was sufficient. As expected, 

F(T 8Th , e) was always close to one. Figure 5 shows a comparison between 

the corrected and uncorrected angular distributions at 875 MeV. 

C. Detection Efficiency of the Spark Chambers and the 2it 0n and 

3it
10n Background Contributions 

We discuss the detection efficiency and the 27t 0n and 31r0n back-

ground contributions together, since the calculations of these quantities 

are interdependent. 

For the detection efficiency € of the spark chambers, we used 

€(E)=OforE;<E0  

€(E) = C {.i . exp 	- E0)/LEfOr E >E0  (2) 

theoretirall:' 

where E is the laboratory energy of the gamma ray, E 0 = 15 MeV was calculatedA, 	H 

and C <1.0 was a constant. As might be expected, the 1-shower angular 

distribution was sensitive to the efficiency function €(E). When we set 

C <0.95 we found that it was impossible for the 1-shower angular distri- 

butions predicted by the Monte Carlo calculation to give a good fit to the 

observed 1-shower distributIons. This finding was insensitive to the ZVE 

vlues used. Thus, we had 0.95 <C < 1.0. 

Three neutral final stats contributed significantly to the back-

ground; •these were 2it0n 39
0n, and °(- 27)n. The last of these was easily 

eliminated because the minimum opening angle for the gamma rays was much 



larger than 	. For example, in Fig. 4 the peak at about 140 deg is 
max 

due tb the ri°n  final stte. This reaction was also analyzed in this 

experiment and as mentioned has been reported elsewhere. 12 . 

From the various final states we observed events with I to 6 showers. 

Very few events were observedwith more than 6 showers. The relative: 

• 	 numbers of 1-. to 6-shower events depend on the cross sections for the 

•*°n, 27r0n, and 3it0n final states and the spark-chamber detection efficiency. 

[We exclude r ° (_. 2y)n final states as described above.] We selected two 

groups of the 2-shower events: those that satisfied criterion (3) in 

Sec. lilA above, and those in which the gamma opening angle was greater 

than & 	but less than. - 10 deg, where 	. is the minimum opening • 	 max 	 mm 	 nan 

• 	angle for the rIO(  2y) fina1 state. This then gave seven measured quantities 

depending on three differential cross sections and the spark-chamber 

detectIon efficiency. The uncorrected t0  angular distribution was used 

• 	for the i 0n final state. The distributions of t0 's in 21r0n and 31t°n final 

states were assumed to be given by isotropic invariant phase space. Thus 

the energy and the angular distributions in the three final states were 

assumed to be known. Only the total cross sections were unknown. These 

total cross sections were calculated from 

cal 

Crj
N.  

J 
- N 	neut' 

where j(1, 2 and 3) represents ir0n, 2t0n and 390n final states, a neit 

• 	
is total neutral cross sections, N is total number of events, and 

cal. is the number of events in class j calculated by a least squares 

• 

	

	fit from the number of observed 1 to 6 shower events (with the 2-shower. 

events divided into two categories as mentioned above) and the efficiency 

$ 

J. 
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• 	 . 	 • 

We found that the factor. F(T,e) did not depend significantly 

on C provided 0.95 < C < 1.0. In the Monte Carlo calculation of 

F(Tb,e we then set C = 1.0. In the determination of the total cross 

sections we used C = 0.975. 

The final values of E varied somewhat from energy to energy. 

This was due to variable running conditions. Furthermore, the values of 

• 	 1sE for the Hawaii scanning were higher than those for the Berkeley scanning )  

• 	 due to the stricter minimum track requirement used bythe Hawaii group, 

as mentioned in Sec. IIL&. With C = 0.975, 	for the Berkeley group 

ranged from 60 to 70 MeV and for the Hawaii group from 75 to 85 MeV. 

The contribution to the 1- and 2-hower events (as defined in lilA) 

due to 2ir 0n final states ranged frorn$ to 4%.  For 3it0n final states, in 

most cases this contribution was less than 1.5%. The contributions of 

• these backgrounds to the r 0  angular distribution are essentially flat in 

cos eo, they are smaller than our experimental errors. No subtraction 

for these backgrounds was made for the rt 0  angular distributonS prented 

• 

	

	 in Sec. IVB. The opening angle curve shown in Fig. •14 resulted from a 

fit to ir on + 2ir0n final states at 655 MeV, and the dotted curve is the 

• 

	

	 small contribution due to 29
0n events alone. In this cae, the contri- 

bution of the 37r
0n final state was negligible. 

D. Errors 	 • 

• 

	

	 In addition to the statistical error, there were several other 

important sources of error. In this section we discuss their effect on 

each of the various results of this experiment. 

1. Relative Errors in the ir 0n Angular Distribution 	 • 



- 

• 	• 	 Two significant sources of error that affected the angular 

distributions rere (a) the statistical error in the Monte Carlo determi-

ation 	F(T ° , e) and. (b) the uncertainty inthe spark-cham1er efficiency. 

• 	• The first uncertainty was due to the use of only a finite number of Monte. 

Carlo events. At each eiergy this amounted to about 5000 events. The 

second. uncertainty had two sources: (i) uncertainty in the energy. 

• 	. 	dependence of the efficiency €(E) in expression (2), and (2) anisotropy 

of the efficiency. The energy dependence was determined by the two 
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pararreters C and A .E.As previously noted, F(Tb,  0) did not 

* 

	

	 depend on C for 0.95 C 1.0. It did however depend on LE. This 

parameter was allowed to vary between limits cons isteñt with the rela- 

, lab 
• 	 tive numbers of 1.- to 6-shower events. The effect on F('l 	.0 ) was 

ir 	Tr 

• 	
noted, and an error estimated. 

An angular asymmetry was also obseryed for the efficiency. This 

- 

	

	 was due to the cubic geometry of the spark chambers. The efficiency 

was varied within the limits of the observed asymmetry. The effect 

on the calculation of F(Tb ,o was again noted and an error estimated. 

The above uncertainties resulted in an additional error about 

• 	 equal to the statistical error. Both are included in the relative errors 

• 	 in the results of Tables ii and III. 

• 	 Other uncertainties investigated were due to (1) momentum spread 

of the Tr beam, (2) finite size of the target, and (3) errors in track 

measurements. These were all found to be negligible. 

Z. Normalization of the Total Neutrals Cross Section 

• 	
• 	 Three uncertainties contributed to the normalization error of the 

total neutrals cross section: 

uncertainty in pion flux (± 2%), 

uncertainty in LI-I 2  density 

fluctuations in the efficiency of the anticounters A 19  for detecting 

• charged particles. This manifested itself by a lack of reproducibility 

of different runs at each energy. It varied from ±4% to ±8% and was 

• 	 the main source of error in the cross section for irp-'- neutrals. 

• 	 These uncertainties are included in the results of Table IV. 

3. Total Cross Section for the 1T 0 n Final State 	• 

• 	 The angular distributions were fit to a surr. of Legendre polynomialS 
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dor 
= L. C1P2(cos0), 

where F(cos 0) is the Legendre polynomial of order £ , and 0 is the 

C. M. angle of the pion. The relative error in the total cross section 

• 	for the 1T 0 n final state was then determined from the error in C O 3 

Oo 	L.0 

• 	 -C 
lTfl 	 0 

The error in C 0  of course includes the statistical error. The total 

• 	cross •section was normalized to the total neutrals cross section. Thus, 

the final errors tabulated in Table II include both the above-determined 

relatiye error and the error in the total neutrals cross section. 

1. Cross Sections for the ZTrn and 3n 0 n Final States 

lab o 	o 
In contrast to F(T 	, 0 ) the cross sections for the Zn n and 3ir n

Tr 

final states were quite sensitive to the value of C. We set C = 0.975±0.025. 

• This is consistent with the previously established ljmits on C. The 

errors estimated for AE also affected these cross sections. With few 

exceptions the estimated errors in C and AE. resulted in the following 

range of percentage errors on the cross sections at various energies: 

• 	• 	
• 	 C  

• 	 1T 0 ) 	 ± 270 	 ±% • 

	

- Zn 0 n) 	±4%to±9% 	±4%to±6% 

• 	. 	• 	A0(np 	3n ° n) 	±7%to±7% 	±%to±Z4%. 

Fluctuations in the scanning efficiency for counting I- to 6-shower 

events were estimated by multiple scanning of selected portions of the 

film. From these fluctuations an error was estimated. This error was 

added to the statistical error in the numbers of - to 6-shower events. 
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The resulting sum was included in the least-squares analysis4 The 

added uncertainty due to scanningefficiency fluctuatiois were as 

follows: 

• 	 Number of 	 Fluctuation error 

showers 	 S(%) 

• 	 .5 	±4.5 

2 	 ±3.5 

• 	 3 	 *2.5 

• 	 4 	 7.5. 

5 	 • 

6 	 ±25.0 	S 	• 

• 	 These errors were then included in the 2rr 0 n and 31r 0n cross sections. 

These cross sections 'were also normalizedto the total-neutrals 

cross section. The final errors shown in Table IV outside the parentheEeS 

include both the errors discussed in this section and the error in the 

total-neutrals cross section Errors for 2i 0 n and 3n ° n cross section, 

• 	
• 	in the parenthesis do not include the uncertainty due to the choice of 

C and iE values. They could be taken as the relative errors for the 

lab 	 lab 
shape of the curves a o vs T 	and a o vs T 	. 

ii 	 S 
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LV. RESULTS . 

• 	 A. Total Cross Section 

• 	 . 	We determined the cross section for irp - all neutrals elec- 

• 	. 	 tronically. This cross section was calculated from the ratio 

• 	 (neutral counts)/(monitor counts). These numbers, were recorded by 

scalers on the outputs of coincidence units W and W 2  in Fig. 2. In the 

actual calculation the number of neutral counts was reduced slightly to 

• 	 corret for the inefficiency of the anticounter. This inefficiency was 

determined by noting the number of events photographed in which 

charged particles were produced in the LH 2  target.. The results are 

shown in Table IV. Figure 6 displays our results and those of two 

other experiments. •'10,5 

The relative cross sections for the three final states Tr ° n,: 2'Tr 0 n, 

and 3'ir 0 n were determined by a least-squares fit to the relative numbers 

of - to 6-shower events at each energy as described in Sec. IIIC. 

These were normalized to the total neutral cross section. The reulting 

absolute cross sections are listed in Table IV. 	are plotted in Figs. 

7 and 8, along with the results of Refs. 10 and 15. 

B. Differential Cross Section 

The differential cross sections were taken from the corrected ir 0  

• 	 angular distributions for the 'ii ° n final state. 	 . 

In spite of the somewhat different shower criteria, the distributions 

qbtained by the Berkeley scanning and the Hawaii scanning are in very 

• • good agreement. These distributions are normalized to the total cross 

sections of Table j. The differential cross sections are tabulated in 

Table II and plotted in Fig. 9. The solid curves are least-squares 
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fits of our data to sunis of Legend-re polynomials The series for each 

• energy are terminated at the smallest value of £ 
	for which the statis- 
max 

icai fit to the data has (a) theX 2/d value close to unity, where d 

is the degree of freedom and (b) no further appreciable change in the 

ia1ue of 	for greater values of £ max . The coefficients are 

listed in Table III. They are plotted in Fig. 10, along with the results 

of one other experiment. 17  

The dotted curves of Fig. 9 are the results of least-squares fits 

to the data of Ref. 10 at comparable energies. Agreement is good only at 

533 and 875 MeV. At 655 MeV agreement is poor in the forward direction, 

where cos e > 0.4. The most significant disagreement is at 975 and 1117 

MeV in the backward direction. At 875 MeV both experiments see a peak at 

cos 	= - 0.8 and a subsequent fall off to nearly zero at cos 0= -1. 

This is also seen intp elastic scattering and is characteristic of the 

T = 1/2 resonance at 900 MeV. 3  At higher energies our results show a 

decline in the peak at cos 0= - 0.8 and a rise in the differential cross 

section at cos Q = -1. This latter feature is also seen in 
lt+p elastic 

2  scattering and is characteristic of the T = 3/2 resonance at 135 MeV. 

As seen in Fig. 9 the latter effect is much reduced in the results of 

Ref. 10, in spite of the fact that the results of Ref. 10 are for energies 

slightly higher than ours. 	 .. 

C. Forward and Backward Differential Cross Section 

From the coefficients of Table III we have calculated the differential 

cross section at 0 and 180 deg. The results are listed in Table V. The 

values at 0 deg are plotted in Fig. 11 along with the results of three 

61018 
other expernnens. ' ' 	The curve is. tne.result calculated from 

19  disperion theory.  
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V. DISCUSSION 

A. T = 1./a Scattering 

From the charge-exchange coefficients in Table III and the co-

efficients from Tr p  elastic scatt6ring 4  we have calculated the 

coefficients C 1  for scattering in the T = 1./2 state in the expression 

dQ 
	1./a) = 	C 1 P (cos 0) 

where P1 (cos 0) is the Legendre polynomial of order . and 0 is the 

pion c. m. angle. These coefficients along' vrith'o(T = 1/2) are 'tabulated 

in Table VI. The coefficients are plotted in Fig. 1.2. The energies are 

slightly different from the energies of this experiment. This resulted 

from averaging data at slightly different energies from different experi-

ments. 

600-MeV Resonance 

From Fig. 1.2 we see that in this energy region there are significant 

peaks in C O 3 C 1., and C 2 . 	Furthermore, coefficients C 1 , for I ? 3 are 

sall. This implies the resonance can involve only states with J 3/2. 

Since we have C 1. > C 3 , at least one 3 = 1/2 amplftdde is important. 

• 	
(If only 3 = 3/2 amplitudes arenonzero, then we have C 1. = C 3/9.) 

900-MeV Resonance 

In this energy region C 5  shows a sharp peak. Since C 1  for 

I 	6 are very small, C 5  is determined entirely by a D 1. 5F 1. 5 inter- 

ference term. Thus either the D 15  or the F 1. 5  amplitudes or both must 

be rapidly varying in this energy region. This interference is entirely 

in the T 	i/a state. 	• 	 ' 
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D Phase-S 1iift Analyses 

Complete sets of phase shifts from 300. to 700 MeV have been 

published by severalgroups 
20-23

and from 300 to 1000 MeV bytwo 

• 	 2I25 
groups. -, 	There is also another unpublished set from 700 to 1000 

26 •23,26. 
MeV. 	With one exception, 	the various sets of phase shifts are 

in qualitative agreement. However, there are quantitative disagreements 

among all the various sets. This is because the experimental quantitities 

are quadratic in the partial-wave amplitudes which in turn are periodic 

in the phase shifts. Only by greatly overdetermining the expressions 

relating experiment to the phase shifts can one hope to arrive at a 

unique set. This was a major motivation for this experiment. Although 

• charge-exchange differential-cross-section data have certainly helped, 

and in fact are required, this goal has still not been achieved. Further 

experiments are necessary. It has been shown that the various sets of 

phase shifts predict quite different recoil-neutron polarization distribu-

tions in charge-exchange near the 600-MeV resonance. 2  This, then, is 

• 	an important experiment. 

Finally, we show curves of the C in Fig. 12 predicted by two 

• 	 • sets of phase shifts.23,2,26 Preliminary forms of our data were in- 

cluded in the least-squares analysis, resulting in these two sets. It is 

• 	 not surprising, then, that the fit is good. One of these sets of phase 

shifts is the one in serious qualitative disagreement with all the 

• 	 . others. 23,26 This shows that more-precise charge-exchange differential- 

• • 	 cross-section data would not be nearly as useful as recoil-neutron 

• 	polarization data. 	• 	 • 

( 
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Table I. 	Number 
.. 

of events after full-empty subtractions. 

Tiab Shower number 

• 	 (MeV) I 2 3 ______ 5 6 

500 	• 4563 8203 1240 524 59 6 

533 2814 4966 768 321 31 4 

5*92 1885 4466 752 537 133 41 

655 • 2371 6730 1755 .45 382 112 

704 2768 6373 2215 1471 384 126 

875 1910 6107 2027 1415 360 97 

975 1927 4841 1662 : 	 1138 .293 90 

1117 1472 4461 1893 1591 580 233 

• 	 I00 1473 6486 2702 2471 802 389 
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Table IV. 	Cross sections for various neutral final states. a 

Tao 
• 

cr 
neut,. 

or 	o n n 
0 2r n 3ir n 

. 	 ii 

(MeV) (mb) (mb) (mb) (rnb) 

500 .a.16±0.67 9.48±0.57 2.12±0.28(0.21) 0.30±0.19(0.0). 

533 1.86±0.65 .9.43±0.59 2.36±0.30(0.23). 0.20±0.4(0.07) 

592 Lt.89±0.65 8.09±0.48 • .79±0.40(0.24) 1.6±0.43(0.2) 

64 11.27±0.62 
• 	 • 	

655 9.69±0.53 5.42±0.32 2.03±0.38(0.20) 1.28±0.41(0.1-8) 

670 9.72±0.53 

704 9.54±0.52 4.80±0.29 1.94±0.52(0.34) 1.5±0.49(0.29) 

726 8.59±0.47 

765 8.90±0.4,9 

786 9.25±0.51 

805 0.6±0.56 

837 11.37±0.63 • 

• 	 875 • 11.35±0.62 6.64±0.39 3.06±0.37(0.28) 1.11±0.31(0.18) 

• 	 94 9.29±0.56 

955 7.40±0.48 

975 	• 6.58±0.44 3.35±0.33 .82±0.37(0.26) 0.94±0.34(0.24) 

• 	

1117 5.08±0.42 2.16±0.19 .45±0.29(0.18) 0.92±0.21.(0.15) 

300 4.62±0.39 2.11 ±0.19 	1.33±0.26(0.16) 	0.70±0.17(0.12) 

aErrors  outside the parentheses ae absolute errors. Errors within 

the parentheses for 0 Zrr  o n 	3 ir and a o n are the relative errors. (See 

D 3.  

11 
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Tabe V Forward and oackvard differential cross sections for 

iTP - ir 0 n calculated from the coefficients of Table 

(0 deg) .g_( 1 8 0  deg) 

(MeV) (mb/sr) 	• 
(mb/sr) 

500 • 	 4.145±0.297 0.187±0.044 

533 4.384±0.32.7 0.405±0.070 

592. 3.377±0.2.37 0.554±0.059 

• 655 1.941±0.159 o.116±0.079 

704 1.630±0.137 0.078±0.054 

875 3.02.0±0.2.02 0.34±0.095 

975 1.355±0.166 0.384±0.095 

• 	 1.117 • 	 0.498±0.072 0.593±0.069 

1300 0.354±0.089 0.505±0.069 

aN 	F ation error.  included. 
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FIGURE LEGENDS 

Fig. 1. Plan view of the experimental arrangement. 

Fig. Z. Block diagram of the electronics. 

Fig. 3. Spark chamber and LH target assembly. 

Fig.. 4. The. c. m. opening-angle ditribution of the 2-shower events 

for T 
a 
 = / 
	 i 55 MeV. The curve s a fit to the 2-shower events 

ii 

produced by 11 0 n + 2ir ° n final states as determined by a Monte 

Carlo calculation. The dotted curve is due to the contribution of 

2rr ° n alone. 

Fig. 5. The c. rn. uncorrected it 0  distribution (curve A) and the 

corrected 1r 0  distribution (curve B) at Tb 875 MeV. 
Tr 

Fig. 6. Total cross section for itp - - neutrals. 0 Ref. 10; L Ref. 15; 

0 this experiment. 

Fig. 7. Total cross section for itp - it 0 n. 0 Ref. 10; A Ref. 15; 

C this experiment. 	. 	 . 

Fig. 8. Crosssections for itp - 2ir + n and 31T 0  + n. 0 Ref. 10; 

C this experiment . 	Error bars plotted for the data points of 

this experiment are absolute errors. 

Fig. 9. The c.m. it 0  angular distributions in irp - ir 0 n. The solid 

curves are least-quares fits to the results of this experiment. 

The dotted curves are the fits.to the results of Ref. 10 at nearby 

energies. Errors do not include normalization uncertainty. 

Fig. 10. Coefficients C in the expansion 

4 (irp- 1r 0 n) 	CP 

where P 1  (cosO) is the Legendre-polyomial order .2 , and 0 is 

the c. m. pion angle 	 • 	Ref. 17 ; 0 this experiment. 
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• 	Errors inálucle the normalization erro. The curves were hand- 

drawn to guide the eye. 

F i g H. Differential cross section at
' 	

0 deg for 'ftp 	ir 0 n6 

• 	V Ref. 6; 	Ref. O; 0 Ref. 18; ? this experiment. The 

curye is the result of a dispersion theoretical calculation. 19 

• Fig. .2. Coefficients in the expansion 

dg 
(T = 	) CP (cos6), 

• where (do/dQ) (T = 4/Z) is the differential cross section for 

	

'rrN - rrN in the isospin s±ate_T 	i/z.  

• C this experiment. The solid curves are predicted by the 

phase. shifts of Ref. 24 and the dashed curves by the phae shifts 

of Refs. 23.  and  26. 
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