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_  ABSTRACT

High flux and high concentration level heat'and mass transfer
.cxcerlments have been carried out for several gas llqula systemo which
c\nlblted re51stance to transfer in both the liquid and gaseous phases.
These experiments were carrled out in a horlzontal, rectangular duct of
high aspect ratio, in which.the gaseous and liqnid phases were contacted
while moving in stratified, laminar cocurrent flow. A calculational
method, which utilizes the principle of addition of fhe_individual phase

resistances in a trial and error manner, was developed and utilized to

" predict the interphase high flux, high concentration level mass transfer .

behavior of the system. 1In order to ascertain the gas phase resistance
R , . , .

Tor this model accurately, the equation of convective diffusion was

‘solved numerically for the case of a finite interfacial mass Tlux (high

flux) combined with a linear velocity profile away from the mass transfer

" interface (the Leveque model). The flux level correction factor obtained

from' this solution, which differed only slightly from the penetration:
model cofrection'factor, was confirmed experimentally by.evaporéting'
isopentane and n-pentane into a flowing nitfogen streamn.

During the course of the interphase maés transfer experiments a
la}ge reduction in the liquid phase resistance to mass transfer was ob-
' served at higher concentration levels of the volatile components. This
reduction was ultimately traced to a form of cellular convection in th

liguid phase which appeared to be driven by surface tension variations

brought about by the concéntfation gradients existing in the system. The

effect of this type of cellular convchlon upon the experimentally ob-
served, liquid-phase mass transfer coefficients for several systems was

well represented by a 51ngle correlat*on invol v1ng the Thompsou nunber

)



I. INTRODUCTION
One of the most frequent problems facing the chemical engineer
is.that of'transferring material from one phasé to another. For example,
this is almost invariably the route chosen for separation of two different.
chemical species Industiial examples include such processes as distil-
lation, absorptlon, desorptlon, partlal condensation, and partial flash

Operatlons, All of the dbOVe processes have some factors in common;

:first, they usually involve only two phases, a gas and a liquid. A

second impbrtaht, but more subtle, point is that they all involve a
certain amount of heat transfer, as well as mass transfer.

At preuent there exists a large body of both experimental corre-

'latlonc and analytical methods for the prediction of mass transfer rates

for procebses such as the above. A closer examination of this work, how -

_ever, will reveal a number of assumptions which are usually, but not

always, made. A few of these which are‘of'interest with fespect to this
ﬁtudy are the follow1ng )

1) ‘Mass transfer rates are generally calculated on a low flux,

low solute concentration level basis; or else the simple P correctlon

factor is used.

2) The heat transfer that is almost invariably associated with
the mass transfer is frequently ignored.

3) Quite ofteh the problem is over-gimplified by assuming that the
resistance to transfer lies entirely within one phase, or that it can be

calculated 51mp]y by invoking the "addition of resistances" principle

- with respect to the two phases involved.

L) The pertinent physical propertles a38001ated with each phase
are commonly assumed to be constant,often at the conditions prevailing in
that phase prior to the transfer operation.

5) A number of physicochemical phenomena which have been observed

~at high_flux and concentration levels are not taken into account. Examples

of the.ébove,might include Marangoni and Benard cells (surface tension

and density driven convection cells).
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6) Frequentiy unekpeaﬁédchydrodyaamic.effects are encounteréd;
such as retardation of,inteffacial velocities due to the accumulation of
surfactant films. - L _ |

7) Local supersaturatlon and nucleation (mist or bubble forma-
tion can occur; part;cular;y when.concentrat;op‘gradients:ara‘vary steep:

) In_recognition of the above deficiencies; a long term study was

initiatedywith the goal af exparimentally and analytically investigating
as many of the above listéd subject areas as poasible. 'qu convenience
the work would be carried out utilizing a single experimental geometry.
Also, tha decision was made to 1limit the study to, laminar, gas-liquid
’stratified”flow:*‘The*first*investiga%0r=infthisaevefall»study was-. .- . . _
Charles H. Byers, Whose éontributionsvwill be discussed in the following

section.

A. Previous Work

Since a number of texts have been written within the general
area of mass transfer, it would be impossible.to do Justlce to the sub-
Ject in a few pages. Consequently, the approach taken here will be to
~list a few of the more important works which are directly applicable to
the material covered in this atudy. For a review of the general areas of

68

heat and mass transfer, the texts by Sherwood and Pigford; Bird,

67

Stewart and L}ghffoot;ll and Schlichting are recommended.
Within recent years, by far the most profitable approach to the
solution of mass transfer problems has been through the use of the partial
differential equations of convective tranaport as a starting point.
Although the number of saccessful analytic solutions to these equations
is quite limited, they have been found to cover a broad spectrum of mdss
transfer problems. If we limif ourselves to the laminar flow region for N

29

example, we find that the "penetration model" due to Higbie ~ is applic-

able to a wide range of problems involving masa transfer from, or into, : L
27 ’

a freely flowing liquid surface. Similarly the solutions due to Graetz

and Levegque 5 have been found applicable to many problems involving

transfer from a solid boundary into a flowing fluid stream. Within the
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last thirty years a large number of contributions 8 have been made through

" the use of the "laminar boundary layer" assumptions

13,14,15

' In his work, Byers set out to obtain expefimental results
for a situation where the mass transfer resistance was divided between
two phases in a predictable manner. In order to do this he first tried
to design a simple contacting apparatus wherein the fluid dynamics of
both phases could be simply described. The equipment which was finally
decided upon was a rectangular horizontal duct, with a large width to
height, (aspect) ratio. The gaseous phase was to flow above the liquid
in either cocurrent or countercurrent flow, with both phases having
equal depth. The velocity profiles could then be established in both
phases by separating them with a very thin boundary prior to their
entering the contacting section.

Such a contractor has several advantageb, some of which are

llsted below

l) A large aspect ratio means we need only deal with a-two
dimensional problem for the fluid flow and convective transport equations.

2) The horizontal position of the equipment makes the problem of
surface waves and ripples much less severe. In fact if the flow Reynolds
numbers are kept below a value of approximatély 2000 in the liquid phase
the surface does not ahow any evidence of wave formation provided the
gaseous phase is maintained within the laminar flow regime.

3) The exact fluid dynamics of the system are eaally obtained for
both phases (see Appendix A in Byers' Thesis). 5

L) It is possible to view the transfer area by constructing the
duct of a transparent material.

Having decided upon the geometry of the apparatus, Byers then

~obtained an exact solution to the convective diffusion equations in both

phases using apprOprlate interfacial equilibrium boundary oondltlons

However, as is usually the case.in exact solutions of most mass transport

problems, hiS'solution'involvad the assumptions of low mass flux rate,

‘low concentration level of the solute, and no coupling of the associated

~heat transfer to the mass transfer problem.
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Byers also constructed the p:oposed'experimental equipment,15 and

carried out a number of runs involving systems‘where mass transfer resis-

tance was divided between the gaseous and liquid.phases. The bulk of his

work involved the evaporation'of either a pure.liquid"(ethanol); or the )
evaporation of a solute'(ethyl ether) from'a'liquid binary mixture (ethyl
ether;ethanol), into a.flowing gas stream (Ng, He, or COQ).‘.Hia experi-
‘mental results agreed very well with the theoretical approaeh; thus con-
firming its applicability under‘the laminar co-current flou conditions.
He also carried out a few countef-currentvruns; and developed an_approach

‘which predicted these results quite well.

B. Objectives of the Present Study

+ After it had been shown that the horizontal duct performed as ex-
pected under the low flux and low concentrationvleyel conditions, the next
logical step in the overall study was'to extend‘the.COnditions‘of the
experiment to inyolVe some of the interesting complicatibns that were
previously lieted. With a little thought, one:can see that two changes
in.the run conditions of the channel could conceivably introduce nearly
all of these complications.v That is, if_we increase the concentration
level of the transferring species and simultaneously increase the flux
level (for example by using a more volatile liguid), then we will
certainly viclate our lou flux, lowICOncentration assumption. Also,
the associated heat transfer problem will become more acute; since a
higher rate of transfer will involve an increase in the amount of energy
associated with the change qf‘phase through which the solute must go. 1In
addition} the variability of properties, particularly in the liguid
phase, will become a factor, since viscosity, diffusivity, and density
are generally strong functions of conceniration and the concentration "
gradients will be large. y_ | o

Thus the objectives of the present work were formulafed_along the é

«

following lines:
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1) The thermal’charactefistics of the system should be evaluated,
primafily the heat losses to the outside and between phases prior to
entering the test section.

2) A suitable system whereby the conditions of high flux and
high concentration level could be achieved, should be found and evaluated
éxperimentally. v ’
_ .3) Theoretical studies should be carried out which would be
capable of predicting as many as possible of the effects which might be
encountered in the course of the experimental work. These should include
variable physical properties, simultaneous heat and mass transfer and
their linking conditions, and a high flux solution of the physical problem
at hand; ' '

&) A close watch should be kept on the system in anticipation of

"~ any anomalous behavior which might occur (see 5), 6), and 7), pages 1 and

2).
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iT. _EXISTING-EXPERIMENTAIyAéPARATUé

~ The horizontal rectangular duct.design which Byers utilized in
his work will be déscribed’briefly below. For a more detailed accQunf
the reader is referred to Refs. 13, 1%, and 15.

The'major piece of equipment is the horizoﬁtal}contacting device,

which 1is rectangular in.crbss section with inside dimensions of 0.%00
by 5.00 in. for each phase. The channel was constructed of Lexan poly-
‘carbonate, which is avclear, transparent plastic capable of being used
- over.a wide temperature range‘(up_to 100°C). The overall length is 6.9
ft, with this being divided into fhree sections..»The first, an inlet or
’Eélming*Section;“15“2:5'ft"in~i¢ngth:-ThiS—is»fellewed—byvan4i8.0_in.
test sectlion, and the last 2.5 ft aré'an&exit.calming section. The gas

and. liquid phases are separated from each other by a thin metal divider

- plate in the inlet and exit sections;‘thus the total exposure length is

only 18.0 in.

Several pieces of analytical equipment were used by Byers to ob-
‘tain his basic experimental data; these inciﬁded an Aerograph gas chroma-
tograph, a Brown electronic recorder for thermocouple readbut, and an
Atkins thermistor temperature detector. -Also, a liquid re-circulation
loop with flow meters and a gas feed system were in existencé; however,

after several preliminary calculations it became apparent that a large

~portion of this equipment would have to be re-designed. This was

primarily due to g number of thermal considerations whiéh were important

to the present study and not to the work carried out by Byers.

n
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IITI. EQUIPMENT ALTERATIONS

‘After the general experimental plan had been decided upon, it was
necesgary to evaluate:the feasibility of carrying out these experiments
on the existingvequipment. The work which Byers had carried out had been
nearly isofhermal; therefore he did not have to construct a very elaborate
tgmpéraﬁure measuring system; Since a large portion of the experimental
plans involved heat transfer measurements, it was decided that the exist-
ing temperature measuring facilities were inadequate, andeork was

started on the design and construction of a more accurate system.

A. Test Section

The first change which was necessary was the insertion of
several temperature sensors in the test séction, to yield temperature
profiles at several points élong the exposure length. Figure 1 is an
isbmetric’drawing of the test section, showing the‘positidn of five 1/2
in. diameter holes drilled through the top of the test section. Tl’ Tg,
and T, 1ndicate the position of three separate temperature probes located
at 1/2, 10 and 17—1/2 in. from the inlet end of the channel. Ci, and
C2 indicate the pogition of two concentration probes at 10 in. and 17—1/2
in. respectively. The basic design of the concentration probes remained
essentially the same as that employed by Byers; however, the thermistor
temperature probes that he had used were both too bﬁlky'(too large a
heat capacitance, and insufficient resolution) and not accurate enough
for the present work. Consequently, a new thermoprobe design was neces-
sary. The basic requirements of such a probe were as follows:

1) The unit must be capablé of measuring temperature as a function

of position. The could be accomplished by continuing to use a micrometer

"body as the basis for design, thus allowing a position accurate to

0.0005 in. v .

2) The sensing element should be sméll éompared to the total
distance over which the profile is to be measured; i.e., 1/2 in. This is
what was meant by the term "resolution". If we restrict the physical

dimensions of the probe tip to 1.0% of the distance covered, then the tip
diameter should be less than 0.005 in.
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Fig. 1. Test Section, with overall dimensions and placement of the
temperature and concentration probes indicated.

1]
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3) The sensing portion of the probe should ideally be sensitive

to small time and spatial variations in temperature. Thus in addition to

a low thermal capacitance, as was stated previously, the thermal con-

ductlvity of the probe materiai should be as low as possible.

The upper portion of the probe (the micrometer barrel) is large
enough that it will be at ambignt temperature. This adds an added in-
centive towards obtaining a low thermal condﬁctivity material, because
thé axial heat conduction could force the probe tip to be at a temperature
different from the adjacent gas stream. As the design of the pfobe ad-
vanced this problem became very acute, primarily because a gas in laminar
flow has a very small heat removal capability.

' One method of partially solving the problem of axial conduction
is to bend the probe tip, so that a portion of the tip is horizontal
prior to the extreme end where the thermocouple junction would be made.
This method was used in the final probe design (see Fig. 3). The advan-

tage of such a design is that the length of wire immediately adjacent to

~the thermocduple Junction is now within a lamina of constant gas velocity

"and temperature. Thus the phyéical problem which must be solved is that

of a cylinder of length L, exposed to a flowing gas stream with a ftempera-
ture TG, and a velocity VG. The diameter of the cylinder is da’ and one
end of the cylinder is fixed at a temperature Ts' We would now like tq
solve for the temperature of the cylinder at the position z = I, if the
length parameter is measured frbm the fixed end of the cylinder. This
sltuation is depicted in Fig. 2. If a differential heat balance is
written for a small length of the cylinder, dz, equating the heat flowing"
in from the gas to QZ, the axial heat flux, we obtain: -

-da

4 () = hy(T-T,)dz - (3-1)

where T = probe temperature and h, = exterior heat transfer coefficient.

G
Using the Fourier expression for the axial heat flux,

dT
Q‘z = _kt dz (3-2)
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D

fo— da—--

Fig. 2. Physical model used for solution of the problem of heat
transfer to a thermocouple tip exposed to a flowing gas stream.

*
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where kt

= thermal conductivity of the probe, and substituting (3-2) into
(3-1) we obtain:

2

i—z-g-: Gngfiyda) (1) - ()

The solution to the above differential equation is quite straight-

forward. First substitute the following variables:

T-Tg —
¢=2/L, ®=gmZ , and N-= \/uhGL /B d (3-4)

to yield the final equation in dimensionless form:.

d o
2P , (3-5)
ac-
The  boundary conditions for the problem are that the probe
temperature is equal to Ts at z = O,'ahd the probé témperature is equal

to TG at z = infinity. Writing these in dimensionless form we would have:
$=1 at £t =0.0 and P =0.0 as. - (3-6)

The solution to Eg. (3-5) subject to the conditions expressed in

(3-6), can be obtained by two successive integrations;
¢ = cosh(Nt) - tanh(N)sinh(Nt) (3-7)

A qguick glance at the behavior of the above function, holding in mind that
our objective is to have O approach zero at z/L = 1.0, shows that we
want to increasethelvalue of N as high as possible. This was used as
the design criterion for the resulting thermocouple'probe.

Since- the value of hCT is dependent Qn‘the exterior gas velocity

it is not one of the independent parameters; however, the other terms

entering intc the expression for N  could all be varied to some extent.
The value of kt could be varied through the choice of different metals

for construction of the probe. Listed below are the thermal conductivities

31

of several metals and alloys:

»
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Copper ~.... 0.918 cal/cm sec °C
Constantan .... 0.05k "
Iron e 0.161 "
Chromel. vee O;OM5 "

Platinum cee. - 0,161 "

In view of these values two systems were picked for investigation —

Iron-Constantan and Chromel-Constantan, with the latter having superiorv
values of thermal conductivity, but poorer mechanical qualitiés. The

above metals could be obtained in several diameters, with the optimum

appearingvto be a 5 mil diameter wire coated with a 1/2 mil Teflon coating.

Smaller diameters tended to be too flexible to support their own weight,

- and also did not come with a factory insulation. Calculations based on
"the preceding equations indicated that the Iron>system would require a
value of L = 1.7 times the value for the Chromel-Constantan system, thus
v'the,latter syétem was used. This entailéd aﬁminbr:inconvenience, since
there were no existing calibrétion'curves, but the much lower thermal
conductivity of the gystem overshadowéd the effort required to calibrate
the system.

Substitution into Eq. (3-7), using as a criterion ® = 0.02 and the
value of kt = 0.054, yields a value of I = 0.6 for:the Chromel~Constantan
probe. In the final design the value of L varied from 0.5 to 0.6 in.
.This means that thevprObe temperature should be from 2 to 4% of the value

of (T, - TS) lower than the actual gas stream temperature. This was con-

G

firmed experimentally, and the Chromel-Constantan probes were found to be’

quite insensitive to axial-conduction induced errors.

Figure 3 shows the complete probe design. Point G indicates the
tip of the 5 mil diameter probe wires. B illustrates a pileceof 23 mil -
diameter stainless steel tubing, through which the thermocouple wires
were threaded. This acted as a support in the flowing gas'stream, except
for the last 0.6 in. discussed above. The wires were kept approximately
1/16 in. apart from the S.S. tube to their tip.. Point H illustrates the
o-ring seals, which allowed the shell of £heVbroBe to rotate, while the

inside remained pointing in a fixed direction.
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Fig. 3. Cross sectional view of thermocouple probe.
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‘This was a hecessary design change, as the thermocouple metélsvwere very
brittle and would not take the constant twisting that’would have resulted
from fixing the barrel of the‘micfometer aﬁd turning the inside in the
usual manner. The thin thermbcoubie wires were further supported from
point J to the ice bath by threaging,them\through 20 mil diameter Teflon
tubing. _ o -

A Sargent Model SR fecqrder ﬁés used.to record the thermocouplé
output as a fﬁnction of time andrvertical position. The scale used was
'O.d to 0.5 mV. This meant thét température could be read to an accuracy

of 0.1°C.

L8]
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B. Inlet and Exit Sections

The existing inlet and exit calming sections utilized a thin
metalic divider plate to_separate'the gaseous® and liquid phases.
-ACtﬁally this divider plate was made up in a sandwich arrangement, com-
posed of a layer of metal, a”layer of'éofk, and another layér:of metal,
with the total thickness being only 1/16 in. A.preliminary heat transfer
calculation was carried out for this inlet design, and it was found that
the heat transférred in the inlet section before the streams entered the
test section would be approximately twice the transfer which would take
“place in the test section. Provisions had been made for evacuation of
the cork filled center section; however, even assuming a good vacuum
(2 to 3 mm Hg), the heat conduction through the cork matrix promised to
contribute a large_fractipn (compared to the test section) of the total
heat transferred from the liquid to the gas. Also the extremely thin
metal plates (0.0156 in.) did not have sufficient strength, and would
collapse under an atomosphere of pressure, should the cork have been re-
moved.

In order to confirm the above calculations, several experimental
runs were carried out usingbthe existing equipment for heat transfer
between a gas and liquid phase. Figure 4 shows the profile results for
one of these runs under favorable gas flow conditions. The "zero heat
transfer" curve represents a theoretical calculation for the inlet probe
position at‘l/2>in. from inlet assuming no prior heat transfer in the in-
let section. The gas temperature prior to enteriﬁg the inlet section was
22.0°; the liguid temperature, 16.8°. |

The results shown in Fig. 4, indicated that an improved inlet
section would be desirable_pfior to any attempts to carry out a simul-
taneous heat and mass transfer experiment. After several designs were
carried out, it was realized that although vacuum insulation could sub-
stantially.reduce the heat leaks, this was very impractical from a
structural point of view. In order to obtain sufficient strength to
keep a four in. wide plate from flexing, itahad to be made almost 1/8 in.
thick. This would mean a total divider plate thickness of over 1/4 in.,

which was undesirable from a hydrodynamic standpoint. Also, the vacuum



Fig. 4. Comparison of ‘experi'mental temperature profile for existing inlet
section with theoretical profile assuming zero heat transfer in the in-

let section. Daﬁa_taken at 1/2 in. from test section inlet; QG = 750
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design would have been expensive, and difficult to construct and operate.
An alternate approach, which was finally adopted, was to spatially

separate the two phases until just prior to entering the test section.

‘TIn this way, ordinary insulation could be used. The entry section was

slightly curved, in a parabolic shape. This allqwed a final entry angle
of 6°, with a minimum of heat transfer between phases prior to entering
the test sectibn. A cross-sectional view of the parabolic entry way is
shown in Fig. 5. The construction was carried out using 1/16 in. poly-
carbonéte plate. A preliminary estimate indicated that thelgas phase

hydrodynamics'should not be appreciably altered)as long as the Reynolds

number was maintained below a given critical value. This value (Nﬁe =

. 1200) was determined experimentally by locating the point at which the

heat transfer coefficient first began to deviate from its predicted
value. Figure 6 shows a comparison of inlet temperature profiles (on a

dimensionless basis of @ = (T—TG)/(TL—TG)),'with the metal-cork divider,

~ the pargbolic entry and the "zero heat transfer" curves all being shown

~ for the gas phase. As can be seen; the parabolic entry section shows a

very definite advantage over the o0ld design. A number of runs at widely
varying flow conditions indicated that the small amount of heat transfer
which was occuring in the entry section could be accurately predicted by
adding 1.5 in. to the total test section length for all heat transfer
calculations. Thus an exposure length of 2.0 in. would accurately pre-
dict the temperature profile observed by the probe at 0.5 in. frbm the
start of the.ééét section.

Another problem which had to be overcome was that of insulating
the gas from ambient conditions. This.was usually not too important,
since the majority of the runs were made with the gas phase at ambient

conditions, and the liquid phase temperature being controlled to yield

the desired temperature difference. However, a few runs were made with
. the gas phase being heated, and for these the equipment was ingulated on

the exterior using a combination of styrofoam and asbestos wool to a total

thickness of several inches. This was still not totally satisfactory,
and a final adjustment of the temperature profile at the upper exterior

boundary of the test section was achieved by wrapping fine Nichrome
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Fig. 5. Cross sectional view of paraboiic entryway. The channel walls
were constructed with polycarbonate plastic. '
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Fig. 6. Dimensionless temperature profiles taken at 1/2 in. from test
section inlet. o ... results using previous inlet section design,
A ... results using parabolic inlet section, the solid line indicates
thg theoretical prediction for zero 1nlet heat transfer. QG = (50
cm”/sec, QL = 0.580 gpm.
System air/tridecane
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heating wire around the outside,yand passing a carefully controlled
current through the wire. Using this technique, an upper boundary which

very closely approached the de51red 1sothermal wall condition could be

achieved. B
' Sinc¢e all thermal data were taken using probe techniques, the
exit section remained the same as designed by Byers except for the replace-

ment of several gaskets, which had begun to crack and leak.

C. Integrated Experlmental ‘System

Flgure 7 is a view of the overall expérlmental afiangement show-
ing both the gas and ligquid flow systems. The major changes from the
previous system were: ' - B

1) A liquid make—up'aystem was installed to allcw an accurate,
continuous addition of the-volatile'component under conditions of high
liquid evaporation rates.

2) A bypass was constructed around the channel, so that the liquid
bulk temperature could be egtablished prior to admitting flow into the
test section. 4

3) The gas inlet supply system was altered in sevaral places;
including the removal of a gas saturator, insertion of an accurately
controlled gas phase heater, and installation of better’gas flow control.

L) The liquid level control was slightly improved by placing
needle valvea‘ch the lines to the "vacuum" and "air pressure" from the
lower surge tank.

5) The gas sampling system was improved, primarily by using a
vacuum system after the'gas chfomatograph so that the sample flow rate
couid be accurately controlled, without depending on the channel pressure
level to force the samples through the chromatograph.

6) Several changes which have already been discussed, were carried
out on the inlet and test sections.

‘ o 7) A major alteration was the construction of a temperature
measuring system which utilized thermistors and thermocouple probes to

obtain temperatures at a number of points around the system. Figure 8

(¥
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Fig. 8. Cross sectional view of channel, with the position of all the
points for temperature determination indicated.
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" The thermistors labeled T
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shows a schematic cross-section of the channel, with the location of each

of these sen51ng points indicated. T. thru T indicate fixed thermistor

1 9

probes, ‘whereas Pl’ P2, and P are the micrometer mounted thermocouple

>3

probes, capable of recording temperature as a function of vertlcal pOSJtlon.

7, T8, and T , were glued to the exterlol

’
surface of the polycarbonSte channel, theg covered with two or more inches
of insulation. The temperature measured at these points, when compared
with the gae stream temperature and the ambient temperature gave a good
indioation.of the gas phase heat losses thru the upper exterior'wall.

The probes T, and Th’ were used to measure the inlet cup mixing
temperature of the gas and liquid streams respecfively Each of these
probes were 1nserted into the fluid stream, well away from the influence
of the amblent temperature. _

The probe T6’ was used for a variety of purposes. . It is shown
ingerted in the utyrofoam insulation in Fig. 8; where it was frequently
plaeed to help determlne the heat transfer between the phases prior to
enterlng the test QPCthH

A1l of the thermlbtor were connected. to an Atkins, Model 3L0O1J

Resistance Thermometer, which provided a direct temperature read-out in

degrees Centigrade.
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- Iv. HEAT TRANSFER EXPERIMENTS _. )
The first objective of the preéent study, was to evaluate the

_thermal characteristics of the sgspem._“In;order¥quaccqmplish this, a

number of experimenﬁs were planned involving pure heat transfer between
a non-condensable gaé and a non—Volatile liquid. In view of the sub-
sequent simultaneous heat and mass transfer runs which were planned,
~careful consideration was given to the choice of materials to be used in
the study. | " )

The readily available gases included nitrogen, air, helium, carbon

_ _dioxide, and oxygen. Air and helium were chosen for use in this portion

of the work because of their large difference in thermal diffusivity.

The choice of a liquid had to be made under -more stringent re-
gquirements. The factors which were importanﬁ were a low vapor pressure,
.low viscosity (less than 2 cp), and low éost. Anothér consideration,
which turned out to be the most difficult to meet, was that the liquid
had to be compatible with polycarbonate_piéstics, the material used
throughout the channel construction. After an_éxhaustive literature
survey, the most promising series bf compounds appeared to be the linear,
long-chain aliphatic hydrocarbons. A detailed listing of the properties
of these compounds can be found in Appendix D. A carbon chain length of
thirteen (n-Tridecane) offers all of the above requirements except that
of ready availability. After several inquiries, the desired material
was obtained in . a relatively impure form as a "still cut" from the
Atlantic Refining Co., made by the Iso-sieve process. The composition of
the material is listed in Appendix D, hoﬁever, the important facet is
that only Clg‘to 015 linear alkanes were included in the mixture. Because
of the regular behavior of the properties of normal alkanes of this length
with carbon number, the physical properties could all be predicted
quite accurately. Another advantage of the n-alkanes was that the
envisioned mass transfer experiments could be carriéd out by evaporating
lighter n-alkanes from the Tridecane. Having both of the liquids from a
single homologous series should result in more predictable behavior of

the variation of physicél properties with respect to liquid concentration.
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A. .Theoretical Background

As was pbinted out earlier, the most profitable starting point
for thé solution of either heat or mass tfansfer problems in laminar
flow is the equation.of convecﬁive diffusion of either heat or mass.
Since these problems (i.e. heat or mass transfer) have the same basic
form, the remarks which follow,'although written in heat transfer ter-
minology, apply equally well‘to the low flux; low concentration level
mass transfer situation. In vector notation the equation for heat
transfer tQFavmoving fluid is'giveh'by..

pCp.g—E—-.—..k\%T I (k-1)

This form of the equation implies the assumption of constaﬁt prOperties
(p, Cp, k), an incompressible fluid, and negligible viscous dissipation
of fluid bulk motion to thermal energy. It should be noted that Eq. (4-1)
can be written for both the ligquid and gaseous phaées when the resistance
to transfer does'not reside entirely in one phase. When this is the case
the two equations hust be solved simultaneously; resulting in a more
complicated problem than the solution for a single phase.

A number of important solutions of Eq. (4-1) have been carried
out, corresponding to several different physical problems. Thése solutions
will be outlined below in order of increasing physical and mathematical

complexity.

~ 1. The Leveque Solution

43

The prbblem solved by Leveque was for the case of heat transfer
from a solid boundary into .an adjacent fluid stream. He postulated that
in a region near the wall, the velocity prbfile could be approximated by

the linear form
u = ay . , (h-2)

If the fluid is assumed to be semi-infinite in extent, and the following

transformations are carried out,
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Yegm o =y/L ; amd A =oxfar’ (+-3)

then Eq. (4 l) reduces to a form whlch can be solved as an ordinary

differential equatlon by flrst 1ntroduc1ng the variable a N RN

L]

e = n/(0)0 - | | (e -1)
and then integrating subjéct to the boundary condition;:

®=1.0 at &€ =« and ®=0 at & =0 - (4-5)
The final solution can then be expressed as

o 3 m'FPd' (4-6)
:m EXQ X . . -

The local heat transfer coefficient is given by

X 1/3
v (8, - o [%] -

2. The Graetz Solution

The next problem of interest is that of the heat transfer from
a solid boqndary to a fluid in laminar flow between two semi-inifinte
flat plates. "This is a special form of the problem first solved by
Graetz,27 in 1885 for a cylindrical geometry. The solution for flow

between two flat plates was carried out by Butler and Plewes.lg. In this
problem the velocity profile is now assumed to be parabolic, and is

given by the expression

%

u = 6U (v/b - (v/0)%) | o (4-8)

The solution to the convective transport equation can be
carried out using the separation of variables technique. The final
solution requires the evaluation of eigenvalues and eigenfunctions, and

can be expressed in series form as
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e 51 -14.58 X | pzy oML X - Te)
- -2.1766 e (F,(0) 131 7 L) + ol (529)

where the variables X (a modified form of the Graetz number) and Y are

defined by the expréssions‘
X = ax/6Uﬁb2__‘ “and . Y=y/b. . (k--10

.- The values of the eigenfunctions, f], ;2, etc., as well as the

exponential constants, are tabulated by Butler and Plewes.

3. The Modified Graetz Sclution

If we now consider the physical problem depicted in Fig. 9, the
solution whichvresults ig very similar to that of fhe Graetz problem,
with the additional parameter of interfacial velocity to be cbnsidered.
The same method of solution that was applied to the Graetz problem could
be used to solve the problem at hand; unfortunateiy, one would have to
generate a whole series of eigenfunctiohsvaﬁd,eigenValuéé for each dif-

ferent value of interfacial velocity. An alternate approach is to solve

" the equation numérically, thus generating Nusselt’numbers and heat

transfer profiles in a graphical manner.

Byers and King14 have carried out the above outlined numerical
solution; and Filg. 10 represents their results in graphical form. Here
the fraction saturation of the gas phase is piotted versus the Graetz
number. The fhird parameter which identifies each member of the family
of curves is the ratio‘of the mean gas ﬁelOCity to the interfacial
velocity, Um/Ui. The results can be applied to heat transfer calculations
for the fraction saturation, and replacing

) cup mixing’
D, the molecular diffusivity, with &, the thermal diffusivity. The same

‘computer technique can be used to predict temperature profiles. Examples

of these profiles can be found in the paper'by Byers and King.14

L, The Beek and Bakker Solubion

In the same way that the semi-infinite Leveque solution can be
used to approximate the solution to the Graetz problem, one can also

postulate a semi-infinite model having a finite interfacial velocity and
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Fig. 9. Velocity profile in the gaseous'phase used in the Modified Graetz
Solution. Liquid interface is located at y = O..
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linear velocity slope as an approximation to the modified Graetz problerm.

Such a solution has been carried out by Beek and Bakker.6 Unfortunately,

. their solution is only asymptotically correct for large or small values

of fﬁe Graetz'ﬂ%mber._ Furthermore,. it is awkward to use and somégﬁéﬁrd
limited since it predicts only‘tranSfer coefficients and not temperature

13,14 has shown that'ibr”avmeén exit percent saturation

profiles. Byers
of less than 50%, the results of Beek and:Bakkef agree quite well with his
computer épproach, provided care is taken in-the.ihterpolation of their
solution between the two asymptotic curves. .

_The experimental heat transfer results taken during this work

were predicted using a numerical technique (GRAGRA) dévéiggéd by Byers,
which solved the Graetz problem for resistance in both fluid phases.
This‘approach had a very distinct advantage: Since the experimental heat
tfansfér data were taken in profile form, these could be:compared directly
with the-profiles obtained from the computer solution. After several runs,
it_became apparent that for the flow rates used in this sﬁudy the major
portion of the heat transfer resistance resided in the gaséous phase. . The
phase resistance was commonly 98.5 to 99.5 percent of the total heat
transfer resistance. Thus, when the desifed heat transfer results were

in the form of fraction saturation, interpolation from Fig. 10 could be

utilized ﬁithout any appreciable loss in accuracy.

B. Experimental Reéults.

- A total of 16 experimental heat transfer runs were carried out,
using tridecane as the liquid phase and both helium and air as the gaseous
phases. In all cases the runs were made by transferring heat from a warm
gas to a cooler liquid stream. This was done to prevent initiation of
natﬁral convection in the gas phase, which would occur if the gas phase
were being heated rather than cooled from below. Both inlet and exit
profiles were taken for each experimental run condition. The inlet pro-
files were used to establish the inlet temperature driving force (TL—TG)
from the bulk liquid and gas temperatures entering the test section.

Since the liquid did not undergo any appreciable temperature change, the

\V

w
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,1nterfac1al temperature was nearly equal to the bulk liguid temperature
for all of these runs., The inlet temperatures were flrstnestabglphed,
then the exit profiles'were taken and calculated on avdimensiénless basis

of.

g vy S (k-1

where ¥y = distance from bottom of the'channel

Figures 11 and 12 show the experimentally obtained p01nte for thev
two extreme;values of exposure time (Graetz NO-‘=;Q-O75 and Graetz No. =
0;596). Figure 11 shows the results using air aﬁ'a very high flow rate
- (g |
system at a relatively low flow rate, (NRe,= 155). The results of several

= 1200); whereas the results shown in Fig.VIE, are for the helium

other profile ruﬁs at intermediate Graetz nﬁmbere'can be found in Appendix
-B. Also.shown on each of the figures is the theoretically predicted pro-
. file for thevgiven run conditione. The overall agreement of these periles
was exeellent; however,vfhe results did tend to scatter somewhat in the
neighborhood of the exterior boundary (Y = 1). This was primarily due to
the difficulty in establishing a, truly adiabatic boundary. As long as the
gas temperature immediately adjacent to the channel wall was not a strong
function of dietance_downsﬁream,‘the Nichrome heating wire was effective.
When the fun conditions resulted in a large degree of‘gas_phase equili-
bration the exterior.boundary temperatUre‘was not congtant, and the desired
adiabatic bouhdary condition could not be achieved closely.

A second source of experimental error resulted from the tendency
of, the liguid to "bridge" to the thermocouple-probe when the tip was
close to the'liquid interface. This frequently occured at the Y = 0.529
point, and generally was quite obvious in the resultant profile when it
| occurred. Examples of this can be seen in.the results from Runs 20 and
25, shown in- the Appendix. |

After the experlmental profile had been obtained, a curve wasg
drawn through the points. Values of ¢ were then taken for every 0.025 in.
(a total of 21 points) and used as.ihput data for the program TOHETR

(see Appendix D). The experimental profile was integrated by a numerical
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- Fig. 11. D1mens1onless experimental temperagure profile taken at 17.5 in.

from the test section inlet; QG = 690 cm
Run # 15, System: air/trldecane

€ = experimental data

— = theoretically predlcted curve

/sec, QL = 0.810 gpm.
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Fig. 12. Dimensionless experimental tempera%ure profile taken at 17.5 in.
from the test section inlet; QG = 780 cm”/sec, QL = 0.360 gpm.
~ Run # 23, System: ‘helium/tridecane : o
4 = experimental data v
— = theoretically predicted curve
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technigue to yield a cup mixing temperature, or, on a dimensionless basis,
a fraction saturation. Table I gives a comparison of these experimentally
obtalned values with the theoretlcally predlcted values obtained from the

uRLNT program s Agaln the agreement was qulte good, w1th the average

“error less than 3% and the maximum error less than 12%.

L}
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Table I. Gas;liquid'heat'transfer results

"Raun No. U /U, Graetz No.. Fs Fs %
o ' (Theory) (Experimental)  deviation

14 15.7 0.075 0.247 0.231 - 6.5
15 7.83 0.075 0.253% 0.287 | +11.8
16 12.8 . 0.105 0.306 0.345 +11.3%
17 5.56 0.105 0.316 0.351 +11.1
18 7.63 0.105 0.311 0.346 +11.3
19 5.05 . 0.17% 0.429 0.4k4¢ + 3.8
20 3,42 0.175 0.4bh2 0.4kL2 0.0
21 1.89 0.310 0.629 0.564 -10.%
o2 8.5% 0.282 0.556 0.52k - 5.8
23 19.8 - 0.590 0.766 0.733% - k.3
oL C3T7.6 | 0.%06 0.570 0.636 +11.6
25 39.0 - 0.326 10.587 0.585 | - 0.3

Average % error + 2.8
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V. ”THE'EVAPORATION OF PURE LIQUIDS
The rate of evaporation of a pure liquid into an adjacent flowing

. gas_stream can usually be predicted by the solution of a simplified form

of Eq. (4-1), the equation of convective diffusion. If the vapor pressuré
of the fluid in question is sufficiently high, the agsumptions of low con-
centration level and low mass flux, which were outlined briefly in Sec. I,
are no 1qnger valid, and one must take these effecfs into account in the
 vca1¢u1ation of the mass transfer coefficient. In order to demonstrate
how the concentration level andbmass flux level influence the calculation
of mass tranSfer4£§$§S,¥E§“Shallqbrie§£X C°n$i§§r each of the above
factors. ' |

Effect of Concentration Level upon Mass Transfer

In order to show the effect of concentration level upon the inter-
facial mass transfer coefficient conveniently, let us first examine two

forms of Fick's first law:

%

/ Jy = -cDyp¥x, (5-1)
o SN

Ty = ~(Dyp/Tv 9, ‘ (5-2)

The value of DAB

. . - ~o -
are gradients in temperature and pressure, as long as VA remains con-

in the above two equations is the same, even if there

stant and the substance to which Eq. (7-2) is applied is incompressible

‘and has a zero coefficient of‘vexpansion.'alF
Since the solution to.most mass transfer problems reqguires the

integration of a Fick‘s law expression similar to those given above,

it is. convenient to use (5-1) .for situations where the group cD, does

not vary throughout the fluid. This is found to be true for most gases

at moderate pressures as long as long as the temperature does not vary

greatly; therefore Eq. (5-1) is the simplest form of Fick's law to use

under these conditions. In a similar manner, the group DAB/vA.iS generally

found to be more nearly constant for most liquid solutions; therefore the

application of (5—2) is found to be“advantageous, again due to the greater

ease of integration of the differential equation.

w
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Both JA? and‘JA% are molar diffusion fluxes that are taken with
respect to the fluid itself; in order to obtain a flux relative to
stationary coordinates, if we limit ourselves to binary systems, we may
use the following equatipns:

N N, + N = -c D,_Vx

p - XMy TR = -e DypVix,

N, - ¢

g~ Oy N/ = (0, /T )V 8y “ (5-4)

Let us now consider Eq. (5-3), which is applicable to most binary
gas mixtures at low pressure. If the value of (NA + NB) is not equal to
zero, then it is obvious from this equation that the value of the molar
flux of component A relative to a stationary coordinate (i.e. NA) is
dependent upon the ‘concentration level of that component (XA> as well as
A XA. If Fq. (5-3) is written at the gas-liquid interface, then the
interfacial flux of A 1is concentration dependent; this is what is meant
by the "concentration level effect. Since the value of X, is always
less than 1.0, we see that an increase in concentration level of the

transferred species will usually result in an increase in total flux,

provided (NA + NB) is of the same sign as N,.

Effect of Flux Level upon Mass Transfer

Whereas the effect of concentration level can be demonstrated by
considering the magnitude of certain terms in the Fick's law expréssion,
the effect of high Tlux upon the mass transfer rate enters in a more
subtle manner. Usually the solution of the convective diffusion equation
is carried out by first achieving a solution for the velocity profiles
within the system, then substituting thesé into the appropriate places in
the equation of convective diffusion; i.e., the flow equations and the
mass transfer equations are solved independently. However, if the mass
flux becomes sufficiently high; these eqﬁations can no longer be "de-
coupled", since a flux of mass also represents a bhysical flow of material

and hence a velocity.
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Thus a "high flux mass transfer solution™ represents the solution

to a physical problem where the mass flux of material has been considered

-as gpﬁad@}ﬁicnal velocity term, comparable in magnitude to the velocities

present in the absence of mass transfer. This type of solution yields a

different concentration profile shape from the low flux solution; whereas
the shape of the concentration profile is not altered by the concentration
level effect, discussed earlier.

\ In:ordervto differentiate between the low and high flux solutions,

it 1s convenient to make the following definitions. First, let us define

. , 1
_the local mass transfer coefficient, k% 1loc? as done by Bird et al., 1
A - - coT T, - _ J— ’ N I . o .
. i A
! NAO XAO(NAO NBO)
ke loe © X, - X (5-5)
’ Ao A

With the preceding general definition in hand, we can now define

the mass transfer coefficient Tor the limit of low mass flux as:

[lim kx,loc] = K e (5-6)
G&O'F%b)ao

Since most of the existing mass transfer correlations are based on the
assumption of low flux conditions, it is much more convenient to predict
the high flux performance by applying a numerical correction factor to
the low flux ?esults. In order to acéomplish the above, the following

dimensionless variables are useful,

N . X, =X

+
Ao "Bo A0 T Aw : - .
. RAB = ‘—“"_——_' o NO - (5_()
’ x,loc Ao - ' :
+ -
NAO NBO *so
N, +N :
Ao "Bo .
Ppp = k- , (5-8)
Xx,loc

6AB - kx,loc/kx,loc (5-9)

&
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Both RAB.and'¢AB are convenient dimensionless expressions for the

absolute value of the interfacial mass flux rate. QAB i1s the correction
factor, which, when applied to the existing low flux expression for the
mass transfer coefficient, yields the "high flux rate" transfer coefficient.
Thus if one is able to obtain a solution to the high flux problem for a
given flow situation, the results can be presented graphically in terms
of any two of the above variables. This has been done for several flow
geometries, and will be discussed later. The graphical results can be
found in Figs. 21.7-2 and 21.7-3 in the text by Bird, Stewart and
Lightfoot.ll v ’
' Another complication that frequently arises at high flux levels
is the variation of the important physical properties, since these are
frequently‘stfong functions of concentration. However, this is not a
“necessary consequence of increased flux level, and therefore can be con-
sldered separately.

| A final result of the high flux effect in an evaporation experi-
ment is the variation of temperature due to the large heat flux created
by the enthalﬁy of vaporization. This effect will be'ignored for the
present and the system will be assﬁmed to be isothermal. A detailed

treatment of the temperature gradient effect is given in Sec. 5-D.

A. Prior Theoretical Work

1. Concentration Level Effectv

It has already been shown that the effect of concentration level
upon the mass transfer rate can be predicted by selecting the appropriate
form of Fick's law to be applied at the interface (see Egs. 5-3 and 5-4).
KiﬂngslL has shown that the inclusion of a single concentration-dependent
term of the form (1 - ZAO(1+S)) in the Sherwood group yields a satis-
factory correlation for the mass transfer coefficient of component A in
a binary mixture. He algso points out that the form of Fick's law which
is used should be based upon the best physical representation for the
system (i.e. for gases use a mole fraction dependent form; for liquids a

58

volume fraction dependent form is more appropriate). Olander



-ho-
had previously presented the above_concentratioﬁ level effect for mass
fracﬁion driving forces, and had shown that the effect can be important
at hlgh concentration levels. Vivian and Behrmann82 ced the equivalent
of Eg. (5 5) to éxplaln the concentration dependence of the molar solute
flux in a blnary gaseous system. Several other works, such as those by
Shulman and Delaney,67'and Westkaemper. and White8u have discussed the com-
bined éffect of solute concentration level and high flux level by applying
the "P_ " correction factor, which is obtained by carrying out a solution

BM

to the high-flux, film-theory problem with NB = 0.
o

It should be noted that when the mass transfer coefficients are
‘defined as 1n"£és (5;5) andﬂ(5-6),"the concentration level effect is
included; i.e., the value of ké,loc is not a function of concentration
level and varies only with changes in the value of (BXA/By)/AKA'. An
equation similar to (5—5) can be written for other forms of Fick's law
(such as Eq. (5-2).) This will be covered in Chapter VI, which deals

w1th 1nterphaoe tran&fer problems.

2. High Flux Level Effect
The calculation of the effect of high flux level upon the mass

transfer coefficient for a given system cannot be generalized in the
ménner used for the concentration level, since the high flux solution is
dependent on the assumed fluid flow situation. In order to illustrate
the form taken by the high flux level solutions, let us consider the
three important flow geometries for which éuch a solution exists.

a. Film theory. This approach postulates that there is a film
of stagnant fluid with a finite thickness, 6; immediately adjacent to the
steady state mass-transfer interface. The solution to this problem has
been obtained by several independent investigators (Lewis and Chang,
1928; Ackermann,l 1937; and Colburn and Drew,go 1957),'and a detailed
development can be found on pages 658-668, Bird et al.ll The results of

the high flux approach can be given in the form,

(-XA -X )( ) ’

0 Ao Bo o)

1+ = exp(N, +N, ) —— . (5-10)
Ny o %a0 (N ) 20 B0 Dy

-
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If one makes the 51mp11f1ng assumptnon of (N + NBO) approachlng

zero (low rate), then the more familiar form of the fllm solution results,

i.e. »

' 1 8 _ .

ﬁ - =5 . . , C(5-11)
: x,loc "TAB : : :

If the interfacial flux of the inert component, B, is set equal
to zero, Eq. (5-5) can be simplified to the form,
, Npo(1-%y,) o
k! = —— , (5-12)
x,loc_ X6 % p0 : :
Tf we now set NBO = 0 in Egs. (5-7) and (5-10) and then combine these
equations with (5-11), we see that; since Xy = 1 - Xp»
v o
%Zzlgf_z 0 = Efﬁf@fff@gz o (1-x

AB

- ) (5-13)
kx,loc kBm—XBo Ao

In a largé number of investigations the low flux mass transfer
coefficient is defined as simply kG = / I A ), rather than as de-
fined in this work (wherevthe concentratlon level effect is taken into
account). IT this very simple definitibn of the mass transfer.coefficient
is used then at one atmosphere fotal pressure, we see that the total
correction‘factor (for both flux level and concentration level) is given
by l/me, where B is the log mean mole fraction of the inert component
between the interface and the bulk fluid stream. This is the PBM cor-
rection factor which wag referred to earlier. This method of simultaneously
correcting for both the high flux rate and high concentration level has
been applied to turbulent mass transfer situations by several investi-

2 (see Sec. 5-B).

gators with reasonable successdo’82
b. Penetration theory. This approach is characterized by the

assumption of a velocity profile, u, = constant (i.e. bulk fldw), and
steady state transfer; alternatively, the same equation can be reached

by considering unsteady state transfer into a stagnant phase. Once again
a generalized solution of the convective transport equation can be reached,

although the mathematics become somewhat more complicated than for the
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Film Model. The Tinal solution for the mass- transfer rate, first obtalned
by J. H. Arnold (see pages 594 )98, and. 668 -672, Bird et al. for'detalls),

is given in 1mp1101t form by:

X -X : . . V.

T YAQ A =NT (1 + erf ¥) exp we (5-1k4)
W

NAo NBO Ao

'where Y, 1is a dimensionless mass‘tranSTer rate given by the equation:

N, N

B =t V o T 1o ) B

Had the limiting assumption of low mass transfer rates been made,

~the solution would take the much simpler, and more familiar form:

Ky, loe = © v 7_£§ , . (5-16)

‘c. laminar boundary layer theory. A number of'investigaﬁors‘hava

'pﬁblished solutions for the high flux laminar boundary layer equations.
The books by Hartnett and Fckert28 and Schllchtlng67
details in the method of solutlon of these equatlons. In addition

T 58 6l

and Dickson have given

both give extensive
publications by Acrlvos,2 Sparrow, Olander,
.solutions to the hign flux laminar boundarymlayer eQuations for a wide
variety of initial and boundary conditions. A detailed account of the
basic theoretical approach to the problem of'mass transfer into laminer
boundary layer flow is given by Bird et»al.l;b(pages 608-619); therefore
only an outline of the golution will be presénted here.

If we assumethat in a blnarynuxture of components A and B which
have equal molecular weights, the following phyclcal properties are con-
: stant7 k, c, D B,:Cp, 1, and p; then the boundary layer eguations for this

_ A
system become

(continuiny). ._S;— + e o - (5-17)

I

»



- M, du
(motion) us st VoSy <V ayg _ | (5-18)
(convective : BXA BXA ang
‘transport) U S5 + vy 57 = Dyp —g;é- (5-19)

If the gas (B) is not soluble in the liguid phase, then the boundary

conditions can be given as below:

at Y= oot ux = U, XA‘: Xpoo
at. y = 0: uX =0 , XA,= on, NB =0

11 . )
Following the development given by Bird et al., the equation of
continuity may be integrated to yield:

ou
v =V = dy (5"20}

y yo o OX
By utilizing Eq. (5-3), an alternate form for the above equation may be
obtained, '
M

D dx Y du '
AL YA A x )
Vy = - p—' (l"XAO>]- ay !;‘/=O = IO 5% dy (5‘21)

In the above expression for Vy’ we see that the value of the fluid
velocity in the y-direction is a function of the interfacial mass flux, as
well as the position variaﬁles ¥ and y. This is the way in which the afore-
mentioned linkage of the fluid dymamics and convective transport equations
takes place; i.e. the fluid velocity is dependent upon the mass transfer
solution at the interface. Also, the solution of the convecfive transport
Eg. (5-19) requires an expression for Vo which is obtained by using
Eq. (5-21). After making the substitution for vy in (5-19) it is found
that;lig the interfacial mass flux (which was substituted for Vyo) varies
as X s, then a similarity transformation may be used to convert Egq.
(5-19) into an ordinary differential equation. Sincevthe low flux
solutidn‘yields an x_l/e dependence for the interfacial flux, wé see

that the high flux correction will change the absolute value of the mass
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transfer rate, but will not alter its x-direction dependence. Also, we

see that in this solution u, = fn(N, + N because of the connection

Ao Bo)’
of n and Vy through the equatiqpvgf”pontinuity: 7 _ o
The ordinary differential equation which results from the simi-
larity transformation of the equation of convective diffusion is non-
linear, and requires a rather complex numerical technique for its »
solution. The results, thch have been tabulated on page 614 in Bird
et al.,ll can best be seen in graphical form by making use of the dimen-
sionless variables QAB and R, defined in Egs. (5-7) and (5-9). 1In this
way the correction factor for high flux, QAB,Visﬁgiven as a function of

the dimensionless mass flux, R The results are shown in Fig. 1% for

two values of the Schmidt numbéf. In addition the results for the two
-previously discussed models, film and penetration, are also pfesented.
As can be seen in Fig. 13, although the three models do yield slightly
different results, the differences are small except at extremely high
values of the interfacial flux. Thus for moderate values of interfacial
flux any of the models might be expected to yield a fairly accurate
answer for the correction factor, QAB' |
Note that for all the models transfer into a given phase results

in a reduction in the transfer coefficient (9 less than l.O); whereas

transfer out of a phase increases the transfeﬁBcoefficient. A rough
physical explanation for this is that the existance of a convective or
"blowing" velocity into the phase tends to shift the concentration pro-
file slightly away from the interface. Thig shifting of the profile

into the phase results in a decrease in the value of BXA/By[y i.e.,

::O’
a lower value of the diffusive flux at the interface. A similar argue-
ment can be given for the reverse case of transfer out of a given phase
(or an interfacial "suction" velocity) which will tend to increase the

&

diffusive flux.
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Fig. 13. TFlux level correction factor for existing high flux solutions,
plotted as a function of dimensionless flux ratio. Solid lines
indicate the results for laminar boundary layer theory.



B. Prior Experimental Work

The high flux film theory approach has been experimentally studied

2
by‘numerous 1nvegt1gators Colburn and Drew 0 uged this theory to deV@lOp

the PBM concept then applled thelr resulfs to an experlmental tudy _ . .
invelving the evaporation of water into a turbulent air stream. Their
results agreed fairly well with the theoretical prediction; however, a
lafer study of the same system using a wetted-wall column was carried out
by Cairns and Roper,18uwho found k to vary as the O 8% power of P B
Westkaemper and White attempted to study the comblned effecto of con-
concept to predict the rate

BM Rl _
of evaporation of carbon tetrachlorlde 1nto a 1urbuient air qtream, how -

69

centration level and high flux by using the P
ever, their results were 1nconclu51ve. Shulman and Delaney ~ also
vaporized carbon tetrachloride into air; using a packed column for con-
tacting equipment these authors found a two-thirds power dependence of

kg upon P

A crltncal review of all of these earller works has been publlshed
by.Viv1an and Behrman.82 They concluded that, due to a variety of experi-
mental difficulties, none of the aforementioned data are incompatible
with the use of PBM to predict the combined effect of high Tlux and con-
centration level. Their experimental program, which consisted of evapora-
tion of pure liquids intc a turbulent gas stream within a short wetted-
wall column, gave a tentative confirmation of the PBM prediction. Un-
fortunately their experimental results were difficult to analyze due to
" a significantiyblarge hydrodynamic entry regiom.

Several investigators have worked on. the experimental confirmation
of the laminar boundary layer approach for the region of high interfacial
mass transfer rates. Emanuel and Olander22 confirmed the approach for
the physical problem of a rotating soluble disc in a surrounding liquid.
Their data gave excellent agreement with theory for the system KBr intb &
water, for values of mass fraction driving force up to C.4Ok. A study
of the sucrose-water system was carried out with a mass fraction driving s

force of 0.679; howevér, the agreement for this system was not as good

because of large variations of liquid phase viscosity with concentration.
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Mendelson and Yérazunis52 studied the high mass transfer rate
effect on the evaporation_of a liquid frdmAthe stagnation point of a
cylinder. They obfainéd godd agreement with the laminar boundary layer
equations for the éystem'carbbn'tetréchloride ihto air, with mass fraction
driving fdrces_up to 0.73. Their study also included the system water
into air;vhowever, this system yielded.extremely poor results, which_the
investigators aﬁtributed to interfacial resistancevto mass transfer.

Ranz and Dickson6l+ have presented data for both a stagnation flow
and turbulent boundary layer on a flat plate. They evaporated several '
different organic systems into a hot air stream; howeVer, the data
. appeared to have a large degree of scatter and agreement with theory was
rather poor. The authors state that within the experimental error and
within £he errors due to variations of properties the experiments con-
firméd the predicted effect of interfacial flux rate and concentration

level.

C. High Flux Leveque Solution

Since none of the exiéting high flux rate solutions were directly
applicable to the flow geometry utilized in this work, a program was
initiated with the final goal of obtaining such a solution. TIdeally,
this would involve a solution of the Graetz problem for confined flow,
with the addiﬁion of the high flux and high concentration level conditions.
Unfortunately the confined flow problem is quite complex, primarily because
of the x-direction acceleration of the fluid. This means that an extra
term should be retained in the equation of motion; i.e. the BQuX/BX2
term, and the U andvy terms are now linked through the continuity
equation. ]

Even if this extra term is ignored, the solution cannot be obtained
in the relatively simple manner that was used for the boundary layer
approach, since the assumption that vy is proportional to X_l/g is no
longer valid for the Graetz problem. The numerical solution to this
problem would require an iterative trial and error solution of three
linked partial differential equations (the eguation of motion, the eqﬁation

of continuity, and the equation of convective diffusion for one component.)



Tgranster coefficients Tor “the Graetz probleém accuratély provided the
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This appeared to be a formidable task, even using numerical techniques;
therefore an approximate solution was carried out.
Since the Leveque solution (Eq. (4-7)) is known to predict the

contact times are short, a solution which gives the effect of high flux-

‘rates for the Leveque approach should be a reasonable approximation to

" the pfoblem at hand. Figure 14 illustratesvthé physical problem to be

solved. The assumptions which were necessary in the course of the solution
are the following:

1) The high flux rate correction will affect the magnitude of
the mass transfer coefficient, but not its x-direction functionality.
Thus, vy, Which is proportional to N, (since N, = 0), is given by the
expression, '

v. =20

-1/3 ,
yo 2(X) / | - (5-22)

© 2) The velocity in the x-direction, u_ is given by u = C.¥y

.

and ig not altered by the high flux contribution. N

3) The inlet concentration -of the volatile species, A, it equal
to zero. (Note that Bird et al.ll have shown that the assumptions of

b'e = 0 and NBO = 0, which are made here primarily for convenience, are

Boo
not necessary and the more general problem which does not involve these
assumptions can be solved with suitable definitions of eAB’ RAB and &
dimensionless concentration.) |

_ L) The interfacial concentration of component A is given by
equilibrium considerations as. a constant, CAO '

Under the above assumptions, the equation for which we shall seek

. a solution is

ox
A -1/3,7A
Cry(sg) + Ox M 5y) = DAB(ay2

The concentrations ‘are given in mole fraction in (5-25) rather than as
absolute concentration for mathematical convenience. If one now defines

the following Vériables,

®
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Fig. 14. Hydrodynamics for the high flux Leveque solution.



AT XA/XAO )

K. =D, /c.I1%

then Eq. (5-23) is given in dimensionless form as

%, 3%

(5-25)

The appropriate boundary conditiohs for (5-25) in dimensionless

form are

T Jloat X

i
i

0, 8,

2. 'at Y=0, 6 1 for X>0

H

3. at Y=o, 6 0 for X>0

i

O-—for Y >0~

(5-26)

It should be noted at this point that the solution to the above

problem is dependent on the variable CQ’ which is in turn dependent on

the absolute value of the mass flux at the interface; i.e.

dx

A
Co = Tn(xy0s 57 lyoo)

(5-27)

The overall problem was solved by first aésuming a fourth degree

polynomial dependence of 02 upon X,

Using this assumption, combined

with a low flux solution value of BXA/By, the .solution of (5-25) was

carried out to yield the interfacial flux at various value of x, . These

Ao

results were then compared with the assummed pOlynomial equation. If

they differed by more than 1%, a new polynomial was written for C, based

2

upon the results of the preceeding calculations and the procedure was

carried out again until an accurate agreement was obtained.

Since an analytical solution could not be achieved for Eq. (5-25),

a numerical technique was adopted. The equation was first put into an

apprqpriate difference‘form, and then solved using

the Crank-Nicholson

_ L :
six-point implicit formula. 2 This approach yields a tri-diagonal matrix

for the coefficiénts of the concentration vector.

This system of equations

-

#



can be solved utiiizing the method due to Thomasueﬁ t0 give the concen-
tration vector for each step down the.channel'in the x-direction. The
‘computer program (LEVHIF).which carried-out the ebove calculations is
given in Appendix C, along with a Brief déscription(of its operation.
The results of the Leveque high flux rate solﬁtioh"are presented in Fig.
'15. Here 6,

AB’
is shown plotted versus 1 + R,y (given by Eq. (5-17)). - Also shown for

the high flux correction factor described in Eq. (5-19),

comparison are the curves for the penetration and laminar boundary layer

models (Sc = 1.5, which porresponds to N, at the experimental conditions),

2
taken from Fig. 21.7-2, Bird‘et al.ll' As can be seen in Fig. 15, the

calculated results lie between the'laminar boundary layer and penetration
curves, with the pehetration results giVing a good Tirst approximation to

. the high flux Leveque solution.

D. Experimental Results

Ihvorder'to confirm that the alterations in the experimental

apparatus (primarily the revised form of the inlet section) had not.
_changed its performance, a short series of low flux mass transfer runs
was carried out. These experiments were conducted by vaporizing normal
pentane from a liquid mixture of pentane and tridecane into a flowing
ﬁitrogen stream. The pentane concentration was held in the neighborhood
of 0.01 mole fraction in the liquid phése to rule out any high flux or
Concentrationilevel effects. Several of these runs were carried out
with simultanecus heat transfer by allowing the gas phase to enter at a
slightly higher (approximately 10°C) temperéture than the liquid phase.
Since the liquid phase temperature does not change appreciably under
these conditiohs, the mass transfer results should have been the same as
obtained under isothermal conditions.

Another_reason for carrying‘out the above runs was to ascertain
the feaslbility of obtaining simultaneous heat and mass transfer data.
The mass transfer results are presented in Fig. 16,.in the form of per-
cent saturation at the interfacial temperature of the exit gas phase

versus Graetz number. The solid line is a theoretical curve from the
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Fig. 15. Results for the high flux Leveque solution (d.ashed line); also
shown are the curves for laminar boundary layer theory (Sc = 1.5)
and penetration theory. :
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Fig. 16. Low Flux Mass Transfer Results. Runs 28-3L4; System: n-pentane/
tridecane in liquid phase, Nitrogen in gas-phase.
® = isothermal system _ :
A = gas phase approximately 10°C-above liquid phase.
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interphase mass transfer solution carried out by Byers. The agreement
obtained was very good; indicating that the new inlet section was suit-
able for gas bhéée Réyﬁolds numbers up.to 1200. '(Experimenﬁél conditions

of all rungs can be found.iH-AﬁbéﬂaiéiB).

The Effect of Mass Transfer upon Interfacial Temperature

The high flux mass transfer results were obtained by vaporiz;ng
two pure fluids, n-pentane and isopentane into nitrogen. Both of these
iiquids have boiling points that are only slightly above the run condi-
tions. Consequently the mass flux levels were quite high and the effect
ofwfhéﬂlétént heatmggiévaporation uﬁghrthe temperafﬁ;éiprofiles could
no longer be ignored. This effect can be seen in the temperature profiies
giving in Fig.bl7."The interfacial temperature was decreased by an aver-
agé value of 1.5° for this run, which consisted of normal pentane being
evaporated into nitrogen; This effect can be accurately predicted by
assuming that the heat supplied by the gas phase is negligible compafed
to that supplied by the liquid phase. Thus we only need to consider the
liquid phase heat transfér problem, with the intérfacial Tlux given by an
‘arbitrary function of distance. This function is actually dépendent
upon the overall mass transfer problem, so that the gas phase mass transfer
is coupled with'the.liqﬁid.phase heéf transfer. A solution for this type
‘of problen has been obtained by Modiﬁe, Parrish, and Toor55 for the case
of thin liquid films. In this situation the interfacial heat transfer
results in a large decrease in the bulk liquid temperature. Their approach
reguires the evaluation of a number of eigenfunctions and eigenvalues,
and 1g therefore rather awkward and difficult to apply. In view of the
iiquid depths used in this study; the decrease in bulk liquid temperature
was not as significant. Consequently a somewhat simpler approach was
" used, and found to yield an acceptable prediction of the interfacial
temperature.
' The Ffirst step in this procedure is to calculate the mass transfer
rate assuming a constant interfacial temperature equal to the inlet
liquid temperature. An approximate expression can then be written for
the interfacial heat flux as a function of distance downstream by assuming

a constant bulk velocity for the liguid phase. The temperature behavior
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Fig. 17. Temperature profiles showing the depression of the interfacial
temperature due to evaporation of n-pentane. Run # 231; o ... indi-
cates data taken at 1/2 in. from inlet, A ... indicates data taken
at 17.5 in. from the test section. inlet. '
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of the'liquid phase was obtained by applying penetration theory, with the
interfacial heat flux as a BBﬁﬁaéf&“bbﬁaifiohl ”The*aetéiis of the above
‘calculations can be found iﬂ Appendix E.

Aii&ﬂmgénéral th£§ﬂ§§d§£aﬁfé prediéféa an ih%erfécialffémperature
. that was somewhat lower than the values obtained experimentally; particu-
larly for the runs at extremely high flux rates. This discrepancy was
attributed to the formation of denéity and surface tension driven con-
vection cells, which would tend to decrease the temperature difference
betweén the bulk liquid and the interface. These cells'will be discussed
at grggﬁe;_length in Chapter VI. Also, the lower'liquid.boundary was not
truly isothefmal, so that heat transfer from the exterior could contribute
"to the complexity of the problem.

In practice the experimentallyvdetermined temperature profiles
were used in obtaining the equilibrium concentration 6f the evaporating
fluid at the gas-liquid interface.br o | _ |

The high flux mass transfer data were taken in twb ways; 1.e.
both gas phase concentration:profiles and cup mixing concentrations were
obtained. 1In either case the mole fraction of the volatile species was
obtained by sampling a continuous flow from either the concentration
probe or the exit stream using the gas chromatograph. In general, from
three to six chromatograms were'éarried out for each experimental point
and an average value was obtained. The chromatograms for a single dafa
point usually ga&e between five and ten percent spread.

Figures 18 and 19 represent two of the experimental profiles
taken at the exit probe for interfacial mole fractions of 0.403% and 0.584,
respectively. TIn both cases the experimental system was normal pentane
evaporating into pure nitrogen, and Fs is based upon the experimentally
observed interfacial températufe.

7 Figure 20 is a comparison of several experimental concentration
profiles taken at the same flow conditions, with varying values of inter-
facial concentration. The increase in overall fransfer rate and‘the de -
créase of k; as the value of XAO is raised can easily be geen. TFor com-
parison the low flux, low concentration profile for the same flow condi--

tions is given by the dashed curve.
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Fig. 18. Exit concentration profile for Run # 233.

XAO = 0.24-05

System: n-Pentane - Nitrogen
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Fig. 19. FExit concentration profile for Run # 24O.

Xpo = 0.584

System: n-Pentane - Nitrogen
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Fig. 20. Dimensionless exit concentration profiles for various values of
interfacial gas phase mole fraction. The dashed line represents a
theoretical profile_for the case of low flux and low concentration
“level. QG = 308 cmB/sec, QL = 0.400 gpm.

 System: n-pentane/nitrogen
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In order to compare the experimentally obtained profiles with a
theoretical approach, it was first necessary to integrate these profiles

to obtain a cup mixing concentration according to the equation: .

G M C N CO I
*A, cup mix :jo b o B (5-28)

X,avg

The experimental cup mixing mole fraction'wés then converted to a fraction
saturation by dividing it by the équilibrium mole fraction at the ihter—
facial conditions. A ﬁheoretical valueiof the fraction saturation was
obtained in the following manner.

First a "low flux" val&grﬁésfobtainedrfo;ufhe experimental flow
conditions (Gréetz number and velocity ratio based upon the inlet flow
conditions) by interpolation from Fig. 10. Note at this point that if we
take into account the fluid acceleration due to mass transfer the fraction
saturation should increase. For example, usihg a bulk velocity repre-
senting the value at N, = 1/2 NA(TOTAﬂ for calculation of the Graetz number,
then for an interfacial mole fraction of Xpo = 0.500 and the experimental
conditions of Run # 231, we obtain a 10% (relative) increase in fraction
saturation due to the aéceleration effect.

The fraction saturation is directly related to the average mass

transfer coefficient for the low flux, low concentration level case, i.e.

kx,avg AMA‘: NA,avg

o ‘ (5-29)
NA,avg (1) = C(XA,an) Yy ,ave (b)

By manipulation of the above equations along with (5-5).and (5-9) we see

that the correction factors which have been derived for the average mass

transfer coefficient to account for flux level and interfacial concentra-

tion level are also applicable to the cup mixing cdncentration. Thus,

the flux correction can be obtained by multiplying by QAB’ and the con- "

centration factor by dividing by (l—xAO). The appropriate value of

GAB was obtalned by first calculating RAB
. then using the penetration curve in Fig. 15 to obtain QAB' Actually, due

for the experimental conditions,
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to the existance of a finite.interfacial velocity, the correct value of
QAB should 1ie somewhere between -the penetration and Leveque solutions.
Since the differeﬁce between the two can be seen to be guite small, the
penetration model was utilized in all calculations.

In addition to the  integration of the experimental profiles, a
number of cup mixing concentrations were obtained directly by sampling
the exit gas stream. The overall experimental results 8re'sﬁmmarized
in Table 1T, with further information being given in Appendix B. The
agreemeht between the calculational approach and the experimental results
is quite good; however, there is a éljght tendency Tor the experimental
fraction saturation to be somewhat higher than the predicted values.
This is not surprising, since one important difference exists between
the two situations; i.e. the experimentél arrangement, was one of con-
fined flow. This meant that as the liquild phase evaporated, it contri-
buted a significant amount of material and therefore acceleration to the
gas phase in the region near the interface. It is difficult to predict
the exact influence of this acceleration upon the transfer coefficients;
however, the qualitative effect should be to increase the mass transfer
into the gas phase. The increase in Fs due to acceleration would be 10%
for Run # 231 (see above), provided, however, that the velocity profile
remained parabolic.

As can be seen from the results given in Table 11, a slight in-
crease in the theoretical value for fraction saturation would result in
a better agreément between the theoretical and experimentall obtained
results. ‘

+

. During the course of the high flux evaporation studies, a film of
ligquid could frequently be observed on the vertical side walls of the
transparent test section, often rising to a height of one-quarter inch or
more above the liguid interface. A tentative explanation of this effect
wag that the temperature induced variation in the liquid surface tension
could account for a stable vertical film in an analogous manner to the
well known "tears of wine", which is a concentration induced, surface

‘tension driveny; phenomenon. A brief search of the recent literature has

yielded several references which tend to confirm this hypothesis; most
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Tableviifr Highwflux réte’experimental results
Run # Graetz # Xpo Experimental Theoretical Percent
B - _F, B Jpror
233 0.0454 0.403% 0.248 0.235 + 5.6 )
236 «0.0454 0.418 0.278 0.239 +14.0
237 0. 045k 0.505 0.291 0.248 +1k.8 :
231 0.0810 0.418 0.357 0.33%8 + 5.%
o3h 0.08L42 0.410 0.377 0.353% + 6.k
239 0.0842 0.580 0.%80 . 0.382 - 0.5
a1 ooMe  oséo  olar 032 405 o
229 0.1510 0.4%9 0.535 0.481 +10.1
240 0.1510 0.580 0.591 0.525 +11.2

The above runs were made with the sysbtem n-pentane into nitrogen; the
remainder of the results listed in this table are for the evaporation
of iso-pentane into nitrogen.

2o
2L6

2hh

0.0956
0.0956
0.1368
0.1368
0.1368

0.560
0.655
0.560
0.681
0.740 ‘

0.402
0.43%5
0.490
0.488
0.509

Average percen

0.4k00
0.k21
o.u85
0.516
0.536

t error

+ 1.4
- 5.7

- 5.5
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notable are the experimentai works by’Lightfoot,u6 and Lightfoot and
Lud?iksson.u7 :In the latter reference it is demonstrated that o tempera-
‘ture gradient Of_only.O.h°C/cm ig sufficient to yield a infinitely high
vertical film of water one micron in thickness. Since the temperature
gradients due to the evaporative heat flux in the present expériment were
an order of magnitude higher than the above figure, the observed effect

could easily have been supported by a temperature driven mechanism. .
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| VI. - EVAPORATION FROM LIQUID MIXTURES

- In the previous chapter;'whiCh dealt with the evaporation of a

pure liquid into an adjacent gaseous stream, the solution for the mass
t;éhsfer performance of the system Was tremendously simplified by the
lack of mass transfer resistance in the liquid phase. This meant that one
could predict the interfacial concentration of the evaporating fluid by
simply utiliiing the temperature-vapor pressure curve for the liguid in
question. The calculation of the high flux mass transfer rate couldb
then be cariied out in a straight-forward manner from the given flow
conditions and thg7;gggrfacial_ggncentration,f7‘ R S
If we now focus.our attention upon the problem of the evaporation
of a volatile substance, A, from a binary liquid mixture, A + B, we find
" that the complexity of the problem is greatly increased. From a mathe-
matical view-point we see that, since the mass transfer resistance can
now be divided between the liguid and gaseous phases, the problem re-
quires the simultaneous solution of two partial differential equations.
The equation of convective diffusion can be Written for both the gas and
liquid phase, yielding two equations linked by the interfacial boundary
conditions between the two fluids. If the,complicéting factors of high
flux and high concentration level are also considered, the problem begins
“to appear quite formidable indéed. Thus before attempting a direct so-
lution to the above problem, let us first review the relatively small

amount Of existing work within the area of interphase mass transfer.

A. Background Material

1. Interphase Mass Transfer

The first major contributions toward the solution of the general -

' - .
two-phase resistance, mass transfer problem were made by Lewis 0 and

Whitman.85 The "two-film'" approach used by these authors resulted in a
simple addition of the individual mass transfer resistances to yield
the overall mass transfer resistance. In recent yeafs this "addition of
resistances" principle has been invoked for many other models besides

the simple film approach for which it was originally developed.
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King%L has shown that the following criteria should be satisfied
by the physical éituation in order for'the additivity of independently
measured phase resistances to be valid.

1) The- 1liquid and gas conoentratlonc at the 1nterface °hou1d be linearly

related by an equation of the form:

P, = H(CA) + (constant) : (6-1)
. 2) The resistances which are added should be the oﬁly ones present.

3)  The flow conditions used in'calculating the individual resistances
should be identicai to those existing in the interphase situation.

4) The existence of either of the individual'resistances should not
substéntially affect thé value of the other.

%) The ratio of fhe two individual resistances should remain constant

for all pOlnts on the 1nterface~”

‘In practlce, it has been found that the effects of the above
conditions freguently tend to cancel out one another in equipment pro-
viding a single exposure of fluid phases, particularly when the additivity
principle 1s applied tc the average rather than the local mass transfer
coefficients. In complex contacting equipment, such as packed and plate
towers, the departure from additivity can be more severe.

Byers13 has shoﬁn that for the cocurrent laminar.flow contacting
device used in this study-the additivity of resistances principle is
accurate to better than 2%, provided the Graetz number is less than 0.50.
It should.be noted, however, that this was for the special case of low
flux and low concentration level. From the few other exact solutions of
the interphase mass transfer problem, it can be generally stated that
that the addition of resistances tends to be valid if the individual
transfer coefficients have the same functionality with respect to ex-
posure time or length of contact between phases. Since it has been shown
that the éxistence of high flux and high concentration level does not
effect the x-direction functicnality of the mass transfer coefficients,
the application of the addition of resistances principle to the problem
at hand should lead to .a satisfactory prediction of the overall masgs

transfer behavior of the high flux, high concentration level system.
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In order to carry out the addition of resistances under the high
flux and high concentration level conditions, it is first necessary to

- define several useful quantities.  As was stated earlier, a convenient

T TEnd dceurate assunption for most liquid phdse mass tramsfer calculations

is that of constant partial molal volume. This aséﬁmption leads to a

mass transfer coefficlent for the liquid phase,

k! = NAO _,¢A0<NAO i (VB/VA> NBo) : (6_2)
T¢,loc h - ¢ :
Ao Ao

which is analogous to Eq. (5-5) for the gas phase.

'Fdf‘fhé”liMiﬁing’case of "low mass Tlux we mgy then write in an

analogous manner to Eg. (5-6);

k@,loc = lim [k¢,loc]

(w, + (V%) 1y )= 0

(6-3)

Ao

In a similar manner We can d41s0 develop the dimensionless high flux

paranieters on a volume fraction basis for the liquid phase, i.e.

Vs
Mo "\Val Yso Dpo ~ Ppe A
R = 1 = (6—14')
AB K N
P, loc : Ao - b
N, o+ (V) W #o
Ao B""A" "Bo
Wyo * (Vp/Vy) My | _
(pAB = (6_))

o
4B~ 55,100/ %9, 100 (6-6)

In addition to the local mass transfer coefficients defined by
Egs. (5-5), (5-6), (6-2), and (6-3), it is also convenient to define a
set of average mass transfer coefficients which are similar to the local
coefficients except that they employ average values for the interfacial

flux and the various concentration variables, for example:
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» N, (ave) - Ao(avg)(N (avg) + (¥, /V ) Wy (ave))  (6-7)
_k¢;avg . - (avg) xn (avg)

where the flux and concentration variables are aﬁeragéd over the entire
mass transfer expoéure. | ‘ | ' )
In order td‘simplify the remainihg calculations the following
assumptlonq wlll now be made: | |
l) The perfect gas laws are applicable to the gas phace, i.e.,

the gas phase mole fraction can be found from the equation,
cex, =C, - ‘ v (6-8)

where ¢, the total molar concentration, remains constant.
2) The liquid pbase is a binary mixture, with the components

having a constant partlal molal volume, i.e.

‘3) Species A 1s the only substance undergoing mags transfer
between the two phases; i.e., the liquid solvent is non-volatile and the

second gas phase component is non-condensable. (N_ = 0).

: _ Bo
If we now divide Eq. (6-7) into its gas phase equivalent, while

realizing that N, (gas) must be equal to - N, (liquid) we obtain:

Ao
k)'(zavg _ _“(¢Ao j )(l ~ *a ) _ kx ,avg QAB(gaS) (6-10)
kcb,avg (XAQ B % )(1 - ¢A ) ¢ avg QABTIlQ)

Fquations (6-1), (6 -8) and (6-9) can be combined to yield a relation
between the liquid phase volume fraction and the equ]llbrlum value of
the gas phase mole fraction,

X, = (H/pTVA) ¢, + (constant) _ (6-11)

The solution of the above two equations, (6-10) and (6-11), de-

termines the two unknown interfacial concentrations, X0 and ¢Ao'



;68_

Unfortunately upon closer examlnatlon of (6 lO) wereee ﬁhat fhe.equeﬁion 

1s implicit in the unknown 1nterfac1al concentratlons, because the hlgh

flux correction factors, (gas) and G (llq), are both dependent upon

the value of the 1nterfac1al conoentratlon of the-phase in questlon - ,A;H _____

Thus a trlal and error procedure was necessary 1n order to
achleve a final solution of Eys. (6- lO) and (6-11). A sample calculation
can be foundzanAppendlx E. A brief sketch of the oolution technlque is
given by the following steps
v 1) Assume a value for X, (and consequently ¢ ), usually the
value predited by the low. flux 1nterphase solution of Byers was utilized.

"~ 2) Calculate the value of 6 : 'Gliq) from the assumed value of
¢Ao sing the curve for the penetrafion model given in Fig. 12. This 1is
possible since for any glven run the value of ¢ is known.

3) Calculdte the value of O B(gas) from the assumed value of x,
using the curve for the ILeveque solution given in Fig. 14. This is
easily acoOmplished, since the value of Xpoy = 0 throughout this work;

L) Using thesevalues and Egs. (6-10) and (6-11) a new value of
“po
assumption. If the agreement. is poor, then the new values of on and ¢Ao

(and hence ¢AO)Acap be calculated and compared with the initial

are inserted in step 1) and the calculations repeated. Usually the second

" iteration yields a,value of X0

less than l%,‘at which point the calculations can be terminated.

which differs from the assumed value by

5) Using the final value of ¢ o’ the average mass transfer co-
efficient can then be calculated using Eq. (6- 7),»or alternatively the
vapor phase form of this equation. The reéulting average mass Tlux is
then converted 1nto a fraction saturation using (5-29) and the results
compared with experlmental data using a plot of fraction saturation of

the gas phase versus inlet liquid bulk concentration.

2. Cellular Convection

The onset of what has been termed "natural" or cellular convection
within a fluid can have a profound influence upon the transfer coefficients
for the phase in question.  These cells are often said to arise "spontane-

ously", since they occur without an expenditure of mechanical work upon
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 the system. The actual driving forces which produce the fluid motion have
been shown to be related to the spatial variation of two fluid propérties,
denéity and surface tension. 'This variation can be brought about whenever
| the fluid is undergoing.either heat or mass transfer.

To illustrate this beha#ior, let us consider a thin layer of stag-
nant liquid which is being heated frqm below and ceooled at.the upper
surface. Since the density of most liquids increases with decreasing
temperature, the fluid adjacentlto the upper surface will be more dense
than the underlying liquid. This is potentiélly an unstable situation
and the upper flﬁid may begin to flow downward due to the force of gravity,
theféby creating the spontaneous flow, or convection, described above.

The same situation might also arisevif a light component vere
being tfansférréd out of a mikture with a heavier component. The con-
centration gradient necessary to drive the mass transfer would yield the
séme sort of adverée density variation if the transfer were taking place
from the upper surface. Two other analogous situations could be postulated
_.With the 'surface tension as.the driving force, since a value of surface’
ténsion which is higher than the surface tension in equilibrium with the
bulk fluid is a potentially unstable situation.

Although the first documented observance of cellular convection
is attributed to Cornelius VarleySl in 1836,_probably the first important
historical figure in the field was James Thompson. In 1859, in a note

7

to the Royal Society, Thompson explained the surface motions which he
had observed in a wine goblet as being caused by variations in surface
“tension which resulted from the preferential evaporation of alcohol from
the wine. In a second note dated 1882,78 Thompson described convective
patterns which he had obsered "in a tub of water, in the yard of a road-
side inn." This motion he attributed to a buoyancy mechanism, which re-
sulted when the liquid was cooled at its upper surface while being heated
from beneath. |

The'first systematic experimental sfudy of cellular convection
| was carried out in 1900 by Henri Benard.7 In his work Benard measured
the size and shape of convection cells produced by heating a thin layer
of molten spermaceti from benéath. He also found that there was a certéin
critical value of the heat flux, below which the cellular pattern did not

occur.
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~ An excellent summary of the maJor contrlbutlonq to the area of
cellular convection is the work by Berg, Acrlvos, and Boudart

__(a) _Bydrodynamic Stablllty Analysis

The first successful theoretlcal approa2£¥£zrfhe probWem of
65

cellular convection was oarrled out by Lord Raylelgh in 1916. Bis

mathematical approach, which has since been given the name of "hydro-

dynamic stabiiity analysis", was to consider the“fldw perturbations

~about an initiélly stable flow regime. In this case_the initial regime

is one of zero flow.

AV;>The mathématiqalrrepfesentation of the stability problem begins

with the following equations of change:

(ééntinuity eduétion)

d/dt + div(pu) = 0 | ' : (6-12)
(equation of mQtioﬁ) |

obu/Dt = f.— grad p - % grad(p div ﬁ)'+ éiv(u def ;) (6-13)

(energy equation)

pD(CVT)/Dt = div(k grad T) - p div u + % (def u)-(def u)

v
2
- 5 w(aty W (6-14)
(species conservation equation)
pDCA/Dt = div(DAB’grad CA) ‘ - (6-15)
(equations of state)
p=p (1 -0 (T -1T)) . (6-16)

p = pO(l - a?_(CA = CAO)) | . (6’17)
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If the flow is driven by heat transfer alone, then the species
conservation eQuatiOn can be ignoréd, and the appropriate‘température
dependent equation of state is utilized, i.e. (6-16). The next step in
the approach is to define a number of perturbation variables,

\

w =+ 5 T =10 4T , ete. (6-18)
where ©  denotes the initial steady state value of the variable and '

" represents its perturbation from the steady state value. These variables
are then substituted into the equations of change, and the resulting set
of equatiohs linearized by assuming that the perturbations are very small.
A detailed derivation of these équations and‘the appropriate methods of

lsolution hag heen presented by Chandrasekhar.

Perturbation solutions for the density driven convection problem
have been carried out by a number of investigators using a variety of
boundary cbnditiéhs for the problem. The initial solution carried out
' by Lord_Rayleigh65 assumed that both the upper and lower surfaces were
at constant temﬁeraiures, and that the liquid could cifculate freely at )
the surface with no slip. Subsequent solutions by Pellew and Sou”(:hwell,(?:L

71

Low,u8 and Sparrow et al., have extended the solution to a number of
boundary conditions. A listing of the various solutions and the assump -
ticns inherent to each can be found in the summary by Berg, Acrivos, and
.Boudart.8 The primary value of all of these solutions is their ability
to predict the conditions required for the onset of cellular convection.
Although the exact stability criteria of the system are dependent upon
the wave length of the initial infintesimal disturbance, the theory is
also able to predict a region that is stable to any disturbance provided

AT L b

that a single dimensionless variable, R = (gﬁT Sy h')/ay, is less than a
given critical value. This dimensionless group, which is called the
Rayleigh number, has different critical values depending upon the appli-
cabie boundary conditions. The critical values vary from 657.5 to

1710; these values have been confirmed experimentally by several investi-

gators for cases where the density variation was dependent upon variations
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in temperature. A number of the experiments which involved a free upper
surface, however, exhibited convection at values of R well.below the

theoretlcal value. of R )
. These expcrlments prompted J.R. AL Pearson6o'to ﬁfOpose a dif-
ferent mechanism for thermal convection cells, a model which was driven
by~surface tension rather than_density gradients. The physical boundary
conditions which Pearson. used are listed below:

1) The heat lost at the surface is proporticnal to the surface
temperature, and is balanced by heat conduéted up from below.

2) The lower surface could either be isothermal or subJect to a

constant heat flux, yleldlng sllghtLy dlfferent solutions.

5)‘ The surface forces generated due to temperature 1nduced vari-
ations in surface tension are balanced against the shear Qf the under-

 lying Tluid. ' ' '

4) Both the upper and lower surfaces are rigid and non-deformable.

(Actually two boundary conditions, one for each surface).
: ' 5) The lower surface is one of zero slip between the fluid and

the wall.

The results of Pearson's analysis could be expressed in a manner
similar to those of the density driven problem, where the region of

stability i1s defined by one dimensionless variable, the Thompson number,
2
m = (L) n¥/ou (6-19)

The critical values for the Thompson number were found to be 80 for the
isothermal .case and 48 for the constant flux case.

Since Pearson's theoretical work was publishéd in 1958, several‘
experimenters have atfempted to verify his. theoretical predictions. The
experimehtal results have thus far exhibited a large amount of scatter;

- however, convection has not been encountered at a Thompson number which
was below the theoreﬁically'predicted value. The following table is a

. representative sample of the experimentally obtained results taken from
a Ph.D. Thesis by John Berg.9 Note that'the results are one to two orders
of magnitude higher than the theoretical values predicted by Pearson's

analysis.
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Liguid  Experimental Th__
Acetoneé - 3400
‘Benzene : - v 950 -
Carbon Tetrachloride . 1400
n-Heptane 1 . 700
Isopropyl alcohol - - - 200
Methyl alcohol 650

Another assumption which is inherent»to both the density and sur-
face tension driven floﬁs is that of a linear temperature gradient be-
tween the upper and lower surfaces. This is usually a good assumption for
a temperature'pfofile; but for the analogous problems that are caused by
concentration'gradiénts it becomes quite poor. This is primarily because.
“of the exceedingly low values of liquid phase diffusivity, which lead to
émall penetration depths and therefore non-linear, undeveloped profiles.

_ Aﬁother'difference,between the temperature debendenf and the concentration
_depéndentvpréblems is in the properties entefing into the Thompson and

Rayleigh numbers; these are given in their concentration dependent form

below:
Ay .2
Th = (%%Z)(5§~) h /DABM | (6-20)
dC : _
b .
R = g<§@A><5y5> h'/D v | (6-21)

(b) Nonlinear Theory

The key to a successful theoretical prediction of the flow pat-
terns and consequently the transfér coefficients for finite celluiar
convection lies in the non-linear terms in the equations of motion. Thus
far the basis of the nonlinear work attempted has been an incomplete form
of the equations of mdtion, obtained by neglecting the temperature de-
~ pendence of all physical properties except dehsity, (only the density
driven problem.has been considered using the nonlinear approach). This

method of attack i1s known as the Boussinesq approximation.
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Cellular convection was first treated in this manner by Pillow
in 1952, who considered thevproblem_of two-dimensional flow between two

flat plates at different temperatures. After making several simplifying

‘assumptions, he was able to predict & 5/4 power dependence of hedt transfer =~

rate upon the temperature driving force, a number that has been frequehtly
confirmed experimentally for natural convection from a heated horizontal
plate.32 (This is equivalent to the.well known experimental relationship
for natural convection, which gives h = (con‘st;‘)((}rl/h).)62

Several ofher solutions hafe_been obtained by various techniques.
Malkus and Veronisu9 used a perturbation technique which retained the
first three terms in an expansion of the variables. Kuouofdbtained the

5/& power dependence (or equivalently a l/h power dependence of the
Nusseit number upon the Rayleigh number) by expanding the dependent vari-
ables in an orthogonal series fashion.

» The nonlinear mathematical épproach does appear to hold a great
'deal_of promise, since a complete solution would yield the entire flow
péttern fbr the problem under cohéideratiOn. 'Unfortunately the high
degree of mathematical complexity required for such a solution makes the
task appear gquite formidable at best. To date there doegs not appear to
have been any attempt to use the nonlinear approach to obtain even an ap-
proximate solution for the surface tension driven problem of cellular
convection. |
(c) Experimental Results

There—hés been relatively little experimental work carried out

in the general area of surface tension driven, cellular convection and
its effect onn massbtransfef. 0Of the papers which have been published,
the majofity are concerned with the phoﬁographic observance of the phe-
nomenon and a.subsequent description of the physical ‘shapes and flow
patterns of'thé cellular disturbances which were obtained. The study by
Ofell and Westwater,59’using a photoéraphic Schlieren technique gives an
excellent,déscriptioh of the various types of cell patterns which were
observed in a ternafy liquid-li@uid system‘involving the trahsfer of
acetic acid out of ethylene glycol into ethyl acetate. The experiméntal
system utilized consisted of a transparent tank, which was separated into

two equal portions by a diaphragm. The two liquids were introduced into
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the opposite sides of the cell ahd the diaphragm removed to give a flat,
horizontal interface between the two stationary liquid phases. Photo-
graphic data were then taken while the two phases slowly equilibrated;
vih some instances cellular convection could still be detected after b3

hrs. of contact.

A similar phofographic study has been carried out by Berg9 for a
number of different gas-liquid syétems. In his work Berg allowed both
pure liquids and binary liquid mixtures to evaporate from a shallow
horizontal vessel into air at ambient conditicns. The shapes and sizes
of the cells were quite varied, and were found to be dependent upon the
particular system involved and even the length of time over which evapo-
ration had been occurring.

.Ellis and Biddulphgl have also carried out an experimental study
bf gas-li@uid interfacial turbulence at a horizontal interface. Using
small trace-particles of polyethylene, they observed interfaéial velo-
cities as high as 3.5 in. /sec for the system acetone—water.

83,53,54

Quinn and co-workers have reported the existence of
Marangoni instabilities in two different liQuid—iiquid.contacting con-
figurations, a liquid-liquid jet and a radially moving film contactor.
They state that the Marangoni effect appeared to be reproducible in
natuie, and furthermore, that it is manifest at very small contact timesQ
as low as 0.0k sec. The net effect of.the cellular convection was to
increase the overall mass transfer coefficients, but the authors do not
offer any form of correlation or quantitative prediction.

Muenz and Marchellob6

cient which they attributed to concentration-driven Marangoni cells during

observed an increase in mass transfer coeffi-

the course of an experiment on the effect of surface ripples on gas- llquld
mass transfer. Again the authors did not give a quantitative correlation
of the effect of the cellular convection upon the mass transfer charac-
teristics of the system.

Bakker, Buytenen and Beek5

have carried out a photographic study
of interfacial turbulence in liquid-liguid systems, in which they also
obtained quantitative mass transfer data. Using order-of-magnitude

physical arguements these authors concluded that the mean cell size
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was roughly equal to the depth of penetration -of the concentration pro-

file. By making the assumption that the indiVidualfCells on either side

" of the interface reach equilibrium during their exposure these authors

hééfimate the factor'£§"ﬁhiéﬁﬂtﬁéfﬂéésLtraﬁgféf réféhzéwiﬁéféasédvfb'be in
the neighborhood of 2 to 3.

7 _ By'utiliZing-a liquid-liquid wetted wall column, Maroudas and
Sawistowéki5o thaihed quantitative mass.transfer data for systems which
were undergoing surface tension driven ceéllular convection. By making
use of the Dahckwerts theory of surface renewal énd their experimentally
obtained increases in mass transfer rate,. they were able to calculate
values 6fifhe ffactibnél rate éfwsurface Qénéwal~§é£§£hg fromgbjbi‘to‘lO,
depending upon the contact time involved. ‘Unfortunately, this method of
attack does not lead to a prediction of the effect'éf Marangoni instabi-
lities upon mass. transfer rates; as the value of s, the fractional rate
of surface renewal cannot be predicted a priori, but must be obtained in-
stead from experimentdl data. | | _ ; S

In view of the work_whiéh has been carriéd out thus far, there
does not appear t0 be any satisfactory method for acpurately estimating
the quantitative effect of surface tension-driven cellular convection

upon the system mass transfer coefficients.:

B. Experimental Results

In order to confirm the calculational method outlined in Sec.
6(A)-1 a number of experiments were planned involving evaporation of a
volatile component from the n—fridecane solvent into a flowing nitrogen
gés stiream. The mass transfer flux level of the experimental system
could be easily varied by either increasing the volatility of the trans-
ferred species, increasing the system temperature level, or increasing
the conéentration level of the transferred species-in the inlet liquid
stream. Since the equipment had already demonstrated‘predictable be-
havior with respect to fhe stream flow variasbles (see Fig. 16 and Table
IT), the decision was made to fix’the bulk velocities of the liquid and
gas streams, thereby reducing the_numbef of variables which had to be

considered when analyzing the experimental results.
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Also, the streams‘wére introduced at the same temperature, so
that thevonly heat flow was that due to the enthalpy of evaporation of
the volatile component.vahe average interfacial temperature was then
taken experihéntally; and all subsédhénﬁ équilibrium céléulations were
- based upon ‘this temperature. In practice the value of interfacial
temperature deéired waé.fixed pribr to running, and the bulk inlet tem-

. perature - of the liguid phase was adjusted until this value was achieved.
Additional details pertaining to the exact experimental procedure used
can be found in Appendix A.

| The first system to be considered experimentally was the evapo-
ratioﬁ of n?ﬁentane from the n-tridecane solvent. The gas (Ng)_flow was
fixed at a value of 166 cmB/sec, corresponding to a gas phase Reynolds
number of 286. The liquid flow rate was maintained at a value of 0.400
‘gpm, which corresponds to a.liquid’phase Reynolds number of approximately
500 for low concentrations of n-pentane (this value increases to nearly
1000 fOrTXLA.; 0.50 in_thé n—pentane/trideCane system due to the large
change in liquid phase viscosity). The interfacial temperature was
maintained at 20 * 0.1°C, corresponding to a vapor pressure of 0.572 atm
for pure n-pentane. |

- The first series of experiments was carried out with the pentane
concentration in the range_of XLA.Z 0.01; these runs confirmed that the
experimental data were in good agreement with the low flux prediction
using‘Byers' numerical technique. The pentane concentration in the liquid
phase was consequently increased to a higher value (_XLA = 0.10) and the
runs repeated. At this level of concentration the experimental fraction
saturation of the gas phase had increased somewhat more than predicted
by the theoretical ecalculations; and as the liguid phase concentration
level was subsequently increased the discrepancy bétween the experimental
" results and those pfedicted by the theoretical approach outlined earlier
became even greater.

Therexperimental résults which were obtained for the n—pentane/
tridecane system are presented in Fig. 21 in the form of FS, the fraction

saturation of the gas phase, versus liquid phase concentration, XLA'
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The lower solid line represents the functionality that is predicted using
the addition of resistances principle outlined in Sec. 6(A)-1. The
uppervline; which’is labled k¢ = w, represents the predicted behavior for
the system under the assumption of zero liguid phase resistance.

'The theoretical calculations carried out for this system indicated
that the mass transfer resistances in the liquid and gaseous phases were
approximafely equal; this fact was confirmed during the low concentration
~ level runs by the excellent agreement between the theoretical predictions
‘and the experiméntal results. From the data pfesented in Fig. 21 1t can
be seen that some mechansim seems to be‘operating which is substantially
. reducing the resistance to mass transfer. The most likely possibility
for producing such behavior is some form of natural or cellular convection.
Under close visual eXamination of the liquid in the surface region, small

streamers could be seen which weré moving in a vertical direction as they
were swept along by the fluid motibn.

Further confirmation of these vertlcal flow aberrations was ob-

.talned from the thermocouple probes whlch were used to obtain temperature
profiles in the testvsectlon. Under the low concentration level, low

flux level conditions the output from these probes had been quite steady
as a function of time, and changed only when the tip was moved to a new
- vertical position. The typical form of the output at the high concentration
levels can be seen in Fig. 22. Here the thermocouple output voltage trace
is given as a function of time for thé inlet and exit temperature probes
at various vertical positions. As can be seen, the trace obtained at
0.550 in. from bottom of the channel (in the_gas phase) is nearly constant,
however, as thé exit probe is placed into the liquid phase (0.500 and be-
low) the output becomes quite erratic, indicating that fluid streamers
with Varyihg values of temperature were:flowing past the probe. Since

the interfacial temperature was severalvdegrees cooler than the bulk fluid
due to the evaporative heat fiux; the flow.of alternate streamers of fluid
having interfacial and bulk conditions could produce such a behavior.
This hypothesis is:further confirmed by the fact that as the probe waé
placed deeper into the fluid the output became less erratic, finally
reaching a constant value equal to the bulk temperature at depths of 0.300

in. and below.



—?ﬂ P—— 5 second§

Inlet probe

Liquid interface

-80-

| o.3loo.

. 0.350

0.400

0.425

0.450

0.475

0.500

3
[
/
|

0.550

Exit probe

XBL675-3120

Fig. 22. Output from thermocouple probes showing oscillation of liquid

phase temperature as a function of time for various vertical positions.
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Also; as can be seen in Fig. 22, the inlet probe exhibited only
very slight osciilétory ‘behavior, which would be consistent with the
theory of cellular convection, as the cells would not have grown very
much after only 1/2 in. of exposure. _

A final confirmation that the ahomalous mase transfer behavior
was caused by a liquid phase phenomenon is given in Fig. 23, which repre—v
‘sents an experimentally obtained concentration profile uhder the high
concentration level conditions. As can be seen, the experimental profile
“is at an intermediate position between the predicted profile and the pro-
file for k¢

coefficient is much higher than its predicted value, while the gas phase

= w;vwhich again indicates that the liquid phase mass transfer

mass transfer is behaving in the manner predicted. 'Using the experimental
value bf X,, and F_ we can calculate a value of k¢ /k¢(Theory) = 1.k4;
whereas k (EXZP) /k (Theory) was found to be 0.921, which is within the
-experimental error of X0 and F .

After concluding that the 1ncreaqed liguid phase mass transfer
eoefficaent was caused by cellular convection, it was next necessary to
ascertain which of the four possible driving forces was produ01ng the
" flow instability. These four mechanisus, whieh were presented.earlier,
can be writﬁen in brief fofm as: 1) surface tension-driven, temperature-
induced; 2) surfacde.tension-drive, concentration-induced; 3) density-
driven, temperature-induced; and 4) density-driven, -concentration-induced.
Since each of»theSe mechanisms can be associated with an appropriate form
of the Thompson or Rayleigh number, it was decided that an approximate
estimate of the-value of these numbers might aid in deciding which was
the most important one of the four for the situation at hand.

AAqualitative analysis of the sityation shows that any of the
above four mechanisms could have been responsible for the observed cellular
convection, since all of the driving férces were in the direction leading
to a pOSSibly unstable situation. Thus, an,attemptvwas_next made to
assign a rough numerical value to'Th or R for each sitﬁatibn. In ofder
to do this a number of assumptions were necessary, because of the large
differences between the flow situation at hand and the theofeﬁieal situation

for which the Thompson and Rayleigh numbers were originally devised.
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Fig. 23. Gas phase concentration profile from Run # 58; evaporation of
n-pentane from tridecane into nitrogen. o ... indicates experimental
data, the solid line through the data is a best fit to the points.
The dashed line indicates the predicted profile in the absence of
cellular convection.
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1) The surface tension and density were assumed to be linear functionsv
of concentration and temperature. For the.systems which were ultimately
used in this study, this assumption can.be showh to be fairly gdod (see
Appendix D). The worst error is on the orderbofAEO% for one surface
tension-concentration system; i.e. ethyl ether/tridecane.

2) The concentration and temperature profiles used for calculating values
of h, BCA/By, and dT/dy were calculated using the standard penetration
approach for the liquid phase, ignoring the presence of the cells; see
Appendix E for details.

3) All the important physical parameters, i.e. D ad, |, p, were assumed

’
constant, at the values associated with the'interégcial conditions.

L) The value of the interfacial concentration was assumed to be the same
as. that obtained by using the interphase numerical Graetz solution carried
out by Byers.15 Note that this value will be higher than the experimental
value, due to the mixing of the liquid phase caused by the existance of

any cellular convection. ' '

There are two valid reasons for using the theoretical value in the
absence of cells rather than the experimental value of interfacial concen-
tration. The mosgt important of the two reasong is that one would prefer
to determine the influence of the cellular convection from a direct and
non-iterative calculation based upon known or easily predicted Quantities.
The second reason is based upon the assumption that the magnitude of the
cellular convection (and hence the experimental value of interfacial con-.
centration) is a function of the driving force, or distance that the
system lies from the point of critical stability. If this is a correct
assumption, theh it is only necessary to employ an interfacial concentration
uniguely related to the true value. The proposed method is a convenient
approach for obtaining such a value.

A cample calculation of the concentration dependent Thompson
number based on the above assumptions is given in Appendix E. Upon cal-
culation of the Thompson or Rayleigh numbers for each of the four possible
situations, 1t was discovered that the surface tension—driven, concentra-

tion-dependent mechanism. yielded a value of the Thompson number which was
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two orders of magnitude larger in relation to the ériticél Th orj& than
occurred for the other mechanisms. To illustrate the values of the four
situations, the results df a sémpie calculation carried out for n-
péntéﬁé7tfidecaﬁe*§t“a—penténewmolé~fraetiem~of 0.05 are. given below: _
1) For the concentration driven case
13,900

3
(=2
1

avg

it

26

R
Tavg

2) For the temperature driven situation

Th, e = 9
Bivg = 197 - o o

Of the four mechanisms, two tend to predominate, the concéntration-depen-
dent Marangoni cells and the temperature-dependent Benard cells. This is
primarily due to the exponent on h, which is h° in Th and h in R. Be-
cause of the extremely low value of the liquid phase diffusivities, h tends
to be gquite small for the concentration profiie; thus the value of Th tends
to be much larger than the value of R for the concentration dependent
situation. If we consider the temperature dependént forms, the reverse
is generallyvtrue. The penetration depths for the temperature profiles
tend to be falrly large, making the density driven situation relatively
more important than the surface tension dri#en one.

In order to confirm the above assumptions several other systems
were devised, with physical propefties which varied enough to provide a
strong test of the four different possibilities. These systems were:

1) n#pentane/tridecane (discussed above)

2) cyclopentane/tridecaﬁe"

' 3) ethyl ether/tridecane
~4) carbon disulfide/tridecane

The experimental results for each of the remaining three systems
are given in Figs. 24, 25, and 26 in a form similar to that used in Fig.
21 for the n—pentane/tridecane system. From Appendix D, we see that the
csz/n-C15 system should not exhibit concentration-induced cellular convec-

tion, as both the density and surface tension of €S, lie in the wrong

2
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Fig. 2k. Gas phase fraction saturation (cup mixing) as a function of
liquid phase mole fraction (bulk), for the system; cyclopentane/tri-
decane evaporating into nitrogen. e ... indicates experimental data,
the lower solid line represents the predicted behavior using the high
flux addition of resistances gpproach.

Interfacial temperature = 25 % 0,1°C .
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Fig. 25. Gas phase fraction saturation (cup mixing) as a function of
liquid phase mole fraction (bulk), for the system; ethyl ether/tri-
decane evaporating into nitrogen. e ... indicates experimental data,
the lower solid line represents the predicted behavior using the high
flux addition of resistancés approach.

Interfacial temperature =25 % 0.1°C
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Fig. 26. Gas phase fraction saturation (cup mixing) as a function of
liquid phase mole fraction (bulk), for the system; carbon disulfide/
tridecane evaporating into nitrogen. e ... indicates the experimental
data, the lower solid line represents the predicted behavior using the
high flux addition of resistances approach.

‘Interfacisl temperature = 30 * 0,1°C
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direction from that of tridecane; The results for this system, which are
shown in Fig. 26, support this fact with the agreement between experiment
and interphase theory remaining quite good at values of XLA.up to 0.30 or
more. The deviation_which fina}ly begins @o occur_at_theihigh concentra-
tion ievéls can be attributed to temperature—ihduced} density~driven cells.
This assumption is supported by.the calculated value of the Rayleigh
number'fbr thesé cohditiohs? ﬁhiéhuWas Ravgk= 1600; a value wbich is
significantly larger than the theoretical critical value of approximately
v650e To show that the cellular convection in the three other experimental

Hsystems'was apparently not strongly influenced by density driven cells,

the values of XLA'which yield'a'é;iéﬁiéted'vaiueAbf<§;&F = 1600 are: for
n—pentane/tridecane XLA = 0.24, for cyclopentane/tridecane XLA = 0.27, and
for ethyl ether/tridecane XLy = 0.22,

Since the majority of the cellular convection appeared to be attri-
butable to the concentration driven Marangoni effect, an effort was next
made to correlate the mass transfer behavior of the liquid phase with the

physical parameters which lead to this type of cellular convection.

C. Correlation of Results and Prediction of Celluldr Convection

At present the most promising theéretical approach towards pre-
diecting the effect of surface tension driven cellular convection upon
the mass trangfer behavior of a system appears to lie din the solution
of the non-linear flow equations. An approach similar to the one used
by Malkus and Veronis49 or that due to KuolLO ghould at least predict
the behavior in the region near the critical point for low instability.
Unfortunately, as was pointed out earlier, such a solution does not
presently exist. An alternative procedure is to use the approach of

dimensional analysis, which leads to the following expressions: /
Sh = fn(Th, Sc, NRe) , . (6-22)

Sh,,. = fn(Sc, N (6-23)

Re)
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From the above two expressions, and in view of the results obtained by Kuo
and others for the someWhat analogous heat transfer: problem, we conclude

‘“that a resonable form for correlation of the experimental data should be

. ~ Th ’ ' )
k¢/k¢,cr = fn iﬁ;;" Sc, NRe) (6-2k)

The variable k',cr is the value of the liqﬁid phase mass transfer coeffi-
cient which is predicted theoretically (i.e. the value at the point where
the floﬁ instability is first observed, with concentration, flux and physi?
cal property corrections to the actual concentration level .taken into
account.) For this work it was found that a single value of Thcr = 8000
was sufficient to predict the point of instability of all the experimental

systems studied. A table of the values of XL, which corresponds to

A
Th = 8000 is given below:

n-pentane/tridecane e XLA ér = 0.029
: )

ethyl ether/tridecane ...... XLy oy = 0.01k4
-5

cyclopentane/tridecane ...... XLA or = 0.071
i 4

A correlation of the type given by Eq. (6-24) has the advantage
of giving the increase in mass transfer due to the Marangoni effect alone;
i.e. k&/k‘,cr-is determined as a-function of the parameters which enter
into the Thompson number. Thus the effect due to Marangoni circulation
1z obtasined by simply multiplying the expected mass transfer rate by a
correction fgptor to obtain the final mass transfer rate.

The experimental results of this study are shown in Fig. 27,
plotted'in the form suggested by Eq. (6-23). As can be seen, the agree-
ment between the three widely differing systems-Qn—pentane, cyclopentane,
and ethyl éther—is quite good when placed on this basis. It is interest-
ing to note that this effect can be quite large for some systems, such
as the ethyl ether/tridecane mixture, where the observed value of k¢,avg
was 10 to 20 times the expected value. Another fact which was observed
from putting the data in the form given in Fig. 2T, was that the initial v
slope was approximately the same ag indicated by the nonlinear heat transfer
analysis for density-driven cells, l.e., a 1/4 power dependence upon the

. )
Thompson (or Rayleigh) number ratio.+o The dashed straight line on Fig. 27
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Fig. 27. Correlation of the effect of surface tension driven céllular N

convection upon liquid phase mass transfer coefficients.

e experimental results for the system cyclopentane/tridecane

o experimental results for the system n-pentane/tridecane

A experimental results for the system ethyl ether/tridecane -
Dashed line indicates behavior assuming a 1/4 power dependence of
ratio of coefficients on ratio of the Thompson numbers.
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indicates the l/ﬁ powervdependence, and ‘can be seen to be tangent to the
results obtained experimentally in the vicinity of the critical value of
the Thompson nurber-. ' )

Tt should be noted that due to the similar physical constants of
the liquid systems involved, the Sc variation was not large, and therefore
the effect of Schmidt ﬁumber, if any, could not be determined. Also, the
effect of diffefent ligquid phase Reynclds numbers was not explored in
this workf Further experimental work with more diverse systems at widely
different flow rates should Ee carried out to define the above two effects,
if they exist. If we examine the quantities entering into the correlation
given by Fig. 27, we Tind that this is essentially a plot of ké)/k’_’cr
versus A@/A¢Cr; since the other quantities in the Thompson number are
only weak functions of concentration.

There are severai other factors which need to be explored in more
. detail experimentally and theoretically. Among these are the effect of
the ratio of gas.phase to liquid phase mass transfer coefficient, kx/k ,
which was varied only slightly during this work. Substantial changes in
thig ratio could invalidate the procedure used to calculate ¢Ax - ¢Ao for
use in the Thompson number. A second point is that the liquid depths
utilized in this study were rather large; therefore any application of
these results to systems having very small ligquid depths, or radically
different flow characteristics, should be made with cauticn. Finally,
minute concentrations of surface active impurities could radically affect
the flow characteristics of the surface tension driven cellular convection.
This typé of situation would be most likely to occur in an agueous system,
usually bringing about a large reduction in the gquantity of cellular

convection from that which would be predicted for such a system.
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APPENDIX A -
Experimental Procedures

Due to the large number of variables which had to0 be monitored
during the course of an experimental run, a consistant routine was follcowed
throughout this work, with only slight alterations depending upon the in-
formation desiréd. This éxperimentai routine consisted of the following
sequence of steps:

1) The desired concentration level of the solute in the tridecane
sélvent was selected, and sufficient éolute was added to the liquid system
to,bbtain the approximate level of bulk ligquid concentration.

2) The'liquid re-circulation pump was started, and the liquid was
circulated thfough the system, by-passing the test-section. During this
period of time, apprOximatély 1 to 2 hrs, the liquid temperature was ad-
Justed to the desired value by the use of the heater and cooler indicated
V in Fig. 7. Also, this pfactice allowed the golute concentration to become
constant throughout the liquid system.

3) The liquid was slowly introduced into the test-section, and
the by-pass was closéd. After the desired liquid floﬁ had been established
through the test-section the liquid level was slowly adjusted by admitting
air into the lower hold-up tank. If the liquid level was too high, it
could be lowered by applying a slight vacuum to the lower hold-up tank.

L) After the liquid flow and level had been established, the gas
was admitted from the supply cylinders, and the desired gaseous flowrate
wag establiched. |

"5) - Usually at this point the bulk liquid temperature was adjusted
slightly to yield the actual interfacial temperatﬁre for the particular
brun conditions. (Note that the interfacial temperature was maintained at
a pre-determined value for all runs carried out with a given solute system.

»6) The electric timer was started, and all subsequent data taken
logged with respect to this timer.

7) Bulk liguid concentration sampies were withdrawn using a hypo-
dermic syringe and the sampling probe labled Cl in Fig. 1. These samples
were usually taken between 40 and 60 min apart, since the ligquid concen-

tration level changed rather slowly with respect'to time.
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8) The desired gas stream (either cup mixing or a profile prébe)
was continuously passed through the chromatograph, and at periodic inter-
vals the gas phase mole fraction was determined.

9) Temperature profiles were also taken at periodic intervals,
and the liquid and gas temperature adjusted when necessary. Usually it
was possible to'maintain the liquid témperature within 0.1 to 0.2°C of
the desired vélue. ' '

10) Throughout the run, it was necessary to pay constant attention
to the liquid level within the test-section, with adjustments usually being
made every two or three minutesf With constant manipulation of this type,
~ the level could be maintained within 07010 in. of the prescéribed value.

' 11) After the conclusion of the run, the liquid samples wére analyzed
with the chromatograph, and the data placed in the form illustrated by

Figs. 28, 29, and %0; i.e., a plot of liquid phase concentration versus

run time. From this graph the liquid phase concentration could be obtained -
for the time interval over which a set of gas phase chromatograms had beéen
taken. Since the liguid concentration did not change appreciable over
-this time ihterval; i£ was consideréd constant at the value obtained from
the graph (see Figs. 28, 29, BO). |

The experiments involving the evaporation of pure liguids were run

in a similar manner, eXcept they did not require the ligquid sémpling
procedure.  Unfortunately, duwe to the rapid rates of evaporatién involved
in these experiments, it was impossible to maintain the test-section
liquicd levelvﬁsing the technigues outlined previously. Consequently, it
was necessary to constantly add a stream of liquid from the make-up system
(see Fig. 7). Even using this procedure the control of the liquid level
was considerably more difficult than in the interphase experiments. This
can be seen from the fact that the iso-pentane ruﬂs frequently involved

liquid losses in excess of 1000 cc/hr.-
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APPENDIX B
Experimenfal.Results

This section is devoted primarily to furnishing additional infor-

' matioh aboﬁt the experimentaliy 6btained results. Included are tabulated
‘results for a large number of runé. Where appropriate, résults are also

" given in graphical form.

Gas-Liguid Heat Transfer Results

Run # ' NRe NRe v ‘gas' Tin R vTin
(gas) (ligquid) | (gas) ~ (liquig)
1k 1200 500 air 33.3°C 19.8°C
15 1200 1010 air 33,5 19.k4
16 850 ko air - 33.8 19.5
17 850 1010 air 33.5 ~19.2
18 .. 850 735 air 33,5 19.4 -
19 515 670 air 32.6 . 19.5.
20 5200 990 air 33,0 1 19
21 285 990 air 3%.0 19.1
o2 320 250 air %0%.1 20.9
23 . 155 450 helium 30.4 . 20.6
2h 270 450 helium 324 . 20.8
25 290 370 helium . 30.5 01.7
26 83 370 helium 28.5  20.9

~ See Table T for results of these runs.
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Fig. 31. Dlmensionless experimental temperature profile taken at 17. > in.
from the test section inlet; QG = 493 cm’/sec, QL = O. 810 gpm.
Run # 17, System: air/tridecane

4 = experimental date
— = theoretically predicted curve
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Fig. 32. Dimensionless experimental temperature profile taken at 17.5 in.
from the test section inlet; QG = 300 cm’/sec, QL = 0.795 gpm.
Run # 20, System; alr/trldecane. '
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Fig. 35. Dimensionless experimental temperature profile taken at 17.5 in.
from the test section inlet; QG = 1540 cm3/sec, QL = 0.300 gpm.
Run # 25, System: helium/tridecane.

4 = ekperimental data
— = theoretically predicted curve

o~
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Low Flux Mass Transfer

S 5

Run # 'QG(cmB/sec) QL(cmB/sec) Tint(oc) F F
’ expt!l theory

cup mixing

28 166 o2 20.6 0.21% 0.213
29 100, 29.3 20.7 0.%10 0.299
30 235 29.3% 20.6 0.162 0.146
31 - 397 : 29.% 20.6 - ° . 0.085 0.090
32 166 k.2 20.8 0.220 0.213
33 T R3S T T R903TT TR0iTT 0 0v169 T 071k6

@

3k 397 29.3 20.7 0.10% 0.090

All of the above runs were made with the system:
n—_pentane/tridé(:ane — Nitrogen, ‘
where the n-penta-ne concentration in the liquid phaée was in the neighbor-

hood of XL, = 0.01 for all runs.
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Interphase Mass Transfer Data

,System: n~pentane/tridecane liquid evaporating into nitrogen

Interfacial Temperéture maintained at 20°C * 0.2°C

QG = 166 cm’/sec - QL = 0.400 gpm
Run # . XLA(buik)‘ v Fs(cup mixing)
' . (experimental)
58 0.195 t0 0.175 = 0.260 **
59 0.1547 | 1.0000%
60 : 0.1515 0.255
61 0.1445 T 0.258
62 0.1376 . 0.250
63 0.1320 - 0.249
6l 0.127% - 0.240
65 0.1225 - 0.2%1
66  o0.118 - 0.235
67 ©0.1139 - 0.228
68 ©0.1100 -~ 0.22k4
69 . 0.1054 0.224
70 0.1031 0.971 *
71 0.3005 . 1.000 *
7 0.298 , 0.3%08
75 0.291 ' : 0.309
Th 0.285 0.299
i) 0.277 0.295
%6 0.268 . 0.291
77 0.258 0.290
78 0.249 0.279
79 0.240 0.278
80 0.2%k L 0.273
81 0.226 0.269
82 . 0.217 , 0.268

8% 0.209 | © 0.26k
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n-pentane/tridecane system (continued)

Run # v XIA(bulk)v ‘ Ek(cup mixing)
(experimental)
90 - 0.2182 1.000 *
91 | 0.2165 0.261
x» 0.2090 . 0.258
9% 0.2013 . 0.257
ol 0.193%0 : 0.25%
95 0.1855 0.2kT7
96 0.1785 7 0.249
91 0.1732 . 0.248
98 0.1665 0.250
99 0.1595 0.243
100 0.1530 0.249
101 0.400 1.000 *
102 0.395 ' 0.358
103 0.383 0.3hk4
1ok 0.373 0,344
105 0,361 ' 0.327
106 0.351 0.322
107 0.3k41 0.323
108 0.3%0 0.317
109 0.%22 0.30k
110 0.31% 0.298
111 0.30k 0.300

o

Data taken at very low gas flow rate to determine equilibrium between

the gas and liquid phases.
*%
Experimental profile integration.
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System: ethyl ether/tridecane‘liquid-eVaporating into nitrogen

Interfacial temperature maintained at 25°C * 0.2°

QG = 166 cm5/se¢ QL = 0.400 gpm
Run # . XLA(bulk) - Fs(cup mixing)
112 . 0.435 ‘ 1.000 *
113 . o.kel S 0.420
114 0.410 N 0.h2o
15 0.391 - 0.k17
16 0.372 ‘ ' 0.409
117 0.33% ! 0.406
118 0.314. e 0.409 .-
119 . 0.201 ©0.399
120 0.272 | - 0.kok
11 0267 - 1.000 ¥
125 o.em 03
12k 0.237 _ _ - 0.401
125 0.226 ‘ 0,391
126 0.212 , 0.390
127 0.198 0.377
128 0.19% 1.000 *
129 0.188 : 0.346
130 0.181 0.344
131 ©0.171 . 0.%341
170 0.16% | 0.353
133 0.154 0.333
15k 0.144 ‘ | 0.327
136 0.127 0.%27
138 0.119 10.306
141 0.0970 0.304
142 0.0920 T 0.327

k3 0.0865 _ _ 0.31k4
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ethyl ether/tridecane system. (continued)

Run # XIA(buik) F_(cup mixing) -
152 0.0720 1.000 *
153 0.0700 . 0.279 . .
154 0.0665 . 0.277 | | .
155 0.0625 0.276
156 0.0585 ©0.270

157 0.0542 - 0.267

o _ 158 0.0505 _ 0.26h4 R

159 0.0463 0.26k4 -
160 0.0k425 0.26k4
161 0.0426 0.270
162 - 0.0408 0.254
165 0.0347 0.240
166 0.0308 0234
167 0.0278 0.247
168 0.0248" 0.236
169 0.0235 0.216
170 0.0220 0.215
171 0.0206 0.202
172 0.0182 0.199
173 0.0170 ' 0.192
17k 0

.0158 0.200
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System: cyclOpentane/tridecane evaporating into nitrogen

Interfacial temperature maintained at 25°C * 0.2°

QG = 166 cma/seC' : - QL = 0.400 gpm

Run # XLA(bulk) 'Fs(cup mixing)

175 0.476 1.000 *
176 0.469 0.315
177 - 0.hk63 0.316
178 0.457 0.316
179 0.451 0.312
180 0.443 0.309
181 0.437 0.308
182 , 0.429 0.30k
184 0.417 0.303
185 - 0.ko9 0.299
186 0.4080 1.000 *
187 0.140%0 0.300
188 0.3965 0.301
189 - 0.3885 0.301
190 0.3%785 0.303
191 0.3710 0.297
12 0.3630" 0.285
193 0.3570 0.290
194 0.3360 1.000 *
195 0.3225 0.293
19 0.3215 0.289
197 0.3100 " 0.289
198 - 0.3010 0.284
199 0.2925 0.281
200 0.2860 0.276
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cyclopentane/tridecane system (continued)

Runv#' Xlﬁ(bulk) Co Fs(cup'mixing)
201 0.2260 ©1.000 *
202 . 0.2240 : 0.268
20% 0.2185 - 0.261
204 0.2110 - 0.257
205 0.2025 0.255
206 . 0.1965 . 0.254
207 - "0.1000 - 1.000 *
208 ©0.0990 0.231
209 0.0952 0.229
211 0.0870 , 0.22h
213 0.0790 0.208
215 0.07h2 ©0.219
217 0.0623 0.215
219 0.0572 T 0.220
220 0.0550 0.215
221 0.0528 0.218
222 0.0515 0.21%
223 0.0k2k ‘ 0.210
oL - 0.0417 0.20%

205 0.0407 0.202
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APPENDIX C
Computer Programs

Avnumbér of computer progréms were used during the course of this
work. Some of these were quite éomplex, such as in the solution of the
partial differential equations of convective transport; others were
written simply to carry out repetitiVe, but necessary.caiculations.‘ All
of the important progréms used in the work are given in this section along
with a brief deécription of their usage. The programs are written in
Fortran IV, and all calculations were carried out utilizing the CDC 6600
digitél machine at the Lawrehce Radiation Laboratory. The control cards

have been omitted since they vary from one location to the next.

| GCCALC
’ v " The bulk,of thevexperimental data taken were in the form of chroma-
"togfams from.én Aerbgraph, Model A—9OP2 Gas.Chromatograph. Since several
thousand readings were taken, these data were recorded on IBM cards, and
the nécessary calculations carried out by the above program. The calcu-~-
lations involved simply convert the experimentally determined peak areas
‘to solute mole fraction. A number of chromatograms (5 to 10) were taken
for each run condition; these were averaged before the calculation of the
mole fraction for each run.

The input data are: N, the numbef of chromatograms for a given

run; é(I), the solute peak area in MV-sec; A(I), the nitrogen peak area
in MV-sec; No, the experimental run number; R2, the solute peak attenuation
factor from the chromatograph; and R1l, the nitrogen peak attenuation '
factor. The calculations are ther carried out based on the following
equations: A |

AR(T)

It

A(T)*R1

BR(I)

B(I)*RE*(Fr)

RAT(K) = BR(K)/AR(K)
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where Fr is a calibration factor which relates the mole ratio of the

solute to solvent (nitrogen) with the ratio of the respective peak areas.
This factor had to be experiméntally determined for each. system, usually
by;téking,reédings on a sample with a know mole ratio. A Dbrief table of

the values for several solutes is given below:

solute (nitrogen = solvept) F.

n-pentane e 0.509 to 0.5hk2

eﬁhyl ether ...;.....;... - 0.620
r.cyclquptgne ettt 0.682

iso-pentane .....:.;;.... 0;570

The value of Fr was dependent upon the Chromatograph conditions, and
was therefore re-evaluated from time to time, particularly when the con-
ditions were altered. The calculated values of the mole ratios for all
the chromatograms taken during a given run are then averaged by the pro-
gram and an average value of the mole fraction calculated.

The program then procedes to a package of liquid phase data which
have the exact same format as the gas phase calculations outlined above.
The calculations are carried out in an analogous manner to yield the liquid
phase mole fraction for the solute/Tridecane systems. It should be noted
that both the liquid and gas calculations are made by referring the solute
te the solvent peak areas, rather than attempting to maintain a known

sample volume and using this as a basis.

TOHETR
Since all of the experimental heat transfer daté were taken in the
form of temperature profiles, it was necessary to integrate these profiles
in order to cbtain the experimental cup mixing temperature. This was done
using the relationship, |

. \
. T(y) u (y) dy
Tcup mixing = o v U
avg
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PROGRAM GCCALC (INPUT,OUTPUT, TAPE2=INPUT, TAPE3=0UTPUT)
DIMENSION C(20)s D(20)s CRI{201s DR(20)s BAT(20)
DIMENSION A(20)s B(20)s AR(20)s BR(20)s RAT(20)
WRITE (3,114) . ' ‘
114 FORMAT (31HO EXPERIMENTAL GLC CALCULATIONS)
30 READ(2,31) NO = .
31 FORMAT(13)
IF (NO) 50, 200550 .
50 READ(2510)Ny ((ACI)s B(I))s I=1sN)
10 FORMAT (12/(F3415F341)) -
_ READ (251011 RI1,R2
101 FORMAT(2F3,0)
DO 103 I=1sN-

AR(IY . = A(T1)*R1
103 BRIT) = B(1)*¥R2%.509
" SUM = 0.0

DO 104 K=14sN :
: RAT(K) = BR(K)/ZAR(K)
104 SUM = SUM + RAT(K)
. XX = SUM/FLOATI(N)
XG = XX/(1le0 + XX)
WRITE (3,105) NO, XG :
105 FORMAT(12H RUN NUMBER +13s Z23H GAS PHASE CONCe= sF544//)
CWRITE (35106) (RAT(K)s K=1sN) ’
106 FORMAT (25X sF5e4)
WRITE (3,111) '
111 FORMAT (1HOY -
. GO TO 30
200 CONTINUE
WRITE (35107)
300 REAU(29301) No
301 FORMAT(12)
IF (NB) 3025 400s 302 c
302 READ (29303) Ms((C(I)s D(I))s I= 1sM)
303 FORMAT. (12/(F341sF341})
READ (2+305) R3, R4
305 FORMAT (2F3.0)
DO 307 1 = 1M

CRIT)Y = C(I)#R3#2,277
307 DR(UIY = D(1)#*R4
BUM = 040 .
DO 309 J= 1M
BAT(J) = CR{JI/DR(I)
- 309 BUM = BUM + BAT(J)
XY = BUM/FLOAT(M)
XL = XY/(leO + XY)

WRITE (3,311) NB, XL
311 FORMAT (13H SAMPLE NOe 4125 21H  LIQUID CONCe = sF&e3//)
WRITE(3,312) (BAT(J) » J= 1,M)
312 FORMAT (25X F5e4) :
WRITE (3,111)
GO TO 300
400 STOP
END
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PROGRAM TOHETR (INPUT,OUTPUTsTAPE2=INPUT, TAPE3=0UTPU3)

C GAS LIQUID VtLOCITY PROFILES (CM/SEC) AND EXPTL TOTAL HEAT TRANSFER CALC

100
101
20
21
22

201

25

DIMENSION TL(25)sVG(25)s VL(25) s -YL(25)s TG(25), YG(25)
DIMENSION TLVL(25[) TGVG(25) = )
READ{(2+101) QGGs QLo VISCLs VISCG

FORMAT (4F1040) ) ‘
READ(29201) TG(1l)s TG(2)s TG(3)y TG(4)s TG(S5)s TGLEY)S TG(7}
READ(2+201)1TG(8)»TG(9) sTG(10) s TG(11)9sTG(12)sTG(13),5sTG(14)
READ(2+201)TGI15)sTGI16)sTG(1T)sTGE18)sTGI19)sTG(20)sTG(21)
READ(2+s201)TLLL) oTL{2) o TLU3) o TLI4) o TLIBIsTLEO)STLIT) -
READ(24201) 1L (8) o1 L9 bl t10)siLt11)eilt12)sibt13)subtld)
READ(Z’ZO].)TL(15)QTL(16),TL(17)9TL(18)’TL(lg)’TL(ZO)QTL(Zl)

FORMAT (7F10.0})

READ (2425) CPG» CPL

FORMAT (2F1040)

B=1.27

W = Teb2%#,4915 - .

C3=(1. 5/(W*B))*(QG + QL¥(VISCL/VISCGY)I/ (1. + VISCL/V]@HCG:) L L

"

C2G=(1e0/B¥*2)*(4.0%B*C3 - 6.0*OL/W)*(VISCL/VISCG)
C2L= C2G*(VISCG/sVISCL)

C1G=-(C2G*B + C3)/B¥¥2

ClL= (B#C2L - (C3)/B#*2

"C DEFINE YL(1) AS THE INTERFACE, THUS THE WALL POSITION IS vtL(21)

103

104

105

106

107

108

109

400

DO 103 I=1,21

VE(T) = CLL#YL(1)%#2 + C2L*YL(I) + C3
YLOT+1) = YL(I) =B/20.0 ‘
YG{l) = 0.0 :

DO 104 I = 1,21

VGI(I) = CIG*YG(I)I**2 + C2G#YG(I) + C3
YG(] + 1) = YG(I) + B/2040 -

DO 105 I=1,21 '

TLVL(I) = TL(I)y*vL (1)

ODD = 040

EVEN = 0.0

DO 106 [=2451852

EVEN = EVEN + TLVL(D)

~D0 107 I=3419+2

ODD= ODD + TLVLI(I)
DELY = 0.0635

OSUML=(DELY/340)%(TLVL(1) +440%EVEN +2,0%0DD + TLVL(20})

+ (DELY/2.)0%(TLVL(20) + TLVL(21))
HTL = W*CPL#*SUML

DO 108 I=1,21

TGVG(I} = TG(1)*VG(I])

UGH = 0.0 - .

EBE = 040

DO 109 1=2,1842

EBE = EBE + TGVG(I)

DO 110 1=3,419,2

UGH = UGH + TGVG(]) S ' )

SUMG = (DELY/340)%(TGVG(1) + 4eO%¥EBE + 2.0%#UGH + TGVG(20))
HTG = W*CPG¥*SUMG :

WRITE (3,400)

FORMAT (33H LIQUID AND GAS VELOCITY PROFILES///)

&
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WRITE (3,401) (YL(I)s VL(I)y I=1,21

401 FORMAT (4H YL= 1PE16.7y 5H VL= Elé.

WRITE (3»402) (YG(I)s VG(1)y I=1,21

- 402 FORMAT (4H YG= 1PEl6eT7s SH VG= Elbe

WRITE (3,408) QGs QL

)
7)
)
7)

408 FORMAT (SH QG= 1PE1647s S5H QL= E1647)

“WRITE (35405) QG, HIG

405 FORMAT(4H QG= 1PEldeTs 6H HIG= Elbe7)

WRITE (3,406) QL HTL

406 FORMATI(4H QL= 1PE16.7» 6H HTL= Fl647)
END OF EXPTL HEAT TRANSFER CALCULATIONS, NOW TC CALC. THE BEEK AND

BAKKER GROUP, AND THE VALUE OF THEORET
500 READ(2,501) DIFFG
501 FCRMAT (F10,0)
X0=17,0625 # 2.54

GRP = (C2G*%2)#DIFFG#*#X0/(3%#%3

GUMP = C3%#3/(C26%#C2G+*DIFFG)

STAR = C2G*DIFFG/(X0#C3)

IF (GRP - 0e1) 503,503,504

ICAL AVGK

503 AVGK = STAR#*#((4,0/3.1416)%%, 5*XO**.5*GUMP** 5 + x0s4.0)

GO 70 515

504 IF (GRP - 10.01505,5055506

5050 AVGK = (C3¥%DIFFG/XO)#%#.5% (142036 +
1 + «00037#GRP¥%3)
GO TO 515
5306 DG=DIFFG

«0616#GRP

«0078T*GRP#*%2

AVGK= (C3#DG/XO) ¥ ,5% (1, 615*G?P** 1667%#(a5+e375/(GRP¥%*,333))-.163)

515 CONTINUE
CHB = AVGK*(XO/(C3%DIFFG)I*#¥045
WRITE(3,516) DIFFG, C2G,s C3

516 FORMAT(7H DIFFG= 1PE1647y 6H (2G=

WRITE(35517) GRP, CHBs AVGK
517 FORMAT(SH GRP= 1PEl6.7s 6H CHB= F1
WRITE (3,403)
403 FORMAT (1H1)
GO TO 100
sTOP
END

El6e7y  5H

= E16a7)

6e7s TH AVGK= E16u7y 1H //7)
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This integration was carried out numerically using a total of 20 points
in the y—direction'(corresponding toa Ay of 0.025 in.).
The input data are: QG, the gas flow rate in cmB/sec; QL, the :
liguid flow rate in cm5/sec; VISCL, the liquid viscosity in centipoiée;
'VISCG, the gas viscosity in centipoise; TG(I), the gas temperature matrix,
starting at the upper wail and proceeding downward to the ligquid inter-
face; TL(I), the liquid temperature matrix, starting at the gas-liquid
interface and proceeding downward to the bottom of the chahﬁel. Also
- necessary are CPG; the gas heat capaciﬁy in éal/mole °c, éhd CPL; the
liquid heat capacity in the above units. The prqgfam first generates
exact velOcity,profilesmfbr the gas and liguid phases. Then these are
put in matrix form, multiplied.by the appropriate temperature matrix,
and the resulting matrix integrated using a Simpson's rule integration
technique. For comparison, the input experimental run conditions are
-also fed into the appropriate equatidns for'calculating average heat
transfer coefficients (AVGK) using the theoretical aﬁpréach outlined by
Beek and Bakker. Provision 1is also made for printing the calculated
velocity profiles as functions of the vertical disfance parameters YL,

and YG.

PROINT

Several experimental concentration prbfiles were obtained in the
gas phase; thus it was desirable to have a method for integfating these
to obtain cup mixing concenfrations. This calculation was carried out
by the program PROINT. The input data consisted of: QG, QL, VISCL, and
VISCG,:all defined as in the prior discussed program TOHETR. Additional
input data are: IRUN, the experimental run number; and CG(I), the experi-
mentally determined concentration profile which was usvally expressed as
gas phase mole fraction. The calculational procedure is very similar to
that used in TOHETR; with the integration of ‘the concentration-velocitx\

matrix again being carried out by a Simpson's procedure.
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PROGRAM PROINT (INPUT,OUTPUT, TAPE2=INPUT, TAPE3=0QUTPUT)
DIMENSION T VG250 VLI29)s YLI25)s CGU25)s YG(25)5C0OVGI25)Y
100 READ(25101) QGs QL, VISCLs VISCG ‘ i
101 FORMAT (4Fl040)
IF (QG)20+600+20
READ(2+59) IRUN
59 FORMATI(13) ] .
.20 READ (25201)(CG(1), I=1,21)
201 FORMAT (21F3.1)
C B=1.27 ,
W = 7.62*.915
DELY = 040635 , ‘
C3=(1e5/(WHB)IX(QOG + QL¥(VISCL/VISCG))I/(1a + VISCL/VISCG)
C2G=(1e0/B##2)#(G4o0#B*¥C3 ~ Ha0ORQL/WI¥(VISCL/VISCG)
C2L= C2G*(VISCG/VISCL)
ClG=—(C2G*B + C3)/B#%#2
- ClL= (B®*C2L = (C3)/B%**2
DEFINE YL(1) AS THE INTERFACE, THUS THE WALL POSITION IS YL(21)

YL(1) = 0,0

DO 103 1=1,21

VL{T) = ClL#yL (ly#%2 + C2L#YL(I). + C3
103 YL(I+1) = YL(I) =B/20.0

YG(1l) = 0.0 :

DO 104 I = 1,21

VG(]1) = ClO#YG(I)#%x2 + C206%#YG(I) + C3

104 YGGLI + 1) = YG(Il) + B/20.0
' ‘DO 108 1=1421

108, . COGVG(T)Y = CO(Iy*VG(I)
UGH = 0.0
EBE = 040 )
DO 109 [=2+1842

109 ELE = EBE + CGVGI(I)
DO 110 1=34519,2
110 UGH = UGH + CGVGI(T)
OSUMG = (DELY/340)%{CGVGI1) + 4+0%ELL + 240%UGH + CGVG(20))
1 + (DELY/24)%({CGVGL20) + CGVG(21))
CAVG = SUMG*W/QG
WRITE(3,77) » :
77 FORMAT(53H INTEGRATION OF CONCENTRATION PROFILE TO GET CMC
WRITE(3,78) IRUN
78 FORMAT(///13H RUN NUMBER 13)
WRITE (3,408) QG. QL
408 FORMAT (5H QG= 3PE16e2y 5H QL= 2PE16e2//)
_ WRITE. (3,700) CAVG _
700 FORMAT(16H AVERAGFE CONC. = E1647/77)
WRITE (3,400)
400 FORMAT (33H LIQUID AND GAS VELOCITY PROFILES//)
: WRITE (3,401) (YL(I)s VL(I)s I=1421)
401 FORMAT . (4H YL= 1PEl6eTs 5H VL= El647)
WRITE. (35402) (YG({I}s VG(I)s I=1421)
402 FORMAT (4H YG= 1PEl16e7s 5H VG= E1647)
600 STOP
END
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VARDIF
The major purpose of this program was to ascertain the effect of
allbwing the liquid phase diffusivity to vary as a function of liquid
phase concentration. The program is eesentiallyvan extension of an
"earlier program, GRAGRA, written by Byers. A detailed description of
GRAGRA can be found in Byers' Ph.D. Thesis,lB
peated here. Thermajor changes which are employed -in VARDIF fall into

and thus will not be re-

three categories. The first is that an exact velocity profile was in-

serted for both the gas and liquid phases. The older program due to

Byers used parabolic'profiles'in both phases; hoWever, it neglected the

~—small effect_of acceleration of the liquid interface due to the gas
phasge drag:

The second, and most ilmportant, chahge in the calculational pro-

cedure is that the liguid phase diffusivity is allowed to vary with

v liquid phase concentration in VARDIF. This was carried out in the
fo]low1ng manner: First, a functional dependence of the diffusivity,
DIFFL upon liquid phase concentration was determined (see Appendix D).
The solution of the partial differential equations was carried out by
marching one step at a time in the Z direction, using the matrix of con-
centrations from the previous Z step to calculate the next step. " This
means that one always has availéble the values of liquid phase concen-
tration as a function of Y from the prior 7 step. This matrix of con-
centrations was used to calculate a matrix of diffusivities, using the
previously mentioned functionality. This diffusivity matrix could now
be ingserted into the calculational procedure where the constant value of
diffusivity had formerly been used, and the reeulting set of equations

solved in the same manner as before, with a value of D 1/2 step out of

line. This procedure was then repaated for each step éown the channel in
the Z direction. The calculations are carried out subgect to the assump-
tions of low flux and concentration level.

The third, and least important change from GRAGRA was the form of
the input data. This was necessitated by the insertion of the exact velo-
city profile, which reguires several physical variables not regquired by

Byers' earlier version. These input variables were QG, QL, VISCG, VISCL,

#*
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PROGRAM VARDIF (INPUT,OUTPUT,TAPE2=INPUT, TAPE3=QUTPUT)
DIMENSION S{500)sT(0500)sXR{0500),XTS(0500)
DIMENSION UL(500)s X{500)s A(500), B(500)s C(500)s VAR(500)
DIMENSION 'G(500)s 0(500)s Q(500)s XNU(BN0)s W(500)
DIMENSION YD(500) +DFL(500)sBET(500)
- C GAS LIQUID MASS. TRANSFER IN CONFINED COCURRENT FLOW
50 READ(2s1) KsMsN »INDsJELLsTOL sJS
1 FORMAT(515,F6e3,12) :
C CALCULATION GOF VELOCITIES WITA INTERFACIAL DRAG INCLUDED
71 READ(2,107) QGs QL
107 FORMAT (2F124.6) .
READ (2,+108) XIN o DIFFGs XLONG, HNCON, VISCLs VISCG
108 FORMAT(6F12.6) ’

C . CALCULATION OF DIFFL (FOR PENTANE TRIDECANE SYSTEM ONLY) '
DIFFL =400001% (2411 - 1422#%XIN)/{1e92 - 2.74%XIN + laO6%*¥XIN®¥XIN)
AA = 1.27
BB = 1427

WW = 7.62%4915 ) _
UINT =015/ (WW*BB) ) * (QG+QL*#(VISCL/VISCG) )/ (1e0+VISCL/VISCG)

C2G = (1e0/BB*%2)# (4 40#BBEH*UINT - 6o *QL/WW)#(VISCL/VISCG)
C2L = C2G*(VISCG/VISCL)
e ClG = ~(C2G*¥BB + UINT)/(BB*BB)
ClL = (BB*C2L ~ UINT)/(BB#BB)
GP = ((DIFFL*XLONG)/(UINT*BB*BB))* .01
R.= ((DIFFG*XLONG)/(UINT#BB*BB))* .01

"F = DIFFL/(DIFFG#HNCON) '
c NQTE THAT VAV 1S CORRECTED AT THIS POINT FOR "THE VELOCITY SIDE CORRECTIONS
VAV = QG/(BB#WWXUINT)
CON=({GP/R)*%#0e5/F
WRITE(3,67)
67 FORMAT(53HIRESULTS OF GRAETZ SOLUTION WITH INTERFACIAL VELOCITY)
WRITE (3,80}
80 FORMAT (28H AND LIQUID PHASE RESISTANCE //)
WRITE (34455) JS ,
455 FORMAT (10H RUN NO, s 12)
WRITE(35104) F4R,GP ,
104 FORMAT (3H F=3F10e393H R=sF10ebs4H GP=4F1046)
Hl=1e/(FLOAT(K)*TOL)
KRUMB=M=~K
H2=1e/ZFLOAT (KRUMB)
P=14/FLOAT(N)
WRITE(3, 4 ) HlsH2 ‘
4 FORMAT(F644919H LIQUID Y INCREMENTsF6e4s17H GAS Y INCREMENT -
WRITE(3, 5 ) P :
5 FORMAT(F6e4+22H X DIRECTION INCREMENT )
WRITE(3,110) VAV,AA,BB
110 FORMAT( 7H VAV = 3F1045+4H AA=z4F10e545H BB= 4F10e5)
RAG=R/VAV . :
WRITE (3,91) . CON
91 FORMAT(10H SIGMA#H= +E1044)
CON=F #H2/H1
DIV=1.0
MD=1
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TR=14/TOL

11=0

KO=K+1

KO1=KO+1

L=M+1

MR=1

Do 15

X{J)=1a0

DO 81 J=KOsL

X{(J)=0a0

ALP=(H2%¥H2)/(R*P)

DO 401 J=14K

DFL(J) = 400001%(2411 -
(1,92

J=1sK

1e22%X(JY*XINY /7
- 24T4HXAINVAXIN + 106*X(J)HX(IYEXTIN*XTN)

401 BET(J)=(H1*H1)/(P*.Ol*(DFL(J)*XLONG)/(U!NT*BB*BB))’

)

18

1
402

“CON = (DFL(K)/(DIFFG*HNCON) )#H2/H1
o XA K+1) = (BET*CON)-/-BET#CON+ALP)
VEX=X(K+1)
XNUI=({1s0-VEX)/H]
ALP=(H2%#H2)/ (R*P)
DO 402 J=1sK . :
DFL(J) = «00001%(241]1 = 1622%X(JIYEXIN)/
(192 —~ 24T4HX{JI*XIN + 1.06*X(J)*X(J)*XXN*XIN)
BET(J) = (H1®HY)/Z(GP*DFL(J)*P/DIFFLY.

60
1

1
603

CARL=0e5*BET(1)1%((14~TR*TR)~TR¥*H1/2.0-H1%H1/12,)

CARG=ALP#0+25%H2% (34 *¥VAV- 1-+H2/2d—VAV*H2)

WRITE(3,60) -ALP,CARG,CARL-
FORMAT (6H ALP=

Oets//)

DO 19 I=MRsN.
DO 403 J=1,K

DFL(J) = o00001%(2411 =~ 1422%X(J)*XIN)/
(192 = 2474%XAJIXIN + 1406%¥X(J)EX(I)EXTINEXIN)
BET(J) = (H1#H1)/(GP*DFL(J)*P/DIFFL}

CARL=05%BET(1)*#({1e—TR*¥TR)~TR*H1/ 240~ Hl*Hl/lZo)

sBET (1)
sF10e556H CARG=

,5100496H CARL‘

{ls+ALP))

CON = (DFL(K)/(D]FFG*HNCON))*HZ/HI
A{l)==(1e+4s%#CARL/3,)
YD(L)=1.0

yD(1ly=- TR

YD(KO)=0.0

B(l)- =1e~24#CARL/ 3.

DO 8 J=2sK

YL =H1#(FLOAT(J)~-FLOAT(KO))
YD(J)=TR* YL

uLtd) =

A(J) =—(1le+ BET(II*¥UL(J))*2,0
c(Jd ) = 1.

BtJ) = 1l

A(K+1)—-(CON*(1 +BET (K )+
B{(K+1)=1,

C(K+1)=CON

00 9 J=KO1l,tL

J1=J-KO

2=H2*FLOAT(J1)
YO(J)=2

Q‘ElO.‘G96H BET=

ClL*BB#BB*YL*YL /UINT + C2L*BB#YL/UINT + 10

sE1
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VAR(J)1=(C1G*BB*BB¥Z*¥Z/UINT .+ C2G¥BB*Z/UINT + 140  )*ALP
A(J)==(1e+VAR(J))I*240

CtJd)=1e

9 B(Ji=1. .
CtL)=1e=2s#CARG/3 4
A(L)=~(1e+4+%*CARG/3.)
0(1)=A(1)

DO 10 J=2,L

. QEJ=11=8(J=-1)/0(J-1)

10 0(J)=A(J)=CLI)*Q(JI-1)

C1I=11+1
Gl1)=((1a~be*CARL/34)%¥X(1)~(1e+2*CARL/3,1%X(2))/0(1)
DO 31 J=2,K
WiJ)=xtJ)

31 GUI)=(=X(J=1)1=X(J+1)+2.%#(1e~BET(Jy*UL () ) ¥X(J)=C(J)%G(J=1))/0(I)
G(K+1)=(~CON*¥X(K)=X(KO1)+(CON*(1e=BET(K))+(1le=ALP))*X(K+1)~
1C(KOI*G(K))/OtKO)

DO 12 J=KO1lsM
W({JI=X{J)

12 GUIN=(2e#(1e=VARII)IXX(I)=X(J=1)=X(J+1)1=C{I)*G(JI=1))/0(J}
GIL)I=((1a~4e*CARG/ 34 ) ¥X (L) =(14+2e*CARG/34)*X(M)=-C(LI*G(M))/O(L)
WIK+1)=X(K+1)

W(l)=X(1)
WeLy=x(L)
XtL)=G(L}
DO 13 J=1,M
Jl=L~-J
J2=J1+1
13 X(J1)=G(J1)-Q(JI1)*¥Xx(J2)
" DO 75 JO=1,JELL
SET=X(1)
X(1)=1e25%((1e~2e*CARL/3e)%¥X(2)~{1la~4e#CARL/34)1%¥W(1)+(1a+e66T7*CARL
1)¥W(2)) /(1 et+bo%CARL/ 34 )=0e25*SET
S{1)=ABS(X(1)=-SET)
DO 32 J=2,K
SET=X{J)
X(Jy==1., 25*(X(J+1)+X(J 11-2. *(1.—BET(J)*UL(J))*W(J)+W(J+1)+W(J 1))
1/A0J) ~ D 25%SET

32 S(J)=ABS(X(J)-SET)

SET=X(K+1)

X(KO)Y= —1¢25% (X{K)¥CON+X(KOI)+W(K)*¥CON=(CON*(1+-BET(K))1+({1e—-ALP})
1#W(KO)Y+W(KOL1))/A(KO )-0e25%SET

S{KO )=ABS(X(K+1)-SET)

DO 79 J=KO1lM

SET=X(J) :

XOJ)==(X{J+1 14X (J=1)1=2,#(1e~VAR(J)II*W(I)+WII+1I+WI(JI-1) )1 /A(J)¥1.25~
1025%*SET

79 S(J)Y=ABS(X{J)-SET)

SET=X(L}
X(L)==(X(M)#CIL)~(1e~4e*CARG/ 3 ) ¥W(L)+(1e+2*¥CARG/3 1 ¥WI(M)) /A (L)
1#1e25-0425%SET
S(L)Y=ABS(X(L)~SET)
DO 33 JOKE= 1,L
" JFISCJOKE)=040001) 33433,75
33 CONTINUE '
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GO TO 34
75 CONTINUE
34 CONTINUE
DO 11 J=1sL
IFIX(J)=-1a0) 11511540
40 X(Ji=1400
11 CONTINUE
Y=P¥FLOAT (1) *DIV*RAG
WRITE(3, 164) Y
14 FORMAT(16H GRAETZ NUMBER= +F9s5 )
T(11)=Y ‘ '
XN=(19e#¥X(KO) ~30e%¥X(KO1) +18e*X(K+3)-10a%X(K+4) +3%¥X(K+5)) /
1(124%H2)
XS2=X(K+1)
1F{ 'MOD (1,IND1)Y20+s42520
42 WRITE (3+,38) (X(J) s J=1+Ks5) :
38 FORMAT.L-25X-sF 10 6)~————--*~~f e e
WRITE(3, 35) Xx$2 o
35 FORMAT(30H INTERFACIAL CONCENTRATION IS F745///)
WRITE (3,22 ) =
22 FORMAT(//30Xs3H P ,28H GAS PROFILE FROM INIERFACE //)
© WRITE(3423)(X(J) s J=KO1lsLs2) '
23 FORMAT(25XsF10e6)
20 VEX=X(K+1)
XNU(T)=XxN
WRITE(3430) XN ,J0O
30 FORMAT(5X,24H LOCAL NUSSELI NUMBER = 4E10e4920H CONVERGENCE Ai J = -
1 ,13)
SUM1=00
SUM2=0.’
DO 28 J=KO1sMs2
SUM1=(VAR(J)/ALP)*X{J)+SUMI]
28 SUM2=(VAR(J+1)/ALP)*¥X(J+1)+SUM2
©OCUP = H2 ¥ (4.0 % SUM1 +2.%SUM2+XS52)/(VAV#3,00)
XNS = CuP 7/ v
WRITE (3+17) CUP 4, XNS
17 FORMAT(5X,25H CUP MIXING CONCENTRATION +E12.6916H AVG NUSSELI NO=,
1E12.6/7)
19 CONTINUE
READ (2,2) LRsMD HIND
2 FORMAT(212,15)
IF(LR)Y 34693
3 DI =FLOAT(MD} . - -
R=R*DI :
GP =GP#DI
DIV=DIV*DI
DO 41 1=1,N
MO=1/MD
IF(MOD(1sMD}) 41516441
16 XNU{MO)Y=XNUC(T}
41 CONTINUE
MR=N/MD +1
MR 1=MR
GO TO 18
6 SUM1=0,

©
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SUM1=0.

. SUMZ2=0.

NO=N=-2

DO 24 J=14N0s2

SUMI=XNU(J)+S5UM]

SUM2=XNU(J+1)+SUM2

XNUSLT=P# (4 e¥SUM1+2 ¢ *SUM2+4 ¢ ¥ XNU(N=-1)+XNUIN)I+XNUT) /3.

WRITE (34525) XNUSLT

FORMAT (27H THE AVE NUSSELT NUMBER 1S +E10.4)
SUM1=0,

SUM2=0,

SUM3=0.0

SUM4=0e0

DO 26 J=KO1sMy2

SUM1=(VAR(J)I/ZALP) %X (J)+SUML

SUM3=VAR(J)/ALP +5UuM3

SUM4=VAR(J+1)/ALP+SUM4
SUM2=(VAR(J+1)/ALP)I#X{J+]1)+SUM2

CUP1=H2* (4e%SUML+24%SUM2+1,00)/(VAV*3,00)

WRTTE(3,27 )  CUP1

FORMAT(//37H CUP MIXING CONC FROM EXIT PROFILE = sE10.4
VEL=XNUSLT*R/VAV
WRITE(3,29 ) VEL

FORMAT {43H CUP MIXING CONC FROM INTERFACIAL FLUXES = ,E10Q0.4

READ (2+449) LMN
FORMAT(12)

IF (LMN) 82, 450, 82
GO TO 50

STOP

END

)
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and DIFFG, all of which have the same meaning as in the programs already
described (see TOHETR). In addition, the variables XIN, or inlet liquid
phase mole fraction; HNCON, which is the value of the Henry's law constant
in dimensionless form; and XLONG, the overall exposure length in centi-
metefs, were utilized. All other variables are described in Appendix D

of Byers' Ph.D. Thesis.

LEVHIF

The purpose of this program.was to carry out the numerical solu-

tion of Eg. (5-2k); subject to the boundary corditions given by (5=25).
As was mehtioned earlier, the equation is first put into the Crank-
Nicholson six—point implicit form; then the resulfing_tridiagbnal matrix
is solved us1ng the Thomas method. _

The 1nput consisted of two cards, the first Lontalned the varlables
DEIX, the x-direction step size; DELY the y-direction step 31ze, M, the
nuitber of steps in the X~ dlrectlon, and N, the number of steps in the y-
dlxectlon. The becond Lard contained the varlablps QG, the volumetric gas
flow rate; DAB, the gas phase diffusion coefficient; and XAT, the inter-
facial ﬁole fraction of component A. To increase the génerality of the
solution, the two physical variables, QG and DAB, could be replaced with
the constants K, and K, from Eq. (5-24); and, since Ky (CK1) and K, (cx2)
are Saiﬁﬁiated from these variables within the program, this substitution
would be quite simple. This would allow any desired physical system to
be represented; however, the results as presented in Fig. 14 are in a
general form and allow one to calculate the high flux correction factor
from a knowledge of RAB for any system.

The program listing is broken into a number of portions through
the use of comment statements, and ¢an be conveniently explained by using
these as guides. The first portion is concerned with the calculation of
the constants which arise in the difference equation representation of

the partial differential equation.
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" The second section allows one to define any desired inlet concen-
tration profile as an initial condition. '
The third section had to be inserted due to stébility problems
‘which arose from the infinite flux at the‘start of the solution. This
mathematical singularity arises because the flux, and hence Vyo’ has been

‘1/5. Thus when x = 0, an infinite

defined as being proportional to x
value of Vyo arises, which creates initial'instabilities. The method
chogsen to remedy this situation was to calculate the first x-direction

step using an analyﬁié expression, derived from the low flux Leveque
solﬁtion. While this procedure was not absolutely necessary, it did re-
sult in an acceleratea convergence to the correct solution.

The remaining éections are concerned with the generation of several
vectors (AIP, G, D, W) which are used in the course of the Thomas solution.
The final values of the concentration profile, X(I,2), are then generated
from the previbus profile, X(I,l),_and these Vectors. '

. The concentration-velocity vector, Q(I), is then generated and
integrated using a Simpson's rule subroutine, SIMPIN, to yield a value for
the average mass transfér coefficient, FLIN.

The local mass transfer coefficient waé also calculated (DRVT),
using a five-point derivative subroutine (DERIV). The values calculated
using this method tended.to oscillate rather wildly at the start of the
solution; therefore the calculation of DRVT wag delayed until ten x-direc-
tion steps had been taken. The local transfer coefficients were then

“integrated éfarting at the fourteenth x-direction step to yield a second

value of the average transfer coefficient (FIOP).
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PROGRAM LEVHIF (INPUT, OUTPUT, TAPE2=INPUT, TAPE3=0QUTPUT)
DIMENSION Al(4000) »A2(100)9X(40004+2)sALP(40O00) sW{4000)sD(400N)
DIMENSION G(4000)» Q{4000)s DRVT(100)

EQUIVALENCE (ALP,D)

EQUIVALENCE (QsG) ) .

READ (25101} DELXs DELYs My, N

FORMAT(2F1040s 14s 13)

WRITE (3,1) )

FORMAT ( 1H1) .

READ (2+100) QGs, DAB,s XAl

FORMAT (3F1040}

WRITE (34+4)

FORMAT (51H SOLUTION OF THE LEVEQUE PROBLEM AT HIGH FLUX RATES///)
WRITE (3+5) DELY, DELX

FORMAT (11H DELTA Y = 1PE16+7," 15H DELTA X = 1PE1647)

_WRITE (356)M 5 N

FORMAT (19H NOe OF YHPQLNTS = 14,23H  NOe OF X POINTS = 13//)

WRITE (3,7) QGs XAl
FORMAT { 6H QG = Fbe2s 9H XAL = F544//)

ALCULATION OF NECESSARY CONSTANTS FOR THE DIFFERENCE EQUATIONS
XLONG = 45472

Cl = 0.7114%QG : v o
10 + 0e4O0*XAI = 0,045T*XAI®¥2 + (3714%XAI#*3

"FAT =

€2 ={ 4BO%XAT* (QG*DAB#**2)%#(14/34) J*FAT
CK1 = 0.006117%C2/C1 ' ‘
CK2 = DAB/(C1%209043)

MP1 = M + 1

MM1 = M-= 1 )

MM2 = M - 2

DO 120 I=1,MP1

AL(T) = 2. C*((FLOAT(l))*DELY**3)/(DtLX*CK2)'

DO 121 J=1sN

A2(J) = (CK1/CK2)¥{240%DELY )/ ((FLOAT(J)I*DELX)*¥%(14/30)

DEFINITION OF INITIAL CONCENTRATION PROFILE AT X=0
DO 122 1=24M
X(1s1) = 0e0

EFINITION OF CONCENTRATION PROFILE FOR FIRST STEP OF CALCULATIONS
USING THE LEVEQUE SOLUTION TO CALCULATE THE PROFILE

DO 135 1 = 1M
IM1 = 1 -1 .
XB = XLONGHFLOAT(IMIN#DELY#(C1/ (9 #DABH#DELX#*XLONG) 1¥%(14/34)

XBF = 1,0500%XB - ¢214%XB¥XB - +0490#%XB*%*3
CHA = 240

IF (XBeGECHA) GO TO 136

BAA = 0.893 -

IF (XBF«GE«BAA) GO TO 136

X(1,1) = 1.0 - XBF/.893

CONTINUE

LCULATION OF PARAMETERS FOR APPL]CATION IN THE THOMAS METHOD
DO 123 I= 1,MM}
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123 ALP(I) = - (240 + Al(1))
W({l) = ALP(1) ’
DO 124 I = 24 MM1
124 WUIY = ALP(I) = 1.0/W({1l-1}
C
C THE REMAINING PARAMETERS ( -D(I)s G(I)) ARE FNS OF X-POSITION (N)
DO 150 J = 3,N '
M1 = U - 1 ) .
D102 (2e=Al(1) ~ A2(J=1))%¥X(2+11+ (A2(J-1)=14)%X(341) - 2.0

DO 125 1=24MM2
125 DIIY) = =X{Is1) + (2e=A1L] I=A2(J-1)1IEX(I+1,1)+(A2(J=1)-140)}%
1 X(1+2,1) ' :
T D(M-1) = =X(M=241) + (26 = A1(M=2)—- A2(J=1)1%#X(M=-1s1)
G(l) = DI1)y/W(1) '
DO 126 1=2,MM1°
126 Gl = (O(1) = G(I=-1))1/W(I)
C .
C NOw WE CAN CALCULATE X(M,2) FROM X(Ms1l) AND G(I) s WCI)
i X(1s1l) = 14,0 ) .
X(l.Z) = 1.0
X(My2) = 0,00
X(M=1,42) = G(M=-1)
DO 127 1=24MM2
127 X({M=142) = G{M=T) = (1leO/W({M=~1))%*X(M=-141,2)
C , ,
C  CALCULATION FINISHED FOR THIS STEP, NOW. TO PRINT THE RESULTS
¢ . o _

ZIP = DELX*FLOAT (JM1)
WRITE(3+43) Js 21IP .
3 FORMAT (10X 3H J= 13,18H Z-LENGTH = 1PEl6e7+//)
Q(l) = 000
DO 129 I-= 2,MM2 o
IMI = 1 -1
129 QUI) = FLOAT(IM1)#X{142)
EPSIL = 401
DO 130 [ = 1sM,y40
IM1 = 1 -1 :
YDIST = DELY*FLOAT(IMI1)
IF (X{142)eLECEPSIL) GO TO 131
WRITE(342) X(Is2)y 1,YDIST
2 FORMAT(13H  X(I+2) = 1PE1647+8H I = 14,12H  Y-DIST = E1647)
130 CONTINUE
131 CONTINUE
FLIN= 324525%QG*DELY*SIMPIN(QsMM2,DELY )/ (DELX*FLOAT (JM1))
. WRITE(3,10) FLIN g
10 FORMAT(/// 15H KAVG (INT) = 1PE16.7)
FLIP = AVGK(QGsDAB,sJML4DELX)
WRITE (3,11) FLIP
11 FORMAT{/// 15H KAVG (LEV) = 1PE1647)

C PROCEDURE FOR THE CALCULATION OF KAVG FROM INTEGRATION OF FLUX(INT)
JM10 = J - 10

JOIv = U - 9
TF (JUM10) 299+202,202
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196

202 DRVT(JDIV) =(DAB*DERIVIX(192)9X(2s2)9X(352)sX(442)sX(552)sDELY))/
1 (XLONG* ({140 — XAI)#DELX*¥FLOAT(JDIV))
WRITE(3,15) DRVT(JDIV)
15 FORMATI25X, 16H DRVT(JDIV) = 1PEL6.T) -
1F (JM1D) 29952035204 :
203 ADCON = FLIP
204 CONTINUE
JEBE = (J72 - (J + Ly/2)
IF (JEBE) 29952064206
206 IF (J-l4) 2995205+205
205 CONTINUE S :
FLOP = SIMPIN(DRVT,JDIV LDELX) + ADCON
WRITE(35;12) FLOP
12 FORMAT(///18H KAVG (DERIV) = 1PE16.7)
299 CONTINUE : .

PUT THE NEW CONGENTRATTON-PROFILE IN PLACE OF THE OLD ~
AND PROCEED TO THE NEXT STEP IN THE 2-~DIRECTION

© DO 128 I= 2,M
128 X(Is1) = X(152)
" WRITE (3,1)
150 CONTINUE
200 STOP
END . o ;
FUNCTION. SIMPIN(ARGsNUMB,DELTA) _ :
SIMPSON'S RULE INTEGRATION OF THE MATRIX (ARG)s WITH
THE NO« OF ELEMENTS = NUMB, AND SPACING = DELTA
DIMENSION ARG(500) - _

‘ODD = 0.0
EVEN = 040
NNN1 = NUMB - 1
NNN2 = NUMB ~ 2

DO 500 I = 24,NNN1,s2
500 EVEN = EVEN + ARG(I)
DO 501 I = 34NNN2,2
501 ODD = ODD + ARG(I)
SIMPIN = (DELTA/3.0)%(ARG(1) + 4¢*EVEN + 2.%0DD + ARG(NUMB) )
RE TURN '
END ‘
FUNCTION DERIVIXYls XY2s XY3s XY&4s XYS5s DELTA)

UNSYMETRICAL FIVE-POINT DERIVATIVE FORMULA FOR FLUX EVALUATION

WHERE XY1 = INTERFACE (THAT [S POINT WHERE DERIV IS EVALUATED.es)
DERIV. ={ 140/ (120#DELTA})IH(=25¢#XY]1 + 48.#XY2 - 36,%XY3 + 16.%
1 XY4 = 3.#XY5) o :
RE TURN
END :

FUNCTION AVGK(QG, DAB, J, DELX)

CALCULATION OF KG AVERAGE USING THE LEVEQUE SOLUTION
CAVGK =42013%#((QG*(DAB*#2))7(FLOAT(J ) #DELX))I¥%*(1e/3,)
RETURN -
END
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APPENDIX D
Physical Properties _

A1l thévphysicél properties givén in this section will be reported
~in cgs units. Sinée the experimental conditions were frequently non-
isothermal, the properties which are temperature dependent will be presented
as functions of'témperature. Also, because Of the extremely wide range
of liguid concentrations which were used in the study, a number of proper-
ties will be presented in their concentration dependent formé.

The normal-tridecane which was utilized in this study was actually

. *
a "still cut" with the following composition:

n-C,, --- 16.0 mole %
n—C13 --= 57.5 mole %
n-C;), --- 25.0 mole %
n--C15 -~- 1.0 mole %

_HowevVer, since the'prOperties of normal alkahés are quite%well—behaved as
- a function of chéin iength in‘this range, it was felt thafvthe miktﬁre
could be handled by calculating'it's properties from the prbperties of the
above pure components, weighting each by it's particular mole fraction in
the mixture. This method was ekperimentally confirmed in the case of both
density and viscoéity to better than 0.5% accuracy. It should also be
pointed out that the most important properties to the study—density,
diffusivity, and surface tension-—are very weak functions of cﬁain length

between C., and C To illustrate the above method, we see that the

12 15’
density of the mixture, P iyr AN be calculated by:

P

mix = 0+36P1p * 05100y 5 * 0.25py), *+ 0.0150,
Oriy = 0-15(0.749) + 0.575(0.756) + 0.250(0.763) + 0.015(0.768)
Prhsyx = 0157

5 . v S
Composition was determined using temperature programmed gas chromatography.
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This value compares quite well with the experimentally obtained
value of 0.756 (all values takén(at 25°C.) In a similar manner we can
obtain an average molecular weight for the mixture:

*x

MW .
mix

0.16(170.33) + 0.575(18k.35) + 0.25(198.38) + 0.015(212.40)
186.04 -

fi

mix

"1. Molecular Weights and Critical Properties

The values of molecular weight and critical properties were obtained

nol

from two sources: Maxwell's "Data Book on Hydrocarbone for the alkanes,

~_and the "Handbook of Physics @gqﬁgpggigtgy”jl for the remaining substances.

Numerical values are listed in the following table:

Molecular Weight Critical Temp. Critical Pressure

Substance (gms/gm-mole) (°K) (atm)
n-Pentane 72.15 o h69:8 32.6
Cyclo pentane ‘ 70.13 512.0 bh.6
Isopentane | 72.15 460.6 ‘ 32k
Ethyl ether < 7h.lp 466.9 ' 35.5
Carbon disulfide 76.13% 552 78.0
n-Tridecane 186.0k - -
Nitrogen 28.0 . 126.2 33,5
Helium 4,00 5.0 ’ 2.06

2. Vapor Pressure and Surface Tension

~a. Pure substances. There are two comprehensive works on organic

chemical properties, both of which were used to obtain the vapor pressure

and surface tension behavior of the substances of interest as function of

temperature. These works are: "Physical Properties of Orangic Compounds',
- "Advances in Chemistry Series”;3 and "Physicochemical Properties of Pure

79

Organic Compounds", by Timmermans.'~ The data reported in this secticn

reflect the most .recent given in the above two worké, particulafly when



‘ Physical Properties’of Normal Alkanes

Surface

2.86

Substance Density Thermal Heat Normal . 100 mm Viscosity
(gm/m1) Conductivity Capacity Boiling Pt. Vapor Press. . (cp.) Tension
25°C (cal/sec®Cem) (cal/gm°C) (°c) (°c) -~ 20°C  (dynes/cm)
- - 20°C . . o : 20°C.
Pentane 0.626 0.000%22 0.600 36.1 20.2 0.239 16.0
' Hexane 0.660 0.000%29. 0.550 68.7 15.8 0.314 - 18.4
Heptane 0.68k 0.000335 0.530 98.4 41.8 0.%09 19.3
Octane 0.704 0.000337 - 0.525 125.6 65.7 0.542 21.8
Nonane 0.718 o.ooo337 0.503% 1 150.8 88.1 0.711 22.9 -
Decane 0.730 0.0003%5 0.522 RO 108.6 0.861 25;9‘_
Undecane 0.740 - 0.520 195.8 ©128.1 0.995 2k,
Dodecane 0.749 - 0.518 216.2 1h6.2 1.150 5L -
Tridecane 0.756 0.000345(est) 0.521 23h.0° 162.5 1.520 ' 26.1
- Tetradecane  0.763 -- 0.519 252.5 178.5 2.22 26.6 .
‘Pentadecane  0.768 - 0.522 270.5 19%.0 27.1

The most convenient and
"Physical Properties of

detailed source for the properties of normal
Organic Compounds”, Advances in Chemistry Series, Vol. II.

alkanes was'f und to be:

-62T- -
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there was 2ny disagréement between the experimenters that contributed Lo

the above compilations. Since the vapor pressure was frequently desired

to an accuracy of O.lo%bfor a-variety of.intérfacial temperatures; the

procedure. used ‘was the fbllowing: First %he existing dété were used to ‘ .

calculate the constants in an equation of the form,
J = +
Log,o(VP) = A B/T

Then a short computer routine was written tovcalculate values of vapor
pressﬁre as a function of temperature for the range of temperature from

0°C to the boiling point of the substance in question. These values were
printed out for.temperature steps of 0.1°C, which was the accuraéy'to which
the interfacial temperature.could be determined with the experimental
apparatus. Values of vapor pressure versus temperature are tabulated be-

low for all of the substances of interest.

Vapor pfessures of Pure Substances in mm Hg

Substance -10° 0° 10° 20° 30°
n-Pentane -- 173.8 279.6 418.8 610.9
Cyclopentane S - 171.0 259.2 282.3
Tsopentane -- 255 .4 387.2 570.6 27.85°Bp
Ethyl Ether | 112.3% 185.3 291.7 Lho .2 647.3
Carbon disulfide  72.2 130.0 207.5 307.0 k26 4

Tridecane - (Vapor Pressure = 1.0 mm Hg at 66.3°C).

The surface tension data for the above substances are given in the
following table. For accurate interpolation between given temperatures,

the formula, .
' ) 1.2 o
v/ = (T, =T/ (T, - 1)) |

c
can be wtilized, where T is the critical temperature of the substance.

“
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'_Sufface Tensions of Pure Substances in dynes/cm

‘Substance - 15° 20° 25° 30°
n-Pentane - 16.00
Cyclopentane - - 23.16 -  22.57 - - 21.17
‘ Isopéntane v o 15.0 § 13.93
Ethyl Ether : | 17.62 17.06 15.95 ’
Carbon Disulfide . 33.07 20,05
Tridecane | 26.1 . 5.2

Db. Mixtures. There are a number of methods for the prediction of
the variation of surface tension and vapor pressure of a binary liquid
‘mixture with composition. In this work the vapor pressure behavior was
v.determined experimentallyvby using'a very low flow rate of N, within
- the channel and analyzing the exit gas stream until it reached an equili-
brium value with respect to time. The éxperimental results agreed some-
what better with a simple_Raoult’s law assumption than with the more

19

complex theorybdue to Chac and Seader.’ This is not too surprising, since
the latter is based on Regular Solution Theory, and this tends to break
down when the two species havg greatly differing molecular weights, as was
the case here. Thus all the final calculations.were carried out using the
experimentally.obfained vapor pressure relationships. Figures 24, %5 and
36, show the experimental data in the form of géé phase partial pressure
?ersuS'liquid phase mole fraction fof'the solutés n—péntane, cyclopentane,
and ethyl ether, with n-tridecane the solvent in-all cases.

Reid and Sherwobd66 have presented several correlations for pre-

dicting the surface tension of non-agueous mixtures. The most accurate

method, and the one ‘they recommend is

This equation reduces to the assumption of linear behavior between the pure

‘component values for & binary mixture.
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1.0 1 | | . |
n-Pentane/Tridecane system
at 20 °C
0.8}—
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Fig. %4. Vapor pressure of n-pentane versus liquid phase, mole fraction
for the system n-pentane/tridecane.

® = experimental data points
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T 1 T

|._3 | v | Cyclopentane / Tridecane system —
at 25°C
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o
'3
Q- .
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o2l | | 1 1
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XL, (liquid phase mole fraction )

. 35. Vapor pressure of cyclopentane versus liguid phase mole Ar?euznv
for ‘the system cycloPentane/trldecane

= experimental data points‘
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EThyI efher/Trndecone sys'rem

| ‘ at 25 °C
08— | _

(porﬁolh pressure , atm)

Raoult’s Law
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0 0.2 0.4 0.6 0.8 1.0
‘ XL, (liquid phase mole fraction)

Fig. 36. Vapor pressure of ethyl ether versus llquld.phase mole fraction
for the system ethyl ether/tridecane.

¢ = experimental data points

‘L
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A more recent wérk by Sprow and Prausnitz promises somewhat
better results for non-aqueous organic mixtures; howevér,_it is also based
on Regular Solution Theory and would thus tend to break down for the case
| of widely differing molecular size. The method also has the disadvantage
of béing quite difficult to apply, as it requires a tfial and error computer
solution to yield the final values of mixture surface tension versus com-
position. : ' . '
Figure 37 represents surface tension data published by Koefoed and
Villadéen58 for the system heptane—héxadecane. For this system the linear
approximation recommended by Reid and Sherwood66 appeafs to be fairly good,
yielding Only-2.h% error in the asbsolute value of mixture surface tension
at the woist point. Since the pfimary use in this work of the variation
of surfaée tension with concentration was for calculation of the Thompson
.number, it‘isvalso desirable to estimate the accuracy of the derivative,
dy/ax,, calculatsa using the linear approximation. A maximum error of
30% ochrs forixc7 =.O;OO; however the most impqrtant concentration region
for the study was between solute mole fractions of 0.20 and 0.50. Since
oﬁly a portion of the mass transfer resistance was within the liquid phase,
the Values ofvxb‘

and x, L
11k interface
run situation. A value of By/axA calculated by connecting these points

shown on Fig. 37 represent a typical

with a straight line differs by only 6% from the linear assumption. If

we construct a tangent to the curve at x.
interface

is found tO be less than 12%. Thus for the most important region of

, the error in By/BxA

interest, the values of ay/axA calculated by using the linear approach
should be within 5 to 15% of the true value for the chemical systems
utilized in this. study.
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30— T ' - I

Hepta ne/He;xodecone system

26—

&nterface

¥pix (dynes/cm)

22

0 02 - 04 06 0.8 1.0
. Xe,

Fig. 37. Surface tension versus liquid phase mole fraction of n-heptane
for the system 8-heptane/n-hexadecane at 20°C, as obtained by Koefoed
and Villadsen.” ' y

upper solid line indicates experimentally observed behavior
lover solid line indicates ideal mixture behavior
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3. Dengity and Viscosity

a. Pure substances. In-addition to the two previously cited works

: . : . 31
-on Organic chemicals55’79-the "Handbook of Physics and Chemistry") was

found to be helpful, particularly for the more common chemicals. As before,

".the practice of using the more recent of any confliéting data was followed.

The following two tables give a listing of the density'and viscosity used
for éach-matgrial. For inﬁerpolation between temperatﬁres; density was
assumed to vary linearly with inverse temperature (°K). VlSCOolty was

66,

assumed tovVary'with absolute temperature according to the equation

where A and B: were constants determined from the existing data.

" Substance - - o V'IFViscosify in cp. u(°C)‘ ‘ N u(°e)
- : (Temp. °C) .
n-Pentane o 0.239 (20°) - ' -
Cyclopentane 0.460 (15°) _ - 0.388 (30°)
. Isopentane : 0.434 ( 0°) 0.39 (10°) 0.364 (20°)
Ethyl Ether 0.284 ( 0°) 0.233% (20°) 0.222 (25°)
" Carbon. disulfide 0.456'( 0°) 0.363 (20°) 0.330 (Lo0°)
Tridecane 1.920 (20%)%%  1.73L (25°)%* _—

*¥
Indlcates values obtained experlmentally by the author, utilizing a

capillary tube viscometer.
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Substance ‘ 'Density (gm/m1) 25°C 30°C
» : at 20°C L .
n-Pentane . 0.626 ©0.621 0.616
Cyclopentane - 0.745 o 0.740 . 0.735
Tsopentane. . 0.620 0.615. 0.610
Ethyl Ether - | 0.71k4 0.708 - 0.702
~Carbon disulfide 1.263 1.2% S 1.2%0
Tridecane 0.756 0.75% 0.749

b. Mixtures. The density and viscosity of all the mixtures utilized

were measured experimentally as a funcfion of concentration. In all cases
the density was found to be a linear Ffunction of volume fraction (i.e.,

very little volume change upon mixing); hoﬁevér the relationships for
viscosity were not so well behaved. Figures 58'thr& 40 show plots of vis-
cosity wversus mole fraction’for ﬁhe various experimental systems of interest.
.In all cases the viscosity values were obtained using a capillary flow
vviscometer,‘which was kept isothermal ih a constant temperature bath.

‘DéHSity was determined experimentally using a 10 ml pycnometer.

. L. Gas Phase Diffusivities’

A recent work on the prediction of gas phase diffusion coefficients

is an article.by Fuller, Schettler, and Giddings.25 This summary indicates

that the use of the Wilke-Lee modification of the Hirschfelder-Bird-Spotz
method,87

type utilized in this study (for example, nitrogen with a hydrcarbon) .

yields by far the more satisfactory results for systems of the

This method was applied to all the systems for which the required molecular
properties could be found. TFor some of the systems the Lennard-Jones pa-

rameters could not be found; in these cases the Bird-Slattery approach was
utilized.ll Judging from the tabulation given by Fuller et al., either of
the above approaches should yield a value of diffusivity accurate to with-
in 5% or better, with the Wilke-Lee approach generally being better than

2%. To illuétrate the above outlined calculational procedures, an example

calculation is carried out below for the Nitrogen, n-Pentane system.
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22T T ]
Ethyl ether / Tridecane system
' ot 25°C
|.8p— _
v 1.4 .
2
e
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1.0 —
i
06l -
o2l | ] | |
0 0.2 0.4 0.6 0.8 1.0

XL, (liquid phase mole fraction)

Fig. 38. Viscosity versus liquid phase mole fraction of ethyl ether for
the system ethyl ether/tridecane at 25°C.

® = experimental data points, solid line is best fit to these data.’
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RRY| [ I | I
Cyclopenfone/Trndecone system
at 25°C
0.8}— ]
0.6 }— b —

(partial pressure, atm)

0.4|— S
‘Raoults Laiv\\ S
O.< .
0.2 - —t
0 ‘I | I |
-0 - 0.2 0.4 0.6 -.0.8 1.0

XL, (liquid phase mole fraction)

f

Fig. 39. Viscoslty versus liquid phase mole fraction of cyclopentane for
the system cyc10pentane/tr1decane at 25°C. '

= experimental data points,-solid line is the best fit to these data.
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22— 7 —

| n- Pentane/ Tridecane system
: ‘ at 20°C
.8 ]
3 14 -
Qo
=
<
.
=2
1 1.0 7
0.6 —
0.2 | | | |
0 0.2 0.4 0.6 0.8 l.O
XLA (liquid phase mole fraction)

Fig. 40. Viscosity'versus liquid phaSe_mole fraction of n-pentane for
the system n-pentane/tridecane at 20°C.

@ = experimental data points, solid line is the best fit to these data.
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1) Wilke-lee Approagh:

Dip = B TB/E [(Ml+ ME)/MlMQ]l/g/P(TlE)E ng%(l )

td
1

[10.7 - 2.u6((Ml+ MQ)/MlMg)l/Q] X 10'”

Letting 1 = pentane, 2 = nitrogen; we can calculate the above parameters:

Since M, = 72.15 and M, = 28.0, we Tind that,

1
B = 10.1 x 10"1‘L

2

The temperatureiéf interesfwis 20°C; T = é95.l6; and P = 1.0 atm.
From the Wilke-Llee paper87 we find that for this system, A = 0.0, and we
need only to obtain the values of our Lennard-Jones parameters, Tyo and

e/k in order to finish the above calculation. As the next steps,

rip = {7yt Tp)/2

and the values for W, the collision integral, are tab@léted'versus
kT/e where e From Table B-1, Bird, Stewart, and

L
Lightfoot: "

12 (€l€2)

ry = 5.769 , | r, = 3.681 ; €k = 345, € /x = 91.5

Utilizing these values we see that,

= 177.7 or kT/e]2 = 1.65
. . 11
From page T46, Bird et al.,”” we see that:

W= 1.153/2 = 0.5765

Accumulating all of these values into the expression for D12’ we find,
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_ 10.1 X 1o'u(295 16) 4§o ou96 1/2

1.0(k. 725) (0.5765) 1

12

D 0.0882 using Wilke?Lee Method.

12

A similar calculation was also made using the Bird-Slattery method,

wherein:

P Do/ (P ey 02)1/3 (T,

»cl c2)5/12 l/ml * l/MQ) -

1/2
2.745 x 10”7 (T/ (T Tcz) / )
" substitution of the appropriate values into the above equation and solving

for the value of diffusivity; we obtain:

Dy, = 0.0814

The tabulated values below are those which were used in the calcu-

lations for the systems indicéted.

System’ Diffusivity (cmg/sec) Temp .
‘N, - n-Pentane 0.0882 | 20°
N, - Cyclopentane . 0.0943% - 25°
N, - Isopentane 0.0894* 20°
N2 - Ethyl Ether ' 0.0975 257
N2 - Carbon disulfide ' OflllE , 30°

X .

Indicates use of the Bird-Slattery method due to inability
to obtain the necessary molecular patrameters for use in the
Wilke-~Lee approach. '

lll
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5, Liquid Phase Diffusivities ..

The estimation of'liquid—phése diffusion coefficients is the most

uncertain of all the physical property calculations that were necessary

in this study. This difficultybwas anticipated, and in fact was one of
" the primary reasons for the choice bf the liquids that were used in this

investigation. Since the liquid phase concentrations were varied over

an extremely wide range and in view of the strong dependence of ﬁhe dif-

fusivity on specles concentration, a reliable method of predicting this

- behavior as a function of concentration was a necessity. TFortunately,

such a method exists, and has been confirmed quite well experimentally in

a work by Bidlack and Agdéréégtio The BasiéAresulEs ofithéfﬁfaiédk‘and
Anderson study are that the group (DLu) varies linearly with mole fraction
over the entire concentration region. This was experimentally confirmed
for the systems hexane-dodecane and héﬁtane—hexadécane, and to a lesser

extent (5% error at the worst point) for the system hexane-carbon tetra-

.chloride. The similarity of the firs£ of the abové systems to all of the

systems used in this study (with the possihle exceptions:ofiEther and
CSQ)is obvious. It is then encouraging to note that the above method of
prediction was good to better than 1.0% for hexane-dodecane over the
entire concentration range. Thus, we need only the two limiting values
éf the diffusivity, and thé functionality of viscosity against mole
fraction to yield an expression fdr DL Vs XLA‘

Experimental data for viscosity versus mole fraction have already
been presented in Figs. 38 thru 40. As can be seen, the experimental
data are all quite well-behaved, and could be.fitted to 0.5% accuracy
with an expression of the form: '

)2

L= A+ + olxa
o= A+ B(XL,) F (X, g

here the constants A, B, and C are determined from the best curve through
the experimental data. The solid lines in Figs. 38, 39, and 40, were

obtained from the above polynomial expression.

»
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Two methods were employed .to calculate the values of diffusivity
' 8
at infinite dilution. The. first was the familiar Wilke-Chang 6 equation:

 0.6‘

1/2‘ 4

. : 8
Dyp = 7.4 x.10 (Mg)
The second approach,.which was found to yield values which agreed somewhat
1
better with the experlmental data published by Bidlack and Anderson, 0 was

that of King, Hsueh, and Mao

G

Values determined from the two methods usually agfeed to within a few per

cent; and since thé Wilke-Chang equation is less accurate when the differ-
erice in molecular size is large, the Kihg et al., method was relied upon
when a discrepancy existed between the two methods. With the two values

of diffusivity at infinite dilution, D., and Dzl’ we could then write a

12
“final equation for ocur diffusion coefficient:

Dioks b1y Dighp )Xy

) o

+ (D -D

L~

This procedure was carried out for each system, with the resulting equations

tabulated below.

Pentane - Tridecane

DL = 10‘5[(2.11 - 1.22 XLA)/(1.92 - 2k74»XLA + 1.06 XLAE)]

Ethyl Ether - Tridecane

+ .824 X1, 2)

‘A A ]

D, = 1077 (2.02k - 1.176 XL, )/(1.730 - 2.332 X1

Cyclopentane - Tridecane
DL = 10'5{(2.00 - 1.20 XLA)/(1.730 - 1.32% XLA)]
(note that a linear viscosity-concentration curve was sufficient in this

case).
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APPENDIX E
:Caleculational Details
The major purpose of this section is to illustrate several of the
more involved calculational procedures outliﬁed in the main body of this
work. Also; a small number of relatively simple, but important calculations

which were not discussed elsewhere will be given in this section.

Gas Phase'Reynolds Numbers

The motion of the liquid‘interface was lgnored in calculating all
the reported gas phase Reynolds ﬁumbersvin this study, i.e., the calcu-
lations wére carried out aé theugh»fhe gas were-flowing through a reectangular
channel with thedimensionsl/Q in. by % in. The appropriate formulé for

this situation is then given by,

u»Rh G :
pe = T (B-1)
where Rh’ the hydrauiic radius is given by:
. B X W o)
Ry = zg + o (E-2)

and for the experimental channel, Rh =-0.21k4 in.

Iiguid Phase Reynolds Numbers

The liquid phasge Reynolds numbers were calculated with the drag on

the upper surface ignored, i.e., using Eq. (E-1) but with Rh being given by,

Hx W
By e | (E-3)

or for the experimental channel, 'Rh = 0.375 in.
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The Calculation of Interfacial Temperature Differences
.Caused by an Evaporative Heat Flux

“As was stated in Chapter 5, for the experimental syotem utlllzed
in this study the solution to the heat transfer problem can be carried
-out quite accurately by ignorihg thg gas‘phase contribution. Thus the
mathematical problem to be treated‘is that of a moving liquid which is
subjected to an interfacial heatvflux of the form:
Unt © AHvap(NAo) (E-4)

 If we assume that the liquid motion can be represenﬁed by a con-
stant velocity equal to the interfacial velocity, then thé'concept of
penetration theory can agéin be used. The x-direction can be converted
to t, the exposure time; .

Cx o= U, . . (E‘5)

int (E)
vWe can now use, as & first approximation, the penetfation approach
for the calculation of the gas phase mass transfer coefficient, this some-

what underestimates the heat flux. Then for the case of NBO = 0, AHV. =

ap
constant;
. o
a B kx,loc(wa AAO) AHvap (B-6)
int ~ 1l - x
Ao
where
AB
1 . —_— -
ke doe = S NV Oam (E-7)

The application of Fourier's law to the liguid interface gives:

Unt = " K 5y o (£-8)
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" In Eq. (E—8),“kt. repreéehts the thermal conductivity of the
liguid in question, and T - the liquld temperatiure. The preceeding set
of assumptions defines the problem of ‘a transient temperatiure penetration
into a semi-infinite body, whose surface temperature grédient'ié given as Ca
a function o% t-l/e; i.e., k BT/BY = -1/2}

problem hac ueen carrled out by Carslaw. and Jaegerl7'w1th the "assumption

'The solution to such a

‘of a constant 1n;t1al fluid temperature, Tw. Their solution can be
manipulated to yield an expression for the interfaciai temperature of the
form: '

1/gr(l/e)

,(giﬁ% - Qm)% kt . o L (E-9) L

where « _is.the liquid phase thermal'diffusivity The value of B
be déetermined from the combination of Egs. (E-6), (E- 7), and (E- 8).

To demonstrate the order of magnitude of the interfacial to bulk
temperatﬁre,differgnCe, let us now carry out several sample calculations
-for’ some representafive run conditions. ‘ '

1) Evéporation of'pure n-pentane into niﬁrOgen under the following flow
conditions: . _

gas flow QG = 200 ém?/sec

liquid flow QL = 0.40 gpm

liguid bulk temperature T; = 20°C

The above given flow conditions correspond to an interfacial
velocity of H.3% cm/sec, or if we consider an exposure length of 45.7 cm

the exposure time is 8.6 sec. Making use of Eg. (E-7) and the.phy51cal

properties given in Appendix D, the value of kx léc can be found to be:
k. = h.h6 - 10‘5(0 0882/5 1&)1/2 (-1/2 6
' X,lOC" . AB
1 - 1/2 . . ’ 2 e - _ @
kx}loc * 1 )-F5 X 'LO (-t’ ) G_AB gm-m01§s/cm_ sec

As a first approximation, let us use the bulk liquid temperature to

establish:  the equilibrium value of x = 0.972 (from data given in

Ao
Appendix D.) Substitution into Eq. (E-6) now yields;
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- DI /- N 2
int = %.26 x 107°(t77/7) cal/em"sec

o

Thus we can now solve for the parameter, B

“tion and Eq; (E-8);

17 by making use of its defini-

2

L, -
al = - %.,26 X 10

Substitution into Eg. (E-9) will now yield the final value of

interfacial temperature to be,

Tipg = M:7°C
" or the bulk to_ihterfacial temperature drop is>predicted to be on the order
of H.3°C. If we cafry out a second calculation using 14.7° = Tint’ a

AT of 4.0°C is obtained.. As was discussed in Chapter 5, this is somewhatv
larger than the observed temperature difference; however, cellular con-
~vection due to density effecté could be observed in most of the pure
component evaporation runs. Benard cells were mofe important than in
interphase experiments primarily due to the much lower viscosity of the
n-pentane and iso-pentane as compared with that of tridecane. Thus, an »
excellent test of the accuracy of thé-above caiculational method is to

apply it to the CSQ/tridecane‘runs at XL, = OLEOO, since there was no

cbservable cellalar convection of any(kiﬁd4undek these run conditions for
this éystem.. ‘ ,
2) Evaporation of carbon disulfide from tridecane into nitrogen under the
fellowing Tlow conditions: |
166 cm5/sec
0.400 gpm
liquid interface temperature 30°C

| ' 1iquid bulk concentration (x1,) = 0.k00

- The above flow conditions correspond to an interfacial velocity of

i

gas flow

liguid flow

i

5.2 cm/sec, or if we consilder an exposure 1ength of 45.7 cm, the exposure
time is 8.8 sec. Since the interfacial temperature is given, the calculation
is no longer trial and error, as the value of Bl can be determined uniquely
from the given conditions and a knowledge of the interfacial equilibrium

constants.,
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From Fq. (E—7) and the physical prOpertles found in Appendix D,

the value of k! can be found
- ) . x,loc
k' o=k L6 2v10“5(o ilie/j 14)1/2 t'l/2 6
“x,loc : : ot ' AB
- 8.25 X 1076 /2 ¢

AB

As a reasonable first approximation let us use the interfacial concentra-

tion predlcted by the low flux solutlon and an . approximate high flux

~correction factor to obtaln a value of. the interfacial mass flux,

%, = 0. 560(0 51&) = 0.288
Q - 1.60 X 10'2 t-l/2'

,int‘

Again'sblVing forffor ‘Bl.,we obtain the value,

By = - 1.6 x 1072

and the predicted- AT. is 2.6°C, which compareé very well with the experi-

mental values of 2 b to 2.7°C whlch were obtained for these conditions.

Calculation of High Flux Interphase Transfer Coefficients

Sample Calculation for the System n—pentane/trldecane

1) Conditions: nitrogen flow = 166 cmB/sec
. 1iquid flow = 0.40 gpm
temperature _ = 20.,0°C
= 0.500

inlet. liquid conc. XLA00

2) Assumptions will be those indicated in Sec. 6(A)-1 (for the hlgh flux

and high. concentratlon level addition of res1stances.
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3) Using the-assﬁmptipn of no volume change upon mixing in the liguid
phase, and letting népéntane be component A, tridecane be component B,
‘then the liquid phase mole fraction and volume fraction of A may be re-
lated by -the equaiion;'
f e
A A’ "BUA
MpPa

‘From the above equation we find that ¢A§ = 0;550. The low flux

(E-10)

. interphase nunerical solution yields the result that

Pro ='o.52u(¢Am) = 0.173

Using the equilibrium data for n-pentane we find that the interfacial

equilibrium concentration in the gas phase is given by,

%, = 0-172

Using the low flux prediction of the interfacial conditions we can now

calculate the flux level correction factorg:

R,o(liq) = !éQ—L;EEf-m ~0.190; ~or 1 + R, (1iq) = 0.810
L R Ve ) = YO

From Fig. 12, using the curve for penetration theory, we find that
@AB(llq) = 1.16
A similar calculation for the gas phase yields:

R

AB(gas) = 0.209 or GAB(géS)_: 0.883

The low flux computer solution yields the fact that,

k
k_"{liYg - 0'908
- p,avg
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It we now use, as a first guess, the low flux interfacial conditions then

“gubstitution into Eq. (6-10) gives,

ix avg _ o, 88%(0.908)/1.16 = 0.691
\ ®,avg
If we now make use of thi value to determine a new value of X6 from
Eg. (6-10) (and hence ¢ ) it is obv10us that it will not agree with the
low flux value; hence 1ef us. now tzy a new value (obtalned by guessing)
of ¢ = O.@OO(@AW/. Making use of this value,; and the corresponding

Ao

equilibrium value of x = 0,192, we can now calculate revised values for

Ao
AB(llq) and uAB(gas). The new values are:

g T45a) = 1. 1)
GAB(llq) L.140

GAB(gaS) = 0.860

vAgain, substitﬁting into Fq. (6-10) we now Obtain f9r the ratio of high
flux coefficients a value of 0.685, which differs by only 1% from the
initial value. Thus the calculations have converged to within about 1%
efter the second iteration, which is sufficiently close for our purposes.
A comparison of the low flux and high flux results shows that the high
flux value of ¢Ao_ie 0.198, as compared with a low_flux_value of 0.173.
The value of XAO has also increased from 0.172 under the low flux condi-
tions to a value of 0.192 at the high flux conditions.

] The net effect therefore has been to decrease the 11qu1d pha>e
derlng force and increase the gas phase driving force so that the two
mass transfer rates remain equdl. This occurred because the liquid
E phase mass transfer resistance'had gone doﬁn'more rapidly with the in-
crease in flux and concentration than had the gas phase resistance. In

order for the fluxes to remain equal, the driving forces had to change in

the manner outlined above.
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vThompson Numbér Calculations

1) All the important phy51cal properties (DAB and p) will be

assumed constant, at the values associated with the interfacial conditions.

~2) For the sake of simplicity and to have a standard method of

‘calcuLatlon, the concentration profile used to obtain oC /By will be cal-

culated using the standard penetratlon theory approach.

3) The value- of interfacial concentration will be assumed to be
the . same asthat obtained using the interphase numerical Graetz solution
carried Out by Byers.

4) The value of h to be used in the Thompson number will be the

 ”depth of penetration" of the concentration profile based upon a lineari-

zation of the interfacial value of dC /By to the bulk condition (see Eq.
(5-12)).

‘B; Penetration Theory

‘The derivation of the penetration theory solution can be found on
. 1
page 539 in Bird, Stewart, and Lightfoot. + The final expression for the

concentration profile is given on a dimensionless basis as:

' y
- C /C = erfe] e (E-11) -

AT Ao V% D,px/U,

int

This equation gives the concentration és a function of both
distance downstream and vertical distance. With a little further manipu-
lation, Bird et al. obtain the expression for the distance to which the
concentration profile has penetrated, based upon the interfacial slope
being linearized to the bulk conditionsg;

h= - x/UanC (B-12)
The expression for the Thompson number, based upon a concentration

dependent variation of surface tension is given by,
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e B L

- As a'sémple calculation, the n—pentane/tridecane system will now

Th # =

" be considered under the following conditions: .

- 166'cm5/sec : QL = 29.3 cm5/sec = 0.05 “

Ls.72 em

D
[*p]
il

*a,bulk

ka3
il

From the interphase computer solution we find that,

= 0,025 and U, ., = 5.19 cm/sec

*po int

Ibr the nﬁpentane/tridécane’system, 'éy/axA = 10.1 dynes/cm. From the

penetration solution we find that
h = 1.8 x 107° cm, and BXA/By = l.BB-cm*l at the channel exit.

By placing each of these quantities into the appropriate position in the
Thompson number expression and carrying out the indicated operations we
find that, ”

Th # = 20,900 at.channel exit.

These calculations can be carried one step farther to determine
'aﬁ average value of the Thompson number for the exposure, since each of
the terms entering into the expression for the local Thompson number have
a specified x-direction dependence. Putting this dependence into the
expression for the local Thompson # we find that,

Th # ~ xl/2 5

and by a simple integration_we find that, averaging over the exposure
length - ' ‘ '

, - P
?h #)avg B 2/3 Thf)local
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Thus for the sample exposure we can calculate an average value of

Thompson number for the total exposure as:

Th #avg = (2/3) 20,900 = 13,900 °

it should be noted at this point that all the mass transfer cor-
relation calculations were based upon a critical value of the average
Thompson number of 8000. This seemed to represent all of the systems
studied faifly well, and has the added advantage of eliminating the measure-

ment of the value of Thcr for each of the gystems.
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'APPENDIX F

Nomenclature

slope of the'velocity profile at the interface (sec_l)
an arbitrary numerical constant

channel half width (cm)

an arbitrary numerical constant

total concentration (gm—moles/cmj)

species concenfrétion (gm—moles/cmB)

constant defined by Eq.(5-22)

constant defined by Eq.(5-21) v |

heat capacity at constant pressure (cal/gm °C) -
heat capacity at constant volume (cal/gm °C)

diffusion coefficient in the binary system A-B (cmg/sec)
diffusion coefficient of component 1 at infinite dilution in
cOmponentvE

diameter of cylinder (cm)

fraction saturation of the gas phase'(either temperature or

concentration)

mass flow rate (gms/cm2 éec)

Grashof number (dimensionless)

acceleration due to gravity (cm/secg)

Henry's law constant (atm. cmj/gm—moles)

height of a fluid phase (cm)

heétAdf’Vaporization (cal/gm—mole)

depth of a liquid layer (cm); also used in this study as the
penetration depth of a concentration profilé in the liquid phase
gas phase heat transfer coefficient (cal/cmzsec °Q)

molar flux of species A relative to the volume average velocity.
molar flux of species A relative to the molar.average velocity
mass transfer coefficient at low flux.conditions (moles/cmgsec)
mass transfer coefficient (applicable at high flux conditions)
(moles/cmesec) - - |

gas phase mass transfer éoefficient-based on partial pressure

driving force (mbles/cmesec atm)
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thermal conductivity (cal/cm secr°C)

constant used in computér solution (see Eq.(5-2L))
constant used in computer éolution (see Eq. (5-24))
exposure length (cm) v _ '

length of cylinder (see Eq. (3-4)) (cm)

molecular weight of species A (gms/gm—mole)

dimensionless group used in solution to cylindrical heat

‘transfer problem in Chapter 1 (see Eq. (3-L4))

molar flux of component A relative to stationary coordinates
. 2
(moles/cm” sec)

Reynolds number (dimensionless)

" total pressure (atm)

partial pressure of component A (atm)

critical pressure (atm).

log mean pressure of compohent B

gas flow rate (cmB/sec)

liquid flow rate (cm3/5ec)

interfacial heat flux (cal/cmesec)

Rayleigh number (dimensionless)

hydraulic radius (cm)

dimensionless flux ratio

molecular collision diameter (A)

ratio of fluxes acrosg interface (mass, molar, or volume )

Schmidt number (dimensionless)

- Sherwood number (dimensionless)

temperature (°C)

eritical temperature (°C)

Thompson number (dimensionless)

time (sec)

méan gas phase velocity in the x-direction (em/sec)
interfacial velocity in the x-direction (cm/sec)
velocity in the x-direction (cm/sec)

velocity vector (cm/sec)
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v velocity in the y¥direcfion:(¢m/séc)
molar volume of component 1 at its boiling point (cma/gm—mole)
partial molal volume » . | |
W channel width (cm)
(1) collision integral “ |
horizontal distance variable (cm)
dimensionless horizontdl distance variable = x/1,

mole fraction. of component A

W
X
X
XA I ,
XLA liguid phase mole fraction of component A
y vertical distance variable (cm),

y “dimensionless vertical distance variable - y/b
z length variable ﬁsed'in solution of cylindrical héat trénsfer
problem (cm) '

Z .- arbitrary interfacial concentration (dimensionless)

A
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Greek Letters

thermal diffusivity (cmg/sec)

érbitrary-constants defined by Eq. (6-16, 6:17)
variable used in heat flux solution (see Eq. (Ej9))
coefficient of volumetric thermal expansion (cmj/ °c)

surface tension (dynes/cm)

gamma. function

indicates the difference between two quantities

film thickness (cm)

maximum attractive energy between two molecules (ergs/molecule)
dimensionless variable defined by Eq. (3-4)
dimensionless distance defined by Eq. (4-3)
dimensionless concentration of component A
dimensionless flux correction factor

dimensionless variable defined by Eq. (4-3)

viscosity (centipoise)

kinematic viscosity (centistokes)

dimensionless variable defined by Eq. (L-L4)

constant = 3.1416

density (gms/cm5)

dimensionless temperature variable

volume fraction of component A

dimensionless flux ratio

dimensionless mass transfer rate defined by Egq. (5-15)

vector differential operator



1,2
A,B

avg
cr
sl
a
i,int

in,inlet
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- Variable Subscripts

refers to component 1, 2, etc.

refers to’compbneﬁtrA, B, etc.

refers to the binary system composed of components A and B
average ofva quantity

at or near the eritical point for'cellular’flow instability
in the gas phase, or based upon the gas phase

quantity evaluated at the interfacial position

quantity evaluated at the inlet, or start of the exposure

. section

D/Dt
def

div

grad

' in‘théflIQuid phase, or based uponthe Iiquid—phase

a.local or point value

quantity evaluated at the interfacial position
refers to a liquid mixture

based upon mole fractions

based upon vblumé fractions'

quantity evaluated in the bulk, or at a large distance from

‘the gas-liquid interface

'Mathematical Operators

-substantial derivative = = (v + 4)

cdt
_ !auj éu,\'
deformation operator = RS;E axil

‘divergence of a vector = (A + v)

operation of A on a scalar function
)

t. . : 5
vector dlffefentlalvoperator 2 Si 5;; , where 81

are the unit directional vectors
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