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Abstract

A V'_'High-priOrity'paralysis is the degradation that can 6ccur in multi-.‘ )

Lv'programming systems when schedulinc is based prlmarily on. preaSSIGned
"prioritieg.v It can be alleviated by modifying the schedulina ano- ;
rithm to maximlze the numoer of programs active at one time. The case.x
' history givern here indicateS'tWe general meéhbds b& which simulteneity,
can te incfeased: Possible refinemeﬁts in the scheduling'algorithm o

for future Improvemsnts are considersd briefly.

fted in tb&; note wzs supported by_the'ba1ted States. Atomic. -
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introduction. Sihce\this is é case history,‘much'ofnthe discussion must
be couched in terms peculiar to the particular computer and operating
system involved. Nevertheless, the problem is; potentially at least, a

general one, and theﬁsteps taken to solve it, and the philosophy underlying.

- them, have general validity.

. The body of the note consists of four secticns: the patiént, the symp~

toms, the treatment, and evaluation. The first section presents a sketch

- of £he affected system in enough detail to provide an adequate background

for the next two sectlons, which describe the Symptoms and the treatment.

" for this particular case of high-priority paralysis. The fourth section
" offers some evidence of the success of the trestment to date, points out

its limitations, and indicates some possible extensions.

" The patient: a brief description of the afflicted system. The system underi'

consideration was the Chippewa Operating System.on the Control Data 6600 -

computer. The 6600 is an eleven-computer complex, consisting of a very

3

lerge, very fast central compuﬁer'plus ten small, moderately fast pexri-

pkaral computers. The central computer has no I/O commands and has no

" direct communication with any 1/0 channel or device; the peripheral compu-
ters (PPUs), on the other hand, all have access to all 1/0 channels and
devices and also have (read and write) access to the memory of the central

‘computer.

Under the Chippewa system [1,2] one PPU is given the task of driving

- the operator's console, another is given control of the systém via the

chief executive program (the monitor), and the remaining eight PPUs,

c2lled "pcol PPUs,' ars evailable for assignment as needed. The central

corputer and all of the pool PPUs function as slaves to the monitor.

*  Althouzh som

€600s hava bteen deliverad with only 32X of ceniral memory,
ne Installatizn 4 ri ners ha
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' Communication between ‘the monitor and the pool PPUs is’ accomplished through

PPU communication areas in the memory of the central computcr. ‘Other cen- :fﬂ3?:

' tral memory communication areas, called "control points,"_are used by the
_monitor‘fo goﬁernvthe‘allocation of system regources~(oentral memory,(the‘
. central prooessor, I/O devices, etc.) to active'progromSa

.Only one program can be assigned to a coﬁtrol point at a time, and a
© program eannot be "active” in any.sa1se, or own, lease, or occupy any of_

12_'central memory, unless it is assigned to a control point. The control .

point also provides space for storing the contents of the operating regis-_{“ife1557'

‘ ters Qhen @he central frocessor is assigned to a program at a different - o
1oontrol point. |

‘ There-are seven of these control ooints available; in”pfactioe, two
‘are normally used for system input and output (the formation of the Job
1nputvqueue and the printing of ;obs in tﬁe output queue). (The two

system I/O routines use cenﬁral memory space for buffers but never require-"x

.’ the central processor.) The other control points are handled in a streight- . 2

forward multiprogramming fashion with a simple-minded scheduling a]gorfthm'

first come, first served, with corflicts resolved on the basis of a oriority">

k] 3
RS

Pransiigres by the progremmer. In particuler, when a conirol point be-

-eomes free; 1t is given to the highest~priority Job in the input queue;
'-similarly, the central processor 1s assigned to the highest-priority Job'

'}which requesos 1t, and 1s released only upon inltiation of an I/0 rsgue

'or the demand of a rrogram with higher priority.

‘The symotoms. The symptoms by which the hign-priority paralysis was recocg-

nized are as straightforward es the system 1tself:

(1) The occupation <f one or more control points by high-cziorlt,

k3
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jbbs fequifing more central memory than was currently available. The
high-priofity Jobs were unasble to execute because they could get no
core,'and‘the smaller, low-priority Jjobs in the input queue were

unable to éxecute because they could not reach a control point.

(2) The hogging of the central processor by a high-priority, compute-,

bound program when other control points contain other, more I/O-

limited, programs walting to execute.

"The result of either of these occurrences was paralysis of one or more

control points, at times reducing Chippewa from & four- orfive-way multi-

pfogramming system to a sausage-style system with spooling.

The treatment: its philosophy and imolementation. Thé principle behind

the treatment adcpted was: Maximize the number of programs which are truly

“active at the seme time. ("Truly active" means that the business of the

program 1s being advanced in some manner: prcgrams waiting for storage or .-

for the central processor are not "truly active"; programs waiting for the
completion of some I/O operation are.)

The most obvious implementation of this principle, at least with res-
pect to the first of the two forms of paral&sis mentioned above, is to

increase the number of control points. Unfoftunately, the number seven, -

. In the form of three-bit fields and masks; is so deeply imbedded in the

.. system that this course was deemed infeasible. The alternative selected

is to give a lower priorty Job precedence i1f it will fit into available

'

central memory. Thus a free ccntrel point is assigned trhe highest vricrity

Job that will fit in the memory avallable; 1if nc job in the input qusue

- ot g

will fit, the control polint rerains idle. This has the disadvartage of



) u_fprogram drivinv the operator s console. (These times are maintained to

PR

jﬁfimposing overnight turnaround on very large Jobs, but since most such Jobs';fn;;}-

T are production runs, such turnaround is.acceptable. Other rellef in the

o form of & priority lncrementer and an operator-assignable must -load" pri—

: ority, has been provided for the exceptional cases. ‘
To attack thevsecond form of the paralysis it is necessary to maxi-

rvmize the number of Jobs which are doing I/O 51multaneously. In general,

" this’ could best be accomplished by assigning the central processor to that .

-Job which wouldvrelinquish it soonest (after initiating an I/O request),

" if there were some way to decide which Job that was. A brief attempt

- was made to have the operators assess the situation and manipulate prioriQerﬁifi:”"
' ties, but -their success was haphazard, and their response to other demsndsvif

' seriously impaired. As a result, an'automatic, dynamic priority assignment,7ffu

-“routine, whicn periodically recalculates the priority of each executing Job
-“as a function of the ratio of compute (central processor) *ime to I/O

(peripheral processor) time charged to the Job, was-incorporated into the .

- near-millisecond accuracy in the control point communication areas oy the, o

monitor as a matter of course.) Since periphezal processor time is rouchlyr_: :

.proportional to I/O time, this procedure tends to assign the highest
':priority -- and hcnce, when requested, the central processoz -~ to the

" most highly I/O-bound job.

.

svaluation: there always 1s a bottleneck. Rigorous evaluation of the-

effects of the system. changes described above 1s difficult to achieve,

for the. development of adequate evaluation techniques came after the Instal-

. Jation of the changes. Thus, thouzh we can describe the current state of -

- effairs with some accuracy, our estimate of the original state is necessarily

S h-oo --:'i- UCRL 17838 Revj:‘
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'apprXimaﬁé.> Even rough estimates can be of some value, however. thcy
can be found in Table 1. The flgureu given apply to daytlme perlods
whenjtheAsystem'tends'to be saturated with short runs. At night, when
‘ ' o .1aréé, long production Jdbs predominate, the ?anges.woﬁld be uniformly
o »ﬁarfower{ and show an incfease in central processor activity and a de-
crease in all other‘categories. Figuresvfor the original system were
obtained by observation with watch in hand and by examining the QEZEE&EJ': ,
a time-sequenced listing of significant events.for ell Jjobs passed through;',
the system; figurcs for the modified system were obtained from dayfile

* examination and some PPU-resident monitoring routines described elsewhere

(31,
Original System Modified System
' Memory utilization ' N TOwT;% : 90%:'"'-
v Jobs(1Xitn memory essigned 3 b
1/0 chamnets(@ective | 10 - | 13
”—‘EPU utilization | 50% 68%
Jobs(l)/hour through system - 30 . 60
TABLE i (all numbers are mean vélueé)
(l) Excludingvthebsystem 1/0 jobs |
(2) Excluding the channel dedicated to the operdtor's console
7"Qg,v-*  - It is clear that the modified system gets more out of the computer

tban tre origiral syu,bm, but 1t also appears that we have tradsd ore
ccntrol veoinis) for another (wemory srtace). Sipce the like-

lihood of fitting addltional Jobs into cors 1s srmall, any further improve-

nent must coms In the area of inersasing simultaresus activity. Thres



. requires accurate knowledge of the personality of the job. Penny [5] hes *

' algorithn is based on the history of the whole Job, instead of only its

o I/Q at the beginning, followed by a more or less compute-ccund period,

SR . -6~ L ;';UCRL-1783‘8le.ev.'::4-;_;.’5-.";:

aPProaches seem feasible' o _ : | .l'v. _ 2

| (l) Modify the - scheduling algorithm to provide a more compatible set
"; of active Jobs, 7

L (2) ) Modify the dynamic priority-aesignment routine to provide more ) '

accurate prediection; |

',_(3)f Reduce, or in some vway utilize, the control point idle time

Coe caused by operator delays.
The first method 1s the most attractive, but the most difficult to
:'"achieve. Past attempts ([h], for instance) have been most concerned with

total utilization of only core and centrel processor time. In the present;.:”5*f

" case we also need a neat dovetailing of I/0 requirements, which in_turn’f"'“"

pointed out the difficulty of obtaining such information in &n open-shop - ’

- sclentifice computing environment, but there are periods, even In open-shop;ﬁf}sa

“t installations, when "production” Jjobs predominate; ‘The characterietics ;;ﬂ:ﬁ
:of such jobs can be determined and used to modify the scheduling algori- . -
; ;thn. The Brookhaven Rational Laboratory has taken some tentative steps i:%iff;d
wg}fin this direction in an effort to relieve disk.congestion [6]. o

The second method (improving the predictive ability oi' the priority

”Jla551gner) orfers e little more promise, prlmarily because the- present

" recent nilsvory. Many jobs, for instance, obszrve the pattern of heavy

“and end with a burst of output. Such Jobs acguire.a hich priority during
N . . . . . , ) '
the injtial input prase, then lock out other, currently morse I/O-bound,

. Jobs while the initial effect wears of7, and finally, are thamselw

¢

3

locksd ocut when Lrying €6 cutput thelr results.  Ey consldzring only
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. -recent history, -the priority'assigner'will_mbre hearly‘reflect the current

character of each Job.,

The major cause of operator delays in the Chifpewa system 1s the

f.assignment of tape drives to éctive\ﬁrograms. On some-systems (the Atles
vvsystem, fof.insténce [71), great pains are takeﬁ to assign tapes before

s granting accesé to céﬁtral memory and the ceﬁtpal proéessor. In Chippéwa,
 ' tepes mﬁst berassigned through the control point, just like any other System"'l

.. resource, and the control point remains idle from the time the request is

posted until the operator cbmpletes the assignment. There are two prac-
tical approaches to the problem: to emulate the Atles system and pre—.

assign all tapes, or to roll out the job during the delay, so that its

‘core may be freed for a more productive program. The course adopted by

- & given installation depends upon the local Jjob mix, of course: an instal-

lation which averages one tape per job, thirty Jobs in the input queue,

-and six tape dri#es, for instance, is unlikely to gzin much from the Atlas
 method. This choice (between "preassignment and roll-out) should be
" carefully cbnsidéred, for reduction of dead time is the most promisihg of

‘ _the three possibilities for immediate system improvement.

Conclusions, The treétment described here was based on the principle that -

"the object of the scheduling algorithm(s) for multiprogramming systems

should be to maximlize the number of simultanecus processes. .In.applying -

A_it to the Chippewa system, & 33% increase (from 1.5 to 1.98) in simul-

taneous processcs achieved a doubling of throughput. The particular steps } ,

by wnich these results were obtained (increasing the nwber of jobs in-

s 3 0 . A) . " o ! ol )
core, end dynamically assigzning priorities on the basis of I/0-bounded-

el

4]

nsss) wave -- and in general will be -- easy to implemernt. Turthermore,



'thelr efflcacy 1s not limited to the Chippewa System. Penny [5] has

_.;;'- =8 o T UCRL 17838 Rev.,v

jshown them effective for any multlprogrammlng system w;th one level of

storage.
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