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Berkeley, California . 

May 1, 1968 

ABSTRACT 
, . 

After summarizing the application of the Rayleigh-Ritz and 

SchvTinger variational principles to the unequal mass ¢3 Bethe-Salpeter 

equation we present, in graphical and tabular form, the solution of the 

bound-state problem. The dependence of the coupling-parameter eigen-

. value on the exchange mas s, external mas s ratio i and binding energy is 

examined in detail for sand p ground states. Mixing of excited 

levels leading to complex solutions is briefly studied, and some Regge 

trajectories are also calculated. Scattering phase shifts for unequal-

mass scattering have been calculated and representative exan~les given. 

The fact that certain levels do not appear to contribute to Levinson's 

theorem is ;also exarllined. Finally the foregoing methods are generalizE'd 

to tHo-channel systc:ms, and channel' phase shifts and inelasticitie:c are 

computed. 
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I. INTRODUCTION 

Perturbation theory has been the single most powerful tool in 

analyzing electromagnetic scattering processes from the point of view 

of field theory. On the other hand, in strong-interaction processes, 

the coupling strength of the interaction Hamiltonian may be large 

enough that bound states occur, in which case the perturbation series 

diverges and this approach fails. One solution to this problem is to 

reduce the coupling strength until the perturbation series converges, 

express the series in closed form, and analytically continue the result 
. . 

as a function of the coupling constant to the desired value. In terms 

of pot~ntial theory this corresponds to expressing the Born series 

(inside its domain of convergence) in the form of an (Schrodinger) 

integral equation. The integral equation can then be continued in 

coupling strength to values fo~ which the Born series diverges. This 

trick can be used to sum the perturbation series of field theory, and 

leads to the Bethe-Salpeter equation (BSE),l a completely relativistic 

wave equation describing two interacting particles. 

In a classic paper,2 Wick reduced the ladder approximation of 

the BSE to Fredholm form and showed that it possessed a discrete 

coupling-parameter (A) spectrum at fixed energy below the elastic 

threshold. Even in the ladder approximation the equation still has 

two nontrivial independent variables, and hence was considered somewhat 

intractible. Upon setting the exchange quantum mass (M) equal to 

zero, i~ick2 and Cutkosky3 were able to reduce the equation to a 
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one-dimensional form, from which they obtained a clear picture of the 

spectrum. Using a form of the Rayleigh-Ritz variational principle, 

4 Schwartz numerically solved the more general equation with M nonzero 

(for the lowest four levels). He restricted the calculation to a 

system for which the external particles have equal mass for simplicity, 

but his method is easily generalized to unequal-mass systems also. In 
':",.; . 

a subsequent paperS Written in collaboration with Charles Zemach, the 

Schwinger variational method was adapted to the BSE and was solved for 

scattering phase shifts as well as for bound states. 

The methods of solution of the BSE given in Refs. 4 and 5 have 

the following in common. Both begin with stationary expressions for 

A. (or the phase shift 0) in terms of a trial function *T(x). The 

trial function is expanded in a complete set of functions; this reduces 

the variational problem to a linear matrix equation in the expansion 

coefficients. The set of equations is truncated, and the eigenvalues 

are found by standard matrix techniques with the aid of an electronic 

computer. Successively larger matrices are used to compute A. The 

resultant sequence of A's gives an indication of the convergence of 

the sequence of approximations. 

Our basic aim in this paper is to extend the numerical calcula-

tion by Schwartz and Zemach to systems of unequal mass and to provide 

a "dictionary" of s-wave solutions in graphical and tabular form. The 

complete range of mass ratios for the external particles was examined; 

the mass M of the exchanged quantum was varied from 0.125 to 10, 

where the units are defined by fixing the elastic threshold at 2. 
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Also p-wave states were examined for M = 1. Since the variational 

solution also gives us excited-state solutions at little extra cost, we 

have included some examples of these. In response to a suggestion by 

Daniel Z. Freedman, we found that the Rayleigh-Ritz method could be 

interpolated in the angula~ momentum, thus allowing the calculation of 

Regge trajectories in the region below threshold. Some examples of 

trajectories are included. Next, we include elastic phase shifts for 

unequal-mass ¢3_type interactions and also for (cutoff) ¢4 

interactions. In the final section we consider the extension to two 

(two-body) channels. In a later article we hope to use the variational 

wave functions to calculate some form factors for the interaction of 

the Bethe-Salpeter atom with a weakly interacting scalar field. 
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II. THIDRY 

The systems discussed in this article may be described in terms 

of three basic quantum fields. Fields ¢l and ¢2 generate particles 

of rest mass and which are to be bound together. Field 

describes a quantum of mass M whose exchange provides the binding 

forces. The interactions of these fields to be considered here are 

(2.1 ) 

(2.2 ) 

These fields are taken to be scalar and without any internal quantum 

numbers. It is essentially a trivial point to include an internal sym-

metry superstructure, and so long as the symmetry is perfect, this 

amounts only to making the coupling parameter in the BS equation a 

function of the Casimir operators of the symmetry group (APpendix II). 

Another interaction which has been briefly studied is 

4 
H(x) = g : ¢(x) : (2.3) 

In the following subsections we review the basic equations and 

notation, following closely Refs. 4 and 5. This is followed by a brief 

discussion of the bound-state spectrum and some comments about complex 

solutions. Next the variational principles used in the numerical cal-

culations are introduced and the trial functions chosen. Finally the 

calculation of the matrix elements is briefly discussed along with 

their Regge continuations. The section closes with an example 
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computation using one trial function. 

A. Review of the Fundamental E~uations and Notation 

Two-particle systems are most conveniently expressed in terms 

of center-of-mass coordinates, since in an isolated system translational 

invariance allows us.to express the dynamics in terms of the relative 

coordinate only. First define the coordinates (x
l
,x

2
) as the positlons of 

the particles of masses (~,m2)' In terms of these coordinates and 

their corresponding momenta (Pl,P2) we define a set of total (X,P) 

and relative (x,p) variables by 

P x := 

(2.4) 

The parameters ~i are restricted by ~ + ~2 = 1 in order to leave 

volume elements unchanged. This definition places the "center of mass" 

X at an arbitrary point on the line connecting points and 

Natural choices from the point of view of nonrelativistic quantum 

mechanics are 

or 

where 
2 1-

ill. = (k + m. )2 
1 lIN 1 

and equals the total c.m. energy; 

however, there is no need to commit ourselves to a choice now. 

We work in a four-dimensional space where components x:= (,~l x 4) 

are taken as real, hence it is useful to define spherical coordinates 

G 
4 

through 



x =: R sinG 
/VIA 
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(2.6) 

where ~(~,~) is a unit three-vector in direction (~,~). In this 
NV 

4 
coordinate system the volume element d x is 

He will need also the "unit four-vector" ~ = WR, X/R). The 

analogous,formulas in momentum space will be distinguished by a sub-

script "p." As a differential operator we define' 

p = -i'V op /oN 
and (2.8) 

The Bethe-Salpeter wave function in ladder approximation satis-

fies the integral equation 

1.)rkK(xl , x2 ) =: 1.)rkK 
0 

(Xl' x2 ) + A. JG A (x;.-x 'I )GB (x2 -x' 2 )V(x 'lox' 2) 

X," (x • '. ' )d 4 , d 4 , 'I'kK 1 x 2 xl x 2' 

Where (A,B) equals (1,2) for direct and (2,1) for exchange ladders 

(Fig.l). The essential feature of the exchange ladder is the switching 

of particles 1 and 2 at each successive rung, and occurs whenever 

particles 1 and 3 carry a conserved "charge" which particle 2 does 

not possess. The rungs are V, a sum of irreducible Feynman graphs, 

and the sides are free-particle propagators G. 
l 

defined by 

224 
(p. + m. )G.(x) = 5 (x) (causal boundary conditions). (2.10) 

l l l 

He \vill tal\.e 
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which corresponds to the one-particle exchange potential. The inhomogeneous 

term 

IJrkO(x)exp(iK'X) 

(2.12 ) 

represents the incoming plane wave. If we are dealing with bound states) the 

inhomogeneous term is absent) hence the wave function depends only on K) 

the total c .m. energy. 

Equation (2.9) may be reduced to a differential equation by use of 

(2.10): 

(2.13 ) 

Translational invarianceiIllplies 

(2.14) 

and using the identity 

(2.15) 

we find 

(2.16 ) 

for nonexchange and 

L(P)lJrkK(x) 
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6 
for exchange ladders. In the foregoing expressions we have 

(p ± K)
2 2 . 

fl. + m. - lE , 
1 1 

~(x) = *( -x) , (2.18 ) 

(2.19) 

and the pIS are interpreted as differential operators. 

E~uations (2.16) and (2.17) [with boundary conditions implicit in 

(2.9)] are e~uivalent to the integral e~uations 

(2.20 ) 

for exchange (and, with "hats" omitted, for nonexchange) processes, where we 

have defined 

J:d
4 

G (x) = 24 
K (2rr) 

exp(i pox) 

D~(P) D;(P) J 
4 . 

d/; ,-J = ::..::J2.1. exp(i P'x) GK(p). 
(2~') -'t 

(2.21) 

The two-body relative Green's ~lnction G
K 

is reducible to the single 

integral 

where 

~ J ~.exp (i(3 (t-t' )] Ko (QR) 

-~. 

1 

2 2 '2 
ill. = (k + m.) and 

1 AN 1 

, 

as is derived in Ref. 5. This function is continuous except for a logarith-

mic singularity at R = 0 (Le., on the light cone). 

In the remainder of this article we deal with the continuation of 

the preceding integral e~uationstb- the regid:l with .rl (;"ip) and x4(=ix ) 
"'1+ 0 
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real. With the choice ~. = m./E it is shown in Section IIC of Ref. 5 
1. 1. 

that this continuation presents little difficulty when E < ~ + m2 + M 

for nonexchange and (using the same reasoning but adding the extra ex-

ponential) E < 2~ + M for exchange processes, where m
L 

=min(ml ,m2 ). 

We look briefly at a different choice of ". in SectionG. 
t-"1. -

B. The Angular Separation and General Form of the Spectrum 

If P = (Q,iE), the differential operator L(p) becomes 

[p2 +'2~IE(ip4) +t3J [p2 - 2~E(iP4) + 132] 
and equals -

(2.23 ) 

p4 _ (t3~ + t32 )(iP)2-- 4~~~2 ~(iP4)2 

(2.24) 

. - 2 2 
where t3 i = mi - (~iE). Both the potential functions V and L are 

rotational in~riants, so we can choose 

y. (~) • vm 'NIl 
(2.25 ) 

Due to the presence of terms proportional to P4 and in L and 

the exponential exp[(~2-~I)Ex4] multiplying the exchange potential, the 

Rand cosQ dependences are generally not separable. An exception occurs 

at E = 0 (i.e., when the binding is so strong that the bound state is 

massless~.7 At this point both V and L are invariant under all 

rotations in Euclidean four-space [o( 4)], 

- f (R) Y 0 (i' n nvm NI 

2,4 
so have the separation 

(2.26 ) 
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where Yntm~ are the basis functions of the (n/2,n/2) representation 

of o( 4) (See Appendix I) and satisfy 

2 
-p f Y n ntm Yo' nvm 

At zero energy, then, the spectrum of A eigenvalues is determined by 

an infinite set of uncoupled ordinary differential equations of fourth 

order, differing only in their value of index n. When appropriate 

boundary conditions are imposed, each equation has a discrete spectrum 

with A(n,l) ~ A(n,2) ••. as in the usual St~m-Liouville problem, with 
\ 

the wave function corresponding to A(n,k) having k-l nodes in R. 

Since these differential equations are independent of t (this is not 

the case if· E I 0), we have for each radial solution g the degenerate 
n 

set of solutions 

'lr 0 (x) = g (R) Y 0 (Q) for t = n, n-l, nvm n n'l.-m ;:;.; " o. (2.28 ) 

These general features of the spectrum are shown schematically in Fig. 2. 

As E is increased from zero, the 0(4) symmetry is broken, the set 

of fourth-order equations becomes coupled, and the degenerate levels split. 

Although (2.28) is no longer a solution in this case, it has been found. 

that a finite sequence of the form 

f (R) Y 0 (~), n n'l.-m A¥ with N 0,1,2," " (2.29 ) 

can yield a fast converging approximation to the true solution. 4J5 
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If ~ = m2 and 1-1
1

= 1-12, both L(p) and V(x) are invariant 

under If time reflection" (i.e., '1"-+-:T), thus allowing eigenstates to be 

classified as even or odd under this operation. For this case the exchange 

and nonexchange solutions are trivially related. ECluation (2.17) becomes 

where z = + if * is even, or if * is odd, under time reflection, 

a result differ'ing fl'om Schrodinger theory only by the extra factor 
z 

(-) . 
ECluation (2.30) is also valid if mi J m2 at the point E = O. 

C. Reality Properties of ~ 

To discuss reality of ~ it is useful to introduce the following 

scalar products: 

For arbitrary total momentum K it follows from (2.18) that 

then + -
L = D lD 2 is Hermitian with either scalar product. 

This is another way of saying only ~ derivatives occur in L. On 

the other hand, if ml J m
2 

only scalar product 2 renders L Hermitian. 

Further, if ¢ (-x) = -~¢ (-x) A A and ¢B(x) = ¢B(-x), then it is clear that 

( d d) > 0 whereas f'B'Y'B 2 ' so the second scalar product is 
\ 

indefinite. It is flITther evident that although V is a positive 

8 
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definite operator for the first scalar product, it need not be for the 

second. For the moment restricting ourselves to nonexchange solutions, 

we now show that certain ~ eigenvalues may be complex even when E 

and t are physical. Such solutions are generally unfamiliar, as they 

do not occur with e~ual-mass kinematics. To see this, recall that the 

condition implies that the operators L and V are Hermitian, 

the latter being also positive definite (using scalar product 1). In 

this case, let *1 and *2 be solutions of the BS e~uation with 

eigenvalues ~l and ~2 respectively. Combining this with hermiticity, 

we obtain 

* * If ~l == ~2' then it follows that ~ == ~'2 ~ l' hence ~l is real 

when (*1' V*l) is nonzero. This is true, since V is positive definite. 

If ml f. m2, however, we must use the second scalar product to make L 

and V Hermitian, and V is no longer a positive definite operator. Thus 

the reality proof fails, since now (*1' V*1)2 may vanish. The only term 

in L which is non-Hermitian contains E(m
2 

!ll:L),hence a purely real 

spectrum exists when either of these factors vanishes (i.e., or 

E == 0 assures ~ of reality). We will see that the violation of these 

conditions fre~uently does lead to complex solutions. 

Some insight into the appearance of complex solutions can be 

obtained from the following simple model. Let states 1 and 2 of the 

same angular momentum be described by 
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L ,Ir - "-- V Ijrl' o't'l - OJ. (2.35 ) 

where Lo is an Hermitian differential operator. The state vectors Ijrl 

and 1jr2 correspond to the same c.m. energy and are orthogonal with 

respect toY. 

perturbation 

Assume that Al and A2 are nearly equal. 

p to L ,and assume (to first order) that 
, 0 

where Ijr satisfies 

(L + p)1jr = A ° V Ijr. • 
o . new 

This leads to a secular determinant whose solution is 

Add a 

~ew - P22 + ~ - ':? )/2]2 + P12P2}~ 
, (2.37) 

If 'p is Hermitian, A is a pair of real levels. On the other hand) new 

if P is skew Hermitian and real, Pll and P22 vanish and P12 equals 

* 
P 21· The new levels than would be 

Thus A can be real or imaginary depending on the closeness of the 
new 

levels and the size of the perturbation. 

To apply this to the BS equation, assume that 

equal-mass configuration. Since '1"-+ -'1" is a symmetry of 

L describes the 
o 

L and V, 
o 

we can classify solutions by their reflection symmetry lmder '1". To 

generate the perturbation, let the masses change by m
l 
~ml + 0 

and in (2.24) while holding the energy fixed. The operation 
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(to first order in 5) results in 

where 

L + P , 
o 

(2.40 ) 

Note that P is real and skew Hermitian, since P4 is pure imaginary. 

Since the operator P is odd in T, it can connect only states of 

opposite T symmetry (and the same t). 

The following picture emerges from E~. (2.38 ). When 5 = 0 

assume that there are two real levels with e~ual E and nearly degenerate 

~IS. As 5 grows /P12 /2 increases and the levels approach each other. 

(AI - A2)2 /4 the levels coincide ("collide "). Further 

increase in 5 leads to a pair of complex conjugate levels whose real 

part is the average of the original levels and whose imaginary part is 

proportional to the mass difference. Figure 3 shows a typical ~ir of 

I!colliding It solutions as described by E~. (2.38).9 

Numerical computations show that in fact there exist sets of 

parameters which give rise to complex solutions for a range of values of 

E. Figure 4 shows the collision of two t = 0 solutions as the external 

masses are allowed to vary subject to the constraint ml + ~ = 2. When 

and e~ual 1, hermiticity forces A to be real. At this point 

(0+)* T symmetry classifies the states. The state labeled is even 

under T-reflection, the asterisk meaning that there is a lower lying 

sta te with this symmetry. The ·state labeled by 0 is the lowest s 
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state which is odd under ~-inversion. As m
l 

decreases, the eigenvalues 

approach as in the model, and at m~ 0.6 the levels intersect. Any 

further reduction of causes the solutions to become complex conjugates. 

When we apply the preceding reasoning to the exchange potential 

problem an interesting result is found. Eq,uation {2.30) shows that. the 

eq,ual-mass (0+)* -and 0 solutions have ~ eigenvalues of different 

sign, hence they cannot cross. If the external masses are now made uneq,ual 

these two states are not expected to mix. Since (for a given t) all 

solutions of a given sign have the same value of z, no '!~collisions" of 

~ curves leading to complex solutions are expected to occur. Thus we 

expect a purely real spectrum even for uneq,ual masses. 

To prove this assertion,; we merely Iilotethat the reality proof is 

valid for uneq,ual masses now, for 

is positive definite. The reality of this spectrum in this simple case 

unfortunately does not imply that this is a general feature of exchange 

potentials; in fact with the more general potential 

(2.42) 

if a< -2 and M2. > Ml the potential is no longer positive definite, and 

again complex solutions are possi:tle. 
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D. Choice of Trial Functions 

It remains for us to choose a form for the radial basis functions 

f (R) introduced in (2.29). It is important to have trial functions that 
n 

match the true solutions closely near R = 0, where the potential is the 

strongest. Since the coupling terms between the set of ordinary differential 

e~uations vanishes in this limit, the indicial e~uations may be solved 

independently yielding2 f ~ R7n where r = -(n+2), -n, n, (n+2) if 
n n 

n t 0 and fo ~ R-2, tnR, 1, R2. For both bound and scattering states 

we reject the solutions that are not finite at the origin (two for each 

) 
10 value of n. This pair of conditions along with the condition'" -+ 0 

as R -+ 00 for baund states assures us of a discrete spectrum of eigen-

values. 

Since the roots of the indicial e~uation differ by an integer we 

might expect a solution of the form 

00 00 

f (R) 
'\"' k '\-' d Rk (2.43 ) = 1.., ckR + tnR \ n / k •. ~_.I 

k=n k=n+2 

Indeed, by direct substitution into (2.13) we find that the Rn+2 tnR 

term is needed on the left to cancel the leading term in the potential. 

Further complication, however, occurs due to the presence of the tnR 

term in V. For example, substitution of (2.43) into the differential 

e~uation leads to a term in V'l/r proportional to (R
2

tnR) (tnR) in the 

case n O. The expansion of L'l/r will contain such a term only if 

f has a term such as R6(tnR)2, since its fouth derivative (from L) n 

has a term proportional to R2(tnR)2. Continuing this process, we see that 

all 'powers of tn..~ i{ill be needed, although the higher powers of tnR are 
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"shielded" by high powers of R. 

For calculational purposes, a simple set of trial functions 

(which ignores the log dependence) is 

¢ (R) = RD +k -l exp(-oR) fork = 1,2,"'; n = t, t+l,···. (2.44) 
n 

These vere used in Ref. 4 to find the bound-state spectrum. The parameter 

a is a free variable to be adjusted to improve convergence. A serious 

drawback of the above set is that only the leading power of * is 

matched by the trial function. Since the differential equation involves 

fourth derivatives, we should try to also match the leading behavior of 

2 the derivatives. (For example, although R tnR vanishes at the origin, 

(d2/dR2 )(R2 tnR) behaves as 2tnR, while the second derivative of the 

elements of ¢n(R) given above are finite at R = 0. The higher 

derivatives of the true solution grow even faster.) 

The most obvious solution to this problem is to simply choose 

basis functions of the form 

-oR e for m 0, 1, •... 

The minimum k is a function of m, for example, if m 

k. = 2. Instead of this basis, however, we considerll m1.n 

1, then 

for k = 1, 2, ••• , (2.46) 

where Kk(oR) is the modified Bessel function of order k. From the 

expansion of K, (oR) 
K 

about the origin we see that this function has the 

correct leading logarithmic behavior at the origin as veIl as the correct 



power behavior} so that all derivative terms will also have the correct 

leading form. Of course these trial functions do not have Rn(tnR)2 terms 

in their expansion} but we use them anyway since they have the further ad-

vantage of being simple in momentum space: 

~nk(p) Y (Q) =!exP(-iP'X)¢ k(R) Y n (Q ) d
4
x ntm p n· nvm x 

n 
= p Y (~) 

2 . 2 n + k + 2 ntm p 
(p + ex ) 

Trial functions that have simple forms in both x and p space are 

very useful in simplifying calculations with the Schwinger variational 

principle. These trial functions are also a great value even with the 

Rayleigh-Ritz method if one wishes to use a free Green's function 

12 whose legs have been renormalized by the sum of all bubbles. 

E. Variational Principles 

For calculation of the bound-state spectrum} we deal with two 

fundamental variational principles; the first is the Rayleigh-Ritz: 4 

(1jrT) L1jrT )2 

aT} V1jrT )2 
(2.48 ) 

It is clear that if 1jr satisfies the BS equation} then A[1jr] = A} 

where A is the true eigenvalue. If we set 1jrT = 1jr - 51jr} it is easy 

to see that A[1jrT] - A is of order (51jr)2. 

A particularly useful parameterization of W
T 

is that of the linear 

expansion 
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"lith this choice, 0("-[ 1Jr]) 0 is equivalent to the set of N linear 

equations 

N 
I:-' 

(L ... ~ V .. ) (2.50 ) L __ c .. = 0; i = 1,2,3,··', N. 
~J ~J ~J 

j=l 

Solving this set of equations gives the N eigenvalues (if no degeneracy) 

"-1' ~, •• ', '1N. This method is ideally suited to machine computations, 

since it gives a systematic procedure for generating a sequence of 

approximations. It also has the advantage of providing approximations to 

higher eigenvalues. If ~ = m2 one can easil! generalize the Hylleraas

Undheim theorem13 to prove that this sequence of successive approximations 

monotonically approaches the true eigenvalues (from above). If the 

masses are unequal, the theorem is not true (essentially due to the presence 

of complex solutions); however, it appears to be valid for those levels 

which do not mix. 

If we choose to consider the integral equation 

we are led to the Schwinger variational,expression 

J(' 4 
,,-[1JrT] = 

1Jr
T

(x) vex) 1Jr
T

(x) d x 
(2.52 ) 

J~T(x) vex) G(x-x') V(x') 1JrT(x') d4x d
4
x' 

, 

which is stationary about solutions to (2.51), as is easily checked. 

Following Ref. 5 we define U(x) = V(x) 1Jr(x), 
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and 

'Cl(p) == J d4
x exp(-ip·x) G(x) , 

hence (2.52) becomes 

The advantage of choosing trial functions that have simple Fourier 

transforms is now clear, since the Green's function matrix element 

of (2.55) is far simpler to compute than that of (2.52). Actually 

a modification of the trial functions (2.47) is used, since U is taken 

to be the variational function. Finally, it is clear that a linear ex-

pansion of u(x) analogous to (2.49) will lead to a linear set of matrix 

equations of the form (2.50). 

We next set up expressions to determine the scattering phase shift. 

It is possible to use the Rayleigh-Ritz method to calculate phase shifts 

through an anlytic continuation procedure, 14 however, for the problem 

at hand, the Schwinger method seems more reliable. 

To obtain a real variational expression for the scattering phase 

shift 0t it is convenient to first break up the Green's function (Wick

rotated form) into real and imaginary parts in the scattering region. 

G(x) 
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or, in terms of formal Fourier transforms,15 

The function 
N 
GR(p) need not be real, although it is for equal-mass 

scattering. 
. 5 

From the expression 

G(x-x' ) exp(i k Ixrt' I) ( 1 
8'JCE Ir-r' - 2 

'tW MI . 8'JC E 

1 

where Q = ([32 _ k2 )2 and 

Jt + f)d[3 ~oo ~ 
e[3(-r--r')K (QIR-R' I) , 

o 

(2.58 ) 

1 

2 2 2 
(k +m. ), 
""'" ~ 

it follows that 

and, for k > 0 and x - x' large and spacelike, 

The standing-wave solution * P to the BS equation is defined 
~ 

b th . t . 1 t· 16 y e ~n egra equa lon 

(2.61 ) 

and the K matrix by 

(2.62 ) 

" Equations (2.61) and (2.62) can be analytically continued below the elastic 

2 17 
threshold where k < O. 
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Here the subscripts refer to the relative momentum. The second integral 

of Eq. (2.q2) follows from 

G
R 

(x, x') = G
R 

( -x r , -x) 

which in turn follows trivially from (2.58). 

The relation of Kk' k to the physically measurable phase shifts 
fW NJ 

is found by partial-wave expansion of Eq. (2.62). Define the partial 

wave functions by 

p =L (2t + 1) ~t p 
cosG) Pt(g,~V ' Vk (x) ]. Vt (r, 

NY t 

(2.64 ) 

V
k 

o(x) L (2t + 1) .t 
jt(kr) Pt~''v , = ]. 

MI t 

and Kkr k =) (2t + 1) .t K P (k~k'i) ]. t .......... t tVJ ItA ' 
(2.66 ) 

tN /IN 
t 

where 

From the equation of motion, (2.61), the asymptotic expression (2.60) 

and the expansion 

cos k I r-,r,' I 
Ir-r,j 
!VI fW 

()() 

(2t + 1) 

(2.68 ) 
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and so we recognize 

in the scattering region. Furthermore, since P 
~tsolves a real 

inhomogenous equation it is clear from the definition (2.61) that Kt 

is a real function so long as the Wick rotation is valid (Le., below 

the inelastic threshold). This proves that 0t is real in the elastic 

region (elastic unitarity)~ 

The following expression for Kk' is stationary about solutions 
NJ ~ 

to Eq. (2.61): 

J'lJrk
P 

(-x)V(x)'lJrk o(X)d
4
X + J 'lJrk ' o( -x)V(x )1Jrk

P
(X)d

4
X ~ -1 'lJrk '( -x )V(X)1)rk

P 
(x) d

4
x 

IW j\N AN. /W tw AN 

If' P . ' P 4 4 
+ 'IJr!: (-x)V(x)GR (x-x I )V(x l )1Jr~ (x I )d x I d x • 

Employing the same Fourier transform technique as used with the bound-

state calculation, we find, on partial-wave analysis 

.. P r P . 1 
[Kt ] = 2ut (k,O) JUt (r,-r)V- (R) 

p 4 
u

t 
(r,--r) d x 

+ d P [-G' P (p, p ) J GR P J i 4 . 2.-v() 

(2:rc)4 t 4 

where we have restricted ourselves to the region k2 < ° (below threshold) 

so that the Green1s fUnction integral is well defined. The u
t 

are the 

partial-wave coefficients of U(x) [=V(x)'IJr(x)J and are defined analogously 
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to IV t in Eq. (2. 64) • 

To get into the scattering region, we must express the Green's 

function integral in a form that is easily analytically continued. We 

have seen that K
t 

is real below the inelastic threshold, so the left-

(2.72 ) Ut'(k, 0), P -1 
hand side of is real. Since u,e. (x), and V are 

real, we conclude that the Green's function integral is also real, although 

~t(p) and ~R(P) are not necessarily real individually. We have, then, 

2 
Finally, using (2.58) and the reality of [~t(k,O)], we find 

The integral on tp.e right side of (2.74) is analytic and may be continued 

into the scattering region. Combining this result with Eq. (2.72) then gives 

our stationary expression for tan0,e.' The resulting expression differs 

from Ref. 5 only in the sign change (-~) in the potential integral, 

and generalizes that result to unequal-mass scattering. 

Finally, it is easy to see that the preceding results are adapted 

to exchange potentials by only the addition of the exponential factor to 

the inverse potential term and the sign change of the argument of U(x), 

provided the latter is defined by 

'"t.' r 
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F. Calculation of the Matrix Elements and Continuation in t: Rayleigh-Ritz 

In this subsection we compute matrix elements of operators Land 

V with respect to the bases (2.44) and (2.46). 

The effect of the differential operator L(p) on a single trial 

function fnk(R) Yntm~ is easily calculated from Egs. (A5) and (A6) 

of Appendix I, and is 

L [f 1 (R) Y D (~)] = 
nK nvm M 

'} 
L~.J 

n', k' 

c(n',k') f 'kl(R) Y 10 rx) , n n vm "W 

k-k' = 0,1,2,3,4j n-n' 0, il, ±2, 

where c(n',k') are known constants. Using the orthogonality of Yo' 
nvm 

the L matrix elements are reduced to one-dimensional integrals of the 

f6rm 

00 

J fn 'k r (R) fnk (R) R3 dR 

o 

For nonexchange processes V is a function only of R, hence the V 

matrix elements are simply 
00 

0nn' J fnk,(R) [KJ.(MR)/R]s fnk(R) R3 dR, 

o 

where s 1 for ¢3 and s = 2 for ¢4 potentials. (For ¢4 potentials 

n is no longer integral, but this does not introduce numerical problems.) 

For exchange processes we have two simple alternatives. The first is to 

expand the exponential exp[TE(~-~2)] by use of 
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()() 

eXY (2/Y) L (n+l) In+l (y) Cnl(x) • 

n=O 

. \ 
The resulting angular integrals are o( 4) Clebsch-Gordan coefficients, 

and are easily calculated by using the explicit form of 
1 

C (x). 
n 

The 

radial integrals also present no problems. The second alternative is 

to simply set ~ = ~2' thus eliminating the unpleasant factor. Provided 

that the mass difference of the external particles is not too extreme, this 

techni~ue proves quite ade~uate. 

With the basis (2.44), integrals (2.77-8) reduce to the form 
()() 

Q(N) =J exp( -3:xR) RN+l dB , (2.80 ) 

0 
()() 

P (N) =J 
. N+l . 

·(2.81) exp(-2aR) R K (MR) dB , a a 
0 

where a = Ij Po will also be needed below. The first integral is 

simply a gamma function, hence is easily calculated. The second is more 

difficult, but can be done numerically without any trouble. ·In both cases 

only one value of N need be explicitly calculated, because of the existence 

of the recursion formulas 

Q(N-l) = 2 [Q(N)/(N+l)J , 

(2.84) 
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For the basis (2.46) the integrals (2.77-8) become 

00 

Q .. (N) = f 
~J 

. . N+l 
K.(x)K.(x)X dx, 
~ J 

o 
00 

) 
N+l 

K.(x)K.(x)K(x x dx, 
~ J -K 

(2.86) 

where i,j = 0,1,2,··· and k = 1. Due to the Bessel recursion formulas 

we need compute only i,j = 0,1 numerically. By analogy to (2.83-4) it 

is easy to show 

(which obviously simplify). Six independent recursion formulas for 

Pijk(N) can be constructed from the relation 

Pijk(N-l) =[Pi±ljk(N) + Pij±lk(N) + b Pijk±l(N)J/[N+l±(i+j+k)J. 

(2.88 ) 

A similar set of recursion formulas exists if ~(bx) is replaced by J k 

or I k, a fact which is useful for exchange potential and form factor 

calculations. 

Were we to use a "square well" potential of the form V(R) = V o 

R < Rand V(R) = ° otherwise, all the necessary integrals are of o 

the form (2.85) except that now the limits are altered. The recursion 

if 

formulas are still valid provided that we include "surface!! terms that arise 
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from integrations by parts used in their derivation. 

In the foregoing we have assumed that t is a nonnegative inte-

ger. on the other hand, once the Ytm dependence has been factored off 

there is nothing to prevent us from using the resulting eCluations to 

18 
analytically continue in t. ECluation (2.29) becomes in this case 

t+s 

) f (R) Z (cosQ) with S = 0,1,2,···, 
n n .;.., ...... ~ 

where 

() t+l). t Z 0 cosQ = N 0 C o(cosQ Sln Q • nv nv n-v 

The normalization constants N
nt 

are given i~ Appendix I, and 

are, as before, Gegenbauer polynomials. The index n (=t,t+l, .•• ) is no 

longer integer, but since n-t remains integer, ct +l are still poly
n-t 

nomials, and the eCluation (2.76) remains valid (provided the Y tm is 

first cancelled). The integrals (2.77-8) are trivially continued in n 

(or N) for both sets of trial functions, and all the recursion formulas 

are still valid. The recursion formulas have the further function of giv-

ing meaning to the integrals i~ the left half of the n plane, where the 

integral definitions diverge. In effect, these formulas extract poles 

in the matrix elements at negative integers and serve as a device to analy-

tically continue the matrix elements. This method of computation of 

trajectories suffers from the defect of giving only points below the elastic 

thresholdj however, it may be possible to use this information to learn 

about points in the scattering region. 19 
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G. Calculation of the Matrix Elements: Schwinger 

In this section we generalize the calculational forms of Ref. 5 to 

unequal-mass kinematics. At the close of the section we comment about the 

Regge continuation. 

The basis functions (2.46) are most convenient, since their 

Fourier transforms (2~47) are very simple. Actually the trial functions 

used were 

n-t == 0,1,'" q == 1,2, • •• , 

where 

y 

The Y tm . have been factored out, and the phase has been chosen to make 

the matrix equations real. The integer q has values 1,2,··· instead 

of 3,4,'·' as with Ijr, because V fVl/R2 for small R. The angular 

functions have been simplified to make the Green's function integrals 

simpler. Equation (2.91) can be Fourier transformed to yield, after some 

algebra, . 

u • (R, 't') nvq I. (cx
4
/41r) exp [i1r(n-t+k)/2] B(n-t,k) sintg Ckt+l(cOSg) 

k 

, 

where j is the maximum integer in (n-t-k)/2 and a n + q - t - 2 
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and k = 0,2,···,n-t if n-t is even or 1,3,···,n-t. if n-t is odd. 

The matrix B(n-t,k) is defined by 

n-t '\-
cos 9 = L., 

k 

Taking matrix elements of the Green's function G with respect , 0 

to a single term of the momentum-space trial function (2.91) shows us 

that we need to evaluate expressions of the form 

A(K,M, N) 
00 N [:rr. KJ -_ e i :rrK/2' f dx x 1 J d9 cos 9 c --M- , 

(1 + x2):rr G -1(9,x) 
o 0 0 

where c = cl/4fl
l

fl2Ef. ., The inverse two-particie propagator function 

[G
o

-1(9,X)) is 

2 2 -, 2 4 2 
x ~os 9 + i c'l xcos9(6JlX + l) +.C x + (~\+~2)x + ~1~2' 

(2.95 ) 

'where 

, 2 2 I. 2 ~.' = [m. - (fl.E) ]/0:, 
i 3. 3. 

c'=2Ec/a. 

The bracketed expression in (2.94) will be denoted by J(K). The 

substitution z;::: exp(iG) reduces (2.91) to a contour integration around 

the unit circle (using symmetry). The four poles in the denominator occur 

in pairs which are reciprocals, so (except if the poles are ~ the unit 

circle) we pick up exactly two residues. The prescription is to evaluate 

-' 
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the integral for a value of the parameters (fl'S and k) such that the 

tranches are known an~ then analytically continue the result to the desired 

parameter values. We find 

1 

[ 

fll 
D· 

1 

'where Di = [(x
2 

+ t3 i )2 + (2fliEx/a)2]"2 , thus reducing (2.91) to a 

single integral if K = 0 or 1. It is possible to evaluate J(K) 

for arbitrary K by contour integrations, but these two values of K 

will be sufficient for calculational purposes due to the existence of 

the recursion formulas 

and 

where 

A(K,M+l,N) = -A(K,M+l,N+2) + A(K,M,N) 

A(K+2,M,N) = -c exp(i ~ K/2) I(K) E(M,N-2) 

+ C'(L:,fl A(K+l,M-l,N-l) + (-7_ -L:,fl) A(K+l,M,N-l)] 

+[A(K,M-l,N) +(131 + 132 -1) A(K,M,N) + 13
1

132 A(K,M,N-2)] , 

(2.98b) 
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E(M, N) 

and 

1L if K odd 

r(K) 1 if K evert 

The proof of (2.98a) is trivial, and (2.98b) is derived by simply 
• 

multiplying numerator and denominator of the integrand of E(M,N) r(K) 

by the propagator. 

At this point we . digress briefly to see for what range of E 

the Green's function in~egral can be evaluated when ~ = ~2 and ml 1 m
2 • 

We us~d this for calculating exchange potential bound-state problems. The' 

denominator has its zeros on the imaginary axis at 

cosQ = ± i(p2 + 13. )/(2~.PE), 
). ). 

so the only way that this point could cross the integration contour is 

if 13. < o. 
). 

For 1 
~i = "2, then, we have E < 2~/ where is the smaller 

of ml and m
2

• . As long as . ~ > 0 we can evaluate the integral in the 

allowed region and then analytically continue the resulting expression. 
\ 

Finally we need the precise relationship between A(K,M,N).and the 

matrix elements of G : o 

(u G u ) = ntq on'tq' 

t+l 

'\' (t:1) A(n+n' -2t+20, n+n I +q+q I, n+n '+3). 
L.. v 

0=0 

, 
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If or is zero, the recursion formula (2.98b) cannot be used, as 

it becomes indeterminate, but a slight modification of it can be used. 

The Green's function integral is an improvement over its Rayleigh-

Ritz analog (t, Lt) for two reasons. First, the ·V{X.,'I) V(x') appearing 

under the integral suppresses the tail of t, wh~ch. can be ~uite large 

if E is near threshold. Second, the asymptotic behavior 

a~cu:r'ately,.sincethe .,combinations jG(x, x I )V(x' )tT(x i )d4x, 

J . 4 
tT(x)V(x)G(x,x')d x have the same form at 00 as t(x) 

is treated more 

and 

and t(x') 

respectively, even though tT does not. The net result is that the be

havior at 00 is taken care of automatically and all the freedom of the 

trial function can go into matching t and tT near the origin. 

There is no essential difference in the inverse potential matrix 

elements introduced by une~ual-mass kinematics, hence we merely summarize 

the calculational formulas. We define 

BB(m,m' ;N) • (2.100 ) 

o 

These integrals are evaluated for m,m' = 1 and 2 for all N needed, and 

the Bessel function recursion formula is used to evaluate (2.100) for all 

other m. Using the orthogonality relatiohs for the Gegenbauer polynomials, 

we find 
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( . V-I )_~(1)(n-t+nl-t)/2/ (tl)2 
Untq Un'tq' - - / 2M • 

x 
K=O, 1 

j 'j' 

L L 
A'=O 

BB(a-t-K,a'-t-Kja+a') 
a+a' r(a) r(a') 2 

(_)j-t+j'-t(j) (j'), 
A, \A' 

A=O 

(2.101 ) 

where a ='n+q-t and a' = n'+q'-t. The equation applies only if nand 

n' are both even or both oddj otherwise the matrix element vanishes. The 

index K is taken over, only even values, ,if n-t is even, odd values if n-t 

is odd .. Irt':'(:2.101) we have set j=.(n,-t--k)/2 and j':::.(n'-t-k)/2. 

Although we have not computed Bethe-Salpeter Regge trajectories 

using the Schwinger variational principle, this is certainly possible, and 

has the advantage of allowing the trajectory to be computed in the elastic 

20 
region. The continuation of the potential integrals in t is analogous 

to the method used with the Rayleigh-Ritz principle. On the other hand, 

we meet with some difficulty from the Green's function integrals. In particu-

lar the angular integral is proportional to 

:TC 

J 
o A(x)cos2Q + B(x,E)cosQ + C(x,E) 

n+n'-2t~ . 2t+2 d~ cos .>; Sln 9 >; 

For integer (or half integer) t vie were able to evaluate this integral ex-

actly, and we found that the resulting closed form expression was easHy 

continued above threshold. When t is general and the external masses 
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are e~ual [so B(x,E)= 0], the analytic continuation is also easy, 

since the above integral is expressible as a hypergeometric function 

whose continuation is standard. Such a continuation is doubtless possi-

ble even if the external masses are une~ualj a judicious change of var
-1 

k
2

) 
?l ' 

iables- would allow one to extract the singular i ty) 

leaving a well-behaved integral that could be evaluated numerically. We 

also note that the recursion formulas carryover to general t with only 

minor alterations. 

H. Example: One Trial Function 

Before proceeding with a large-scale calculation, we can obtain 

some insight into the general form of the curves ~(~) by the following 

simple model involving only one trial function. Assume the solution wave 

function to the eigenvalue problem is of the form of the lowest (for 

a given t) zero-energy exact solution corresponding to exchange mass 

zero: 

n (2.102 ) 

We have inserted a free parameter a, which is unity for M = 0 

20 but will be taken as a variational parameter. Expanding the potential func-

tion about M = 0, and keeping the first three terms (it is easily seen 

that for any M lOan expansion to at least third order is necessary) leads 

to the Rayleigh-Ritz variational ~uotient: 

(4n+10) [~] 
(n+2)(n+3) =[ 

I? + 2 [2 ( ) ( )] l: " (n+3) 11 n+l - n+2 " 

sen + Ifl + A 

2 2 ] + (1-11 ) 
(2.103) 



where 

/ 

[
A(n) (n+2)(n+3) (. !'i 'Y 

. A = c C2n+5 ) vn 2 + I 

00 

2n+5 z tnz dz, c = J 
o o 

2 
1; = a , r is Euler's constant! and ~ = E/2 

The variation condition 

5[I-.J O 6T = 

(2.104 ) 

(2.105 ) 

is made difficult by the presence of tna inA. . In the following we will 

use for tns its value for the case M ~ 0, an approximation that will 

be checked for consistency at the close of the calculation. Condition 

(2.105) now implies 

(2.106) 

As a check '-le set M = 0 and find 

rv2 2( 2) u.=ml-~ , 

I-. (n) 
. 0 

( 1)( 2) _ [2(n+l)(~+2)2J 2 
n+ n+ . C2n+5 ) ~., (2.108) 

Which is remarkably good fit to the exact solution up to ~ ~ 0.8 for 

This very nearly linear character of 
2 

I-. vs ~ is a 
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. characteristic feature of ground-state solutions, and persists in the 

more general cases for which M I 0 and ·ml I m2 • Substitution of 

(2.107-8 ) into (2.103) gives 

r t2n+5) .J r.. ~ (n+3rl [(n+2) - 1')2(n+l)] - (n+l)A 
. (n+l) n+2 )(n+3 ) 

. 1 r 2 2 2A(n+l)· ( 2 \ 2 2]2 
,+ lA (n+l).- (n+3) . (n+2) -1') (n+l)) + (1-1')) (2.109) 

If we take M to be 0.25 and calculate the constant A from the value 

of a given by (2.107), we find r.(1')=0) = 2.26, compared with the true 

value 2.214 •••• The resulting value of a is 1.11, compared with 

a 1.0, leads to an error 
0 

in computation of A of only about 5%. 

As a: further check, if 2 
0.5 we find r. = 1.366, which checks to 1') = 

three places on interpolation of Table II. 

Equation (2.109) is particularly simple when 2 
(-1') ) is large 

and positive (ghost region). Expanding the square root gives 

[r.] (_ 2 /2 (n+2 )2 (n+l)] 
1') I C2n+5) .-

The curves are nearly linear, with a slope dependent on t, but independent 

of the exchange mass. The effect of M lOis to slightly steepen the 

Finally we would like to point out that Equation (2.109) gives an 

approximate expression for Regge trajectories below the elastic threshold. 
"-



III. NUMERICAL RESULTS 
n 

This section is broken into two parts, the first and more 

extensive dealing with bound states and the second with elastic 

scattering phase shifts. 

A. Bound States 
, " 

The BS equation can be written in a form which has exactly four 

nontrivial dimensionle'ss quantities, for example, 

where This enables us to fix the threshold energy at 

2, all other thresholds being accessible through the scaling relation 

where f3::; 2/~. The eigenvalue parameter is most conveniently chosen 

as the coupling parameter A, and is a function of three nontrivial 

parameters which we take to be 'E, ~" and M. For calculational' 

purposes, the choice M, for the scaling mass would also be convenient, 

since then the same set of potential matrix elements could be used 

throughout. 

By use of the variational methods described in Section II. 

Tables I-IX, constituting a "dictionary" of ground-state eigenvalues 

A(M, ~, E), have been calculated. The parameter ranges contained in 

these tables are 
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o " E < 2, 1 " ~ < 2, o < M " 10 (if i = 0), M 1 (if i 1) . 

This gives us the complete range of mass ratios of the external 

particles and all physical bound-state energies. The points near 

E = 0 were computed with the Rayleigh-Ritz quotient; for most other 

.points the Schwinger principle was used. 

Figure 5 is a graphical summary of Table V, and illustrates the 

basic behavior of ~ with E2. The slope is quite linear and indepen-

dent of the mass difference in the region 2 
E ~ 3, but becomes steeper 

as thre shold is approached. .. That the slope is everywhere nega ti ve is 

intuitively clear, since less tightly bound states should require 

weaker coupling strengths in analogy to potential theory. Figure 6 

demonstrates that this linear behavior persists into the "ghost" 

region (E2 < 0). The basic features of these curves are well approx-

imatedby the formulas (2.109) and (2.110), which resulted from calcula-

tions with a single trial. function, provided that E is not too close 

to threshold and M is smaller than about 0.5. 

In the limit (near threshold) and M« ~,m2' 

the second term (Gc ) in the Green's function reduction (2.58) contrib-

utes little, and the resulting BS equation becomes a Schrodinger 

equation with potential 

V 
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Figure 7 compares the BS solutions with those of the Schr'odinger 

equation. We see that the Schrodinger curves lie consistently below 

those of the BS equation, although, of course, becoming close in the 

limit of M and E· 
B 

near zero. This is reasonable, since the term 

neglected in the Green's function is negative, so would tend to reduce 

Another way of seeing this is 

to note that for r ~ 0 and T = 0 the Schrodinger Green's function 

behaves as, (l/r) , compared with (.gnr) for the BS equation, so the 

net effect is that the potential strength is overemphasized. A further 

common feature of the BS and Schrodinger curves is the threshold shape. 
1 

Both approximately obey (A. - A. ) cc (E - 2)"2 . thresh for s-waves 

(the power is £ +! in general). The reason for the similarity lies 

in the·fact that both Schrodinger and BS Green's functions have the 

same threshold branch cut in k2 . 

The order of levels shown in Fig. 5, with the more nearly 

equal-mass states lying lower, can be intuitively understood as follows. 

For a short-range potential (i.e., large M) the extent of the wave 

function is roughly governed by exp(-m2R) if ~ > m2 (= 2 - ~), 

so larger ~ corresponds to more extended wave functions. The 

corresponding particles feel a smaller average potential, and so will 

be less tightly bound. Figures 8 and 9 show that there are exceptions 

to this order if the potential is long-ranged. As M becomes small 

the levels cross, and eventually the order is exactly reversed. 
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Increasing E2 causes the crossing points of Fig. 8 to occur closer 

to M = 0, and if M vanist1es, the "crossing" point occurs at 

threshold (where f.. = 0 
1 

or 4)' 

The behavior of f.. with exchange mass M is shown in Fig. 10. 

That increase in M leads to a decrease in binding is intuitively 

clear, since, asymptotically, if R ~ 0 

and if R ~ 00 

(ihdependent of M) 

exp( -MR) 
R 

, 

i.e., the tail of the exponential is cut off strongly as M grows, 

but the .dominant behavior at the origin is unchanged. The roughly 

parabolic form of the f..(M) curves is also a feature of the one-trial-

function formulas of Section IH. 

We might remark parenthetically here that the ¢3 spectrum is 

certainly not very physically reasonable when f.. is large and positive, 

since the squares of the bound-state energies become negative. The 

equation may be modified in various (rather arbitrary) ways to force 

E2 > O. For example, we might include a factor [E/(~ + m2 )] in the 

22 coupling parameter. This factor cuts off the effective coupling 

strength as E gets near zero. 
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Both variational methods also provide approximate values for 

the excited-state eigenvalues, although with somewhat poorer accuracy. 

Without using matrices larger than 28 X 28 it has been possible to 

calculate with reasonable accuracy fifth or sixth excited levels. This 

does not, unfortunately, mean that the wave functions are very reliable 

for these levels; however, due in part to the variational principle, 

the eigenvalues clearly converge. The lowest three s states for an 

equal-mass system are shown in Fig. 11. The spectrum is real, and the 

states possess definite symmetry under T-inversion. The 0(4) 

s~etry at E = 0 is apparent in the degeneracy of the 0 and 1+ 

states. Both wave functions are 

, 

at this point, with .e = 0, 1 for states Since the 

and 0 levels intersect (at ~ ~ 0.5) and have opposite "T parity," 

the perturbation argument in Section TIC suggests the possible mixing 

of these levels when the external masses are unequal. Figure 12 shows 

the same levels with ml I~. The upper pair of levels is seen to 

"collide" and become complex as expected. Figure 12 also shows the 

+ (0+) *. lowest 1 state, which lies very close to This level along 

with the lowest 0+ level is only slightly affected by the mass 

alteration. In Fig. 11 the 1+ and (0+)* levels are also seen to 

cross, but naturally no mixing is possible here. 
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A comparison of exchange and nonexchange potentials (Fig. 13) 

confirms two features already suggested earlier. When E 0, the 

exchange and non exchange solutions are degenerate, a fact which is 

obvious due to the 0(4) symmetry at this point. Denoting by 

A-(A+) solutions smoothly connected to the solutions for equal-mass 

systems for which the "time parity" is +( -), we find a real spectrum 

with A < 0 and + A > O. Finaliy we notice that the exchange 

solutions ),: lie lower than the nonexchange A + for a given c01Jpling 

constant, and in fact even lower than the equal mass solution. On 

the other hand -(A-) lies higher than the corresponding equal-mass 
x 

result. 

We close this subsection with some examples of Regge'trajectories 

computed by the methods of Section IIF. The three trajectories of 

Fig. 14 were calculated for ~,m2' and M equal to 1, but the 

method works for any combination of these masses. The coupling strength 

was chosen as 16.38 to force the highest trajectory through p, = 1 

at 2 E = O. The trajectory labeled P (parent) is the highest-lying 

("leading") trajectory and corresponds to the ground state with time-

* parity P = +. Trajectory P is simply the first excited level with 

P = +. This is intersected with the "daughter" trajectory D, which 

has P If we now let ~ f m2, we expect these trajectories to 

mix at this point, thus leading to complex trajectories of the type 

already seen. A further feature is the spaceing P, = 1 of the parent 

and daughter at 2 E = 0, and is a well-known result of the 0(4) 
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symmetry. The corresponding exchange potential trajectories have a 

parent-daughter spacing of f':,. £ = 2. 

We have not computed trajectories above the elastic threshold 

with the Schwinger technique; however, note that the threshold behavior 

of these trajectories, being determined from the analytic properties of 

the Green's function matrix elements, must be the same in character as 

with theSchrodinger equation, since GSchrod and GBS both have the 

same threshold branch cut, as was earlier noted. 

B. Scattering States 

1. Examples; u¢3u phase shifts· 

We have calculated a with the Schwinger variational principle 

for a large range of mass ratios and have found excellent convergence 

throughout. Since the scattering problem has one more free parameter 

than that for bound states, and since the difference introduced by 

unequal-mass kinematics is not great, we content ourselves with some 

examples. Figures 15 and 16 present the £ = 0 and £ = 1 phase shifts 

for external masses ml = 1.5, ~ = 0.5. Comparison of these curves 

with the corresponding equal-mass curves (Figs. 3 and 4 of Ref. 5) show 

no qualitative difference and very little quantitative difference. 

Due to the smoothness of these curves we might expect that a 

simple effective range formula might well describe the data. Figure 17 

confirms this to a large extent; the curves are very well fitted with 

an effective range .formula of the form 
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for couplings below those needed for a bound state of angular momentum 

t. Actually this formula is good even if there is a bound state, 

provided that the phase shift does not pass through rt close to 

threshold (e.g., A = 5, £ 0). If the simple pole at B = rt is 

removed the effective range formula may be good even in this region. 

Figure 17 clearly shows the development of a p-wave resonance: 

the intersection of the effective range curve and the k2 axis first 

occurs at A ~ 6, k2 ~ 0.2 and moves to threshold at A ~ 8. For 

larger couplings we have a p-wave bound state. 

2. Levinson's theorem 

Levinson's theorem23 is where nB 

is the number of bound states and B(E = 0, A = 0) = 0 and has not to our 

knowledge been proven for the BS equation. The theorem is checked by 

slowly turning on the coupling strength from zero and demanding 

(i) that for E not too close to threshold B(E, A) be a smooth 

function of A, and (ii) that B(E, 0) = O. If we then follow the 

phase shift to threshold at fixed A, we numerically find that Levinson's 

theorem is valid, at least for potentials that bind only a small number 

of bound states. 

One stipulation must, however, be made. When the scattering 

particles have equal mass, then it is possible to construct bound states 

,.,hose 'wave functions (0/ odd) have odd time parity. Since we can choose 
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fl. such that the incident plane wave is independent of the relative 
l 

time, such solutions.cannot be excited'in a scattering process. The 

corresponding scattering amplitude will not have a pole at the mass of 

such a particle (or, in other words, the residue of the pole is zero), 

and such a state will not be counted in the number 

If we noW-allow the masses to become unequal, ,I, develop"! 'I' odd _ .. ~ 

an even time~parity 'component through the odd part of the Green's 

function. Such a wave function can couple to the incident wave, so we 

would expect a pole to develop in the S matrix. Levinson's theorem 

would appear to require an extra jump of 11 as we increase f... through 

the zero binding value for the state. When we calculate phase shifts 

for unequal-mass scattering, however, we find that these states do not 

contribute to Levinson's theorem, nor do they appreciably affect the 

scattering phase shifts (Fig. 15). 

This situation is somewhat clarified by decomposing the wave 

function into its even and odd parts (in T); 

ex \jr + A \jr e f-' 0 

By symmetry it follows that 

0, 1, 

1, 0, 

(3·9) 
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where we have fixed the normalization of We and Wo arbitrarily. 

With this normalization the bound-state pole in W as a function of 

energy will appear in the coefficients a and ~. The T matrix is 

(W, V ¢) or simply at. 

Taking matrix elements of the BS equation and using relations 

( 3 . 9), we find.' 

C) C) 
where, for example 

K eo 

(

K 
+ . ee 

K . 
oe 

and U ::= V W The solution of Eq. (3.10) is e,o e,o 

- t(A K - 1)/6 
00 

, 

t (K )/6 eo 

where 

::= 

6 ::= (A K - 1) (A K - 1)+ (A Keo)2 ee 00 

- K oe' 
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If the bound particles have e~ual mass, then K eo 

find that _ K -1 K -1 
A. - ee ' 00 

correspond to zeros of 

vanishes, 

6, hence 

appear to be bound-state poles of the T matrix (i.e., poles of a). 

The pole at A. = K -1, however, is an illusion, since the numerator 
00 

of (3.11.) has a simple zero at the same point, which cancels the pole.· 

If we now allow the masses to become slightly unequal the cancellation 

does not occur, and the T matrix is left with two poles and a zero. 

For small K and (as is usual) K > K we find eo . ee 00 

[K
2

/(K K)J eo ee 00 
, 

so A.. <. A. • pole zero The positions of the singularities are shown 

schematically in Fig. 18. At a fixed value of A.. it is seen that the 

zero lies between the bound-state pole and the physical scattering 

region. This explains why the nearby bound-state pole did not have a 

large effect on the phase shift. Also the absence of a jump of the 

phase shift by n is not surprising, since the relevant number in 

most proofs of Levinson's theorem is the difference of the numbers of 

2l~ 
zeros and poles, which is unchanged when the masses become unequal. 

3. Example: 
4 "0 " phase shifts 

The interaction 4 ,m gives rise to a ladder whose rungs A.s'P 

consist of a pair of particles. The corresponding potential is the 
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product of two propagators of the same argument, namely 

. 2 

[
M Kl (MR)] 

V.(R) rv A. s R 

If R ~ 0, we see that VCR) rv (A. /R4), which is as singular as the s 

centrifugal term in L(p). As a consequence the potential strength 

A.s appears in the indicial equation. As is shown by Bastai et al.,lO 

there is a finite region about A. = ° s for which all four roots are 

real, with two larger than zero and two smaller than 0, as was the case 

for the eigenvalue problem. On the other hand, if A.s exceeds a 

certain value (depending on and the sign of A.s ) at least two roots 

become complex. This leads to behavior at the origin of the form 

YR R [cos(Y
I 

in R) + i sin(YI in R)J 

thus the solution has an infinite number of nodes in any neighborhood 

of R = 0, a nonphysical result. 

Fixing A.s in the "allowable" region, we have chosen radial 

basis functions 

and where Yl and Y
2 

are the acceptable roots of the indicial 

) 
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equation. In order to find bound states, however, we have had to 

include an additional ¢3 interaction (for s waves, weare not even 

allowed·to have A > 0). s 
Our numerical results were in excellent 

agreement with the exact special case of Bastai et ale 

It was also decided to introduce a cutoff at small distances; this 

allowed us to use any coupling strength desired. The form chosen was 

This turn has the advantage of being relativistically invariant and 

giving V the same behavior at the origin as the ¢3 potential; When 

the coupling strength is large enough that the singular problem is in 

the I!continuum" ,range, we expect that the result is sensitive to J\, a 

suspicion confirmed by direct calculation (Fig. 19). Fixing A 

arbitrarily at 0.5, we have calculated O(k2) for several values of 

A (Fig. 20). The behavior of 0 implies that a bound state exists 

when A ~ 0.5, since at this point the phase shift abruptly jumps to 

n. rl.3 These curves are very similar to the ~ results, and can be 

fitted rather well by effective range formulas up to 2 
k ~ 0.5. 

We note in passing that this potential, being positive definite, 

cannot produce a negative s-wave effective range such as seems to be 

observed in n-n I = 0 scattering. Such negative effective ranges 

could be obtained, however, by the addition of a repulsive long-range 

interaction. 
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"\. 

IV. TWO-CHANNEL CALCULATIONS 

We can formally generalize the BS equation to systems of N 
....... :<. 

CQ~pl~d two-body channels by a simple matrix technique similar to the 

matrix ~/:g method of Bjorken. 25 Furthermore, by interpreting Eq. (2.71) 

as a, Il!atrix equation in, the channel indices, we will be able to apply 

the SGhwingervariational principle to the two-channel problem with 
I. t'" 

only minor modifications. 

We define channel "i" to have particles of mass i 
~, 

with )llOmenta defined by The free 

,two-bOdy propagator for channel i is denoted by G. (x-x' ). 
l 

The 

" potentiais Vij(x). are illustrated in Fig. 21. We will need the 

matrices (given here for N = 2 for simplicity): 

(4.1) 

(

e-V1
T 

0 ), 

-v T 
o e 2 

(4.2) 

o ,fCk12) 0 '\ 

n ~~ 9(k22~' 
(if. 3) 
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, ()~ .. 4) 

(

Vll (x) 
(V(X)) = .. 

V
2l

(x) 

, 

and 

iiI I In the above, v.. == 1J.2 wl - lJ.l , .w2 and kl == ~l . 
, ) ,.1 

The BS wave 

function is denoted by 

where the superscript labels the incident beam.channel and the subscript 

the channel consisting of the "legs l1 of the wave function. 

The wave function satisfies the equation 

(*k(X)) = (E(T))(Pk(X)) +f (~, (x,x' ))(V(X' ~0*k(XI)) d4
x·, 

(4.8) 

which can be re'l\lri tten as 

, 



where 

We will drop the primes on ~', 

are always present. 

-53-

G' , 

(4.10) 

and V', understanding that they 

We next present the generalization of Section.IVB of Ref. 5 

to multichannel systems. The main points of interest are the definition 

of the scattering amplitude and the proof of unitarity below all three-

body thresholds. To facilitate comparison to Ref. 5 we use the same 

format. From Eq. 7 and the asYmPtotic form of the Green's function we 

see: 

(D) (G(x,x'~ = 0( -x' ,-x~ 

(E) (1/2i) {CG(X,x' ~ 

Note that below the ith threshold G. becomes real, and this is taken 
l 

care of on the right by the 9 functions. 



(F) v(x) 

· -54-

is real and invariant under x -,) -x' we also have 
N\ ,.,.' 

(G) . If the mass ratios are the same in each channel then 0(xD. 

is symmetric, since vI -.' v2 = O. 

Bec~useof (D) and (F), we have the adjoint equation 

and the corresponding form for the scattering amplitude, 

(use A, B, ~nd H to prove this relation). Note that the potential is 

not transposed in these expressions. From (B), (C), and (I) we have 

, 

To prove unitarity: 

(i) multiply (A) bY.(*k f (-x~+~(x~ from the left and 

integrate over x, 

(ii) multiply the complex conjugate of (H) by (V(xD 0*k(xD 

from the right and integrate over x, 

, 
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(iii) subtract the results of 1 and 2, and use (B), (1), and (J) 

to get 

4 4 
d x d x' 

Finally, by using (E) we reduce the right-hand side to 

(L) , 

which is the standard result. Using (K), we could also write 

where + stands for conjugation and matrix transpose, and + also 

includes the transpose of k and k'. 
,.,. "" 

The T matrix is defined (on shell) by 

, 

and in partial-wave form becomes 

L (2£ + 1) P£(i' ·E) (T£(E~ 
£ 

Unitarity now reads 

(0) 



As in the single-channel problem, we define 

• , (h .11) , 

It follows that 

and so ,,'e can construct a variational principle for the .scattering 

amplitude of the fo~m (schematically) 

Equations (A) and (H) assure us that this expression is stationary. 

As an example, let us assume that vl ::: v2 to remove the 

explicit dependence of Vl2 on T. He further assume that the 

potential is 

== (v 22,1 >-"2 ) == == V , 

"There 

vex) 

, i 
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as would be the case if the exchanged meson were always the same 

particle. An example of a ladder generated by this model is shown'in 

Fig. 21. 

As was earlier the case, we can reduce the double integral of 

the Green's function to a single integral by use of the Fourier transform, 

.I"V j ( ) Uik P J 4 -ip·x j() = d x e Uik x 

This leads to the variational expressions (suppressing the k, k' 

subscripts) 

,..., 1 ""' 1 t J~ l' ........ 1 
Ul (~,O) + Ul (~l'O) + LUl (p) Gl(p) Ul (p) 

(4.16) 

-1' _ld4 
+ U2 (p) G2 (p) U2 (p) ] ~ 

(2rr) 

- l' -1 1 
- f..3 U2 (x) V (x) Ul (x) + - l' -11 4 

f..1 U2 (x) V (x) U2 (x)Jd x , 

(4.17) 

with similar expressions for T12 , T
21

, and T22 . Each component 

of U is expanded in partial waves: 



where 

1" . 
U

l 
(x) 

I (2£ + l)i£ U£ll(X) P.e('&·&l) 

£ 

U1
2

' (x) = l: (2£ + l)i.e u£12(X) P£(~·~2) 
.e 

i : 
~.ej (x) 1.S a function: of Ix land T only. 

"" 

, 

, 

, (4.18) 

The functions u£ are then expanded in trial functions ¢i(x), 

which we choose to be the same as in Section lID: 

1 L ¢. (x), u1
2 (x) L c! ¢. (x) u1 (x) _. c. = , 

1. 1. 1. 1. 

i i 

1 [ ¢.(x), 
2 L d: ¢. (x) (4.19) u2 (x) = d. u2 (x) 

1. 1. 1. 1.. 

i i 

where i = 1,2,···,N. Substituting (4.19) into (4.17) then leads to 

algebraic equations of the form 

+ d. d. ( G2 ). . + "'0 [ c. c.. - A3 ( c. d. + d. c J' ) 
1. J 1.J L 1. J 1. J 1. 

-1 
+. Al d1.' d.](V ) ... } , 

J . 1.J 
(4.20) 
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with similar expressions for the other components of T. The conditions 

that these expressions can be stationary are (d[T.ell])/(dci ) = 0,·", 

and lead to the matrix equation 

(. ,-

(U) + ( G ) ( C ) - ( V) (C) = ° , (4.21) 

where (G) and (V) are 2N X 2N dimensional matrices defined by 

, -1 

C
A,2(V ) 

(V) = , 
-1 

~A3 (V ) 

and (u) and (C) are 2 X 2N dimensional matrices given by 

(c) 
(

c) 

(d) 

(c' )) 

(d' ) 

, (c) , 

(4.22) 

(4.24) 
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As in the one-channel calculation we have found it convenient 

to de.al with the K matrix instead of the T matrix. The foregoing 

equattons are converted to stationary expressions for the K matrix by 

simply interpreting the Green's function integral as a principal-value 

in·tegral. The only tricky point is that we will need the matrix element 

for the Green's function with the higher threshold in the region between 

elastic thresholds. The analytic continuation of· the principal-value 

int~grai is achieved by noting that, above both thresholds, 

4 
P J ru(p)]2 G(p) ~ 

. . (2n) 

4 

Jru(p)]2 G(p) ~ 
. (2n) 

(4.27) 
,. 
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The continuation to below the threshold is found by simply continuing 

the two terms on the right. 

In terms of the K matrix, which is given (on mass shell) by 

, (4.28) 

the unitarity relation (1) is equivalent to the statement: (K,e) is 

a Hermitian matrix. Furthermore, Eq .. (K) can be used to prove that 

(T,e) [and hence (Kf)] is a symmetric matrix. This proves that (Kf) 

is a real, symmetric matrix. 

The procedure which we follow is to evaluate (Kf) through the 

variational principle just described, and then to reconstruct (Tp,), 

using definition (p). The resulting (T,e) is then used to compute 

the phase shifts 5. and the mixing angle 
l 

E 

parameter ~ = COS(2E)]. These are defined by 

[or inelasticity 

i sin(2E)e . 
i(5l +52 ) 

2i5
2 

Cos(2E)e 

(4.29) 

Figure 22 shows a typical set of scattering phase shifts and the 

corresponding inelasticity parameter. Both channel coupling strengths 

are below that needed for forming a bound state. As the coupling 

between the channels is slowly turned on, a threshold cusp is seen to 
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develop. If the second channel coupling (A2 ) is increased, we find 

that a bound state can be formed at the second threshold (provided that 

A3 0). This is reflected in a jump of rr in 02' Further increase 

of ~ causes the bound state to move between the two thresholds. The 

lower channel phase shift 01 is uncha~ged provided that A3= O. If 

we now coupled the channels, the "bound state" can now decay into 

channell, and 01 is dramatically altered. This behavior is illus~ 

trated in Fig. 23. For A3 = 0.1 we see that the phase shift rapidly 

rises by rr as E passes the "bound state" energy E ~ 2.28. This 

would give rise to a spike in the cross section at this energy; its 

narrowness indicates a long-lived resonance and is characteristic of a 

weak coupling between channels. As A3 is increased, 01 rises 

less rapidly and the resonance becomes broader. When increases 

to 1.0 we see that the pseudo bound state moves belOw the lowest 

threshold and becomes absolutely stable. We" further note that 

Levinson's theorem remains valid in this example if we use the form 

°l(kl=O) + °2(k2=0) = ~ound rr, 

Ai~O if k
2

>0. 

where we have chosen 0. ~O as 
1. 
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V. SUMMARY AND OUTLOOK 

From a numerical point of view, perhaps the most interesting 

conclusion is that the Schwinger and Rayleigh-Ritz variational principles 

as formulated in Refs. 4 and 5 can be extended without loss of conver

gence properties to the cases of unequal-mass systems and systems with 

two two-body channels. Provided care is taken concerning the choice 

of trial functions, the cases of general £ and marginally singular 

potentials also present few problems. One rather striking result is 

the relatively weak dependence of the level structure and phase shifts 

on the mass ratio of the external particles provided thatM is not 

too small and (for excited-state spectra) the binding energy is not too 

great. The similarity of phase shifts for equal- and unequal-mass 

. systems was 'particularly surprising for coupling strengths of a size 

such as to barely bind aO- state, since this state couples to the 

scattering amplitude only in the unequal-mass case. The one major 

difference between equal- and unequal-mass spectra was the appearance 

.. of complex levels in the latter case. 

Only the first few steps have been taken to understand the 

Bethe-Salpeter equation; a tremendous amount needs to be done before 

any deep understanding of the equation can be achieved. For example, 

what is the effect of adding higher-order terms to the kernel? How does 

one add the direct-channel poles to the kernel without encountering 

renormalization problems? How does one calculate the scattering ampli

tude at arbitrary energies (in practice:)? etc. Even rno:: difficult 

/ 
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(and ~romising) appear to-be the recent formulations of the BS ~quation 

in. /3, fully crossing-symmetric form.· But how does one solve such 

equations? 
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APPENDI~ I • 

. '. First 'we 'summarize some properties. 'of the a~guJ.8.r functions. A. 

set of 'basis functf.. ons in Q . is 

z,.t (C08g)= f2 t+l (n+l }(n-t ) lj"r(n+t+2) [r( t+l »)J 
t t+l . 

x sin 9 Cn_
t 

(cosQ) 'for n-t = 0,1,2,..... _ (Al.2). 

The squar.e root in (A1..2) will be denoted by Nnf/. These functions satisfy 

the o~thogonality relation 
1C J dQ sin

2
Q Znt(cosQ)Zn' .e,COSQ) = 0nn l .' 

o 

and are solutions of the Laplace equation 

In (Al.4) we have set Y t (x) = Z t(cosQ) Y~ (-Il,!'P) . if t 
n ill n "ill 

(Al.3 ) 

is 1~tegralj 

however, (Al.2-3) are valid whether or not t is integral, provided that 

n-t is. 

We now' summarize the effect of 0 and ClOT on the basis functions. 

For notational convenience ~.,e take and ~lm = Rn+l~ (R ) • 

Then Eq. (Al. 4) implies . 

(A1.5a) 

o (¢kn Zn' t) = [51 (n, n I ),0kn~2 + 52 (n),0k_tn +. ,0k_2, n+2] Zn If, ' 

(A1.5b) 

where 
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'.' , 

, " 

and 

"':" . 
. ." 

, ' The effect' of'iP4 (=0/0",) is ,calculated from. the recursion formulas for 
., 

the Gegenbauer polynomials and definition (Al.2), from wh~~h follow 

, , (Al.6a) 

.. and 

, ,'(0/0'1') [,0lmZn' t] = [(n+n' +2 ),0kn-l - ¢k-l, n+l] Zn" _ltAn 't 
, , 

+ ' [ (n-n' )¢lm-l - ¢k .. l, n-!-l J Zn I +ltAil" +It ' 

(Al.6b) 

.' . .i 
where Aoo = 0 and ~t';' [(n-t )(n+t+l )/4n {n+l)l ~ '5 

From (Al.5) and (Al.6) the effect of the operator :w vn~. ~5.B1s f'unct~on 

is easily comp\,\ted. 

" . ' 
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APPENDIX ·II:. ... 

As an example of the inclusion of an ;tnternalsymmetry to the BS 

equation, we consider the case in which the external particles are 

" identical and possess isospin l[~i] and the exchanged particle has 

isospin 0, . 1, or 2 [cYij ]. ' The Lagrangian density can be written as 

a sum 'of the terms 

oC(X) = i I·· P1(X)P/x) i{i (I) akt(x) • 
i,j,k,t 

The projection operator P(I) for isospin I. is defined by 

These operators satisfy the symmetry properties 

~!(I) = (_)I P~i(I) , 

P:;I(I) = I ~II' P~i(I') 
II 

where (13) is the standard crossing matrix' 

0' 
1 

-1/2 

1/2 
I 

hence we find that II exchange results in a BS equation for a system 

,." . 
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" APPmDIX In ... Ana.l.yt.ic Continuation by Va,riable Change". 

. We hll.vO seen that the analltic continuation of an integral I(k), 

where ~ is a parameter, into the region in which the defining integral ;!" 

diverges can often be achieved by the use of recursion fonnulas ( see 

'for example Eq. (2.87». Another very powerful way of extracting 

. ' . ; ..... singuJ.a.rities is illustrated by considering the integral. 

. . . 
.. 00 . ' J 0 exp(a x) dx, which converges to (-l/a) if a <.0, and diverges 

. 1 
if a>O •. The. change of variable y = exp(a x) leads to (-l/a)J:.. dYe 

. .' 0 . . 

The integral now converges for all a, as the ·.change of variable has 
.. 'J:: 

extracted the pole (-l/a) which was causing the divergence. The 

preceding example becomes non-tri yial if we had instead {OO f(x) dx 

. ·where r is an entire function which has the asymptotic behavior 

., .. 

rex) x-:::'cri exp(a x);. the same variable change extracts the pole at 

the origin and leaves a convergent integral. 

As a second example consider the integral , '. 

(C .. l) 

l1here r(Q) = ( 0 - Qo)2 g(O), O<Q <-rr and g(Q) being non-zero 
. 0 

in the interval (0, <rr). An integral of this rorm Was encountered 

earlier (Green's function matrix element), however, ,'Ie were. able to 

evaluate t~e integral by contour methods. If the renormalization 

correction is applied to the denam.~ator, reG) becomes quite complicated, 

and it is no longer easy to find a closed form expression which can 

be analytically continued to energies above threshold. If we let 

'.; 
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then the integral becomes 

.' 

."\ 

J, . . '. .." . '. . 

";2 J.U {' 2 .. ' 2 [. ]} -1 
:g(Qo) '. L .' dr· cos- t. '.+ ~in'~ ''g(S')/ i(o) . 

. . '. 

(C.3) 

. , 

The resulting integral can now' be evalua.ted ntnnerically. This procedure 

bas removed the pole 1/ (x2 - k2) but does riot extract the branch cut 

which is present :in the exact result. 

'. 
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16. We have followed the general approacn outlined in, Ref. 13"p. 29B; 

for potential theory. ' 

:' 17· The function ,GR(x) is the analytic'continuation of the function 
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with Schrodinger theory. (R. W. Haymaker, University of 

California, Santa Barbara, private communication.) 
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caleulation: Phys. Rev. 164, 1991 (r967). , 

,21. Appendix III gives an indication of how such variable changes can 

be used to extract singularities. 

22. R. H. Dalitz, Symmetries and the Strong Interactions, ·in Proceedings 

of the xrIIth International Conference on High Energy Physics, 1966 
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FIGURE CAPTIONS ' 

. , , , . " 

.. 
,"': 

Fig. 1., ,Ladder Se'ries. '" The exchange (b) differs from the, rionexchange 

'(a) ladder by the switching of particles 1 and 2 between 

successive rungs. 

Fig. 2. Spectrum at E = O. For each n there is a sequence of 

degenerate "daughters" differing only in l value. If 

E ~ 0 this degeneracy is destroyed. 

Fig. ;.' Model Collision. This is the type of collision ,between two 
,· .. :/,real eigenvalues as a function of ' lI1. (= 2 -~) predicted 

by Eq. 2.;8. 
, 

Fig. ,4.,' Computed Collision. The parameters are ,M = 1.0, E = 1.4. 

Fig. 5. Ground-State Eigenvalues (£ = 0). The exchange mass is 1., 

,The curves ,are labelled by II]. (= 2 - ~) • 

. Fig. 6. Ghosts. The eigenvalues pass smoothly -into the region E2 < 0 

as the coupling increases. 

Fig. 7. Schrodinger vs. Bethe-Salpeter. The Schrodinger points were 

calculated with potential (3.;). Note that the curves 

approach each other only if ~ binding energy and exchange 

mas s are small. 

Fig. 6. Effect of Unequal Mass. Relative orientation of the levels for 

different external masses ~ = (2 - m2) as a function of 

exchange mass M., Note the reversal of order as M becomes 

small. The energy is fixed at 1.4. 'As E approaches 

threshold, the crossing points approach M = O. 

, ," 
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. Fig. 9ab •. Effect of Unequal Mass. A different representation of the 

.' trends'seen in Fig. 8. Here E is zero. The M = 0,' 

.•.. 1YJ. = 2 point is from Ref. 3.' 
. , 

. Fig.' 10 •.. Variation with Exchange Mass •. Curves are labelled by energy , 

', .. ' of system. Subscript e means 1YJ. = m2 = 1 and subscript 

" ,.':'1' 
, "',,',' 

u means 1YJ. = 0, ~ = 2.0. ' 

, Fig. 11.:' .' Excited Levels I. . " . ,\'" 

These curves represent the lowest four 
, .. : ..... 

levels of the equal-mass (1YJ. = ~ = M = 1) Bethe-Salpeter 

.', 

.... ' , equation'. Note: (a) the 0·, 1 + 'degeneracy at zero 

" + * 2' 
" ',!: energy, (b) the 0-, (0) degeneracy at E = 0.5, 

. 2 + 
. ';\ ::' and (c) the cusplike behavior at E = 4 for' 0 and 

" , .. 
, + * (0) levels (but not for the 0- level) • 

Fig. '12 .• , " Exci ted Levels II. This figure is the analog of' Fig. 11 for 

unequal-mass kinematics '(1YJ. = 0.4,. ~ = 1.6, M = 1). Note 

- ( +)* the mixing of the 0 . and 0 leve,ls. The upper graph 
_. 

gives Im A for the mixed levels. state has been 

omitted. 

Fig. 13. Excited Levels III. The effect of the exchange potential 

(curves with subscript X) are shown here. Note that the 

" spectrum ;i.s real!f an exchange potential is used. The 

parameters are ~ = 1.5, ~ = 0.5, and M = 1.0. 

Fig. 14. Regge Trajectories. The trajectories shown are for equal

mass systems (m = 1). The coupling has been fixed to place 

the parent (p) through £ = 1 at zero energy. 
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Fig~ 15. Scattering Phase Shifts I. . ¢3 'PhaS~'ShiftS 'for s waves, 

': are given here for ~ = 1.5" ~ = 0',5, and M = ,1.0.' 

;:, The parameter is "A, the coupling strength. Bound states 

Fig. 16.', Scattering Phase Shifts II. This is the, 1, = ., analog of 

" Fig. 15. 

Fig. 17~" Effective Range Curves. Eq. 3.7 is plotted vs. k2 for 

Fig. 18. 

Fig. 19 • 

1, = 1, lIJ. = 1.5, ~ = 0.5, and M = 1.0. Note the roughly 

parabolic form. ' 

Pole and Zero of T. Matrix. 

Scattering Phase Shifts III. Effect of variation of cutoff. 

For "A. > 0 the problem without cutoff has a continuous 

spectrum so we expect (and find) large variation with cutoff. 

Fig. 20. , Scattering Phase Shifts IV. S-wave equal mass (m = 1), 

4 ¢ phase shifts with cutoff parameter A = 0.5 are given. 

Fig. ,21. Ladder Generated by Eq. 4.8. 

Fig. 22. Scattering Phase Shifts, Two Channel I. Channel thresholds 

are 2.0 and 2.4. Each channel has equal-mass system • 

The parameters are £ = 0, Al = 0.7, ~. = 1.0. The 

subscript gives channel number and the argument of 8 1s .' , 

"A
3

, the coupling strength between channels. 

Fig. 23. Scattering Phase Shifts, Two Channel II. Same as Fig. 20 

except ~ = 2.5. This places a bound state in the uncoupled 

(A
3 

= 0) system at E ~ 2.28. 
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, This report was prepared as an account of Government 
sponsored work. Neither the United States., nor the Com~ 
mission, nor any person acting on behalf of the Commission: 

A .. Makes any warranty or representation, expressed or 
implied, with respect to the accuracy, completeness, 

or usefulness of the information contained in this 
report, or that the use of any information, appa
ratus, method, or process disclosed in this report 
may not infringe privately owned rights; or 

8. Assumes any liabilities with respect ~o the use of, 
or for d~mages resulting from the use of any infor

mation, apparatus, method, or process disclosed in 
this report. 

As used in.the above, "person acting on behalf of the 
Commission" includes any employee or contractor of the Com
mission, or employee of such contractor, to the extent that 
such employee or contractor of the Commission, or employee 
of such contractor prepares, disseminates, or provides access 
to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 




