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ABSTRACT 

Bounds. for the roots of polynomials and matrices are s ought. A num­

ber of such bounds are found for the case where the polynomial has only posi­

tive roots. A lower bound for the magnitude of the least root of an arbitrary 

real polynomial is obtained. -By considering matrices in tri-diagonal form, 

the bounds are extended to matrices. Finally s orne bounds are given for the 

least root of a positive definite matrix, depending only on the matrix elements. 
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I. INTRODUCTION 

When looking for polynomial and matrix roots we frequently wish to 

find only some of them. Often it is the least root or the first two, sometimes 

the largest. In many cases a lower bound for the magnitude of the least root 

will suffice. 

The purpose of this report is to develop useful bounds for the roots of 

polynomials and matrices whose roots are all positive. Since most of the 

bounds given here are in terms of polynomial coefficients, some review and 

background material is included in Section II.· Section's III and IV are con­

cerned with polynomial bounds, while Section V deals with matrices. 

The bounds developed here are easily extended to matrices and poly­

nomials whose roots are negative. Some of the work might also be extended, 

and indeed is, to yield bounds on the magnitude of arbitrary real roots. 

II. REVIEW AND BACKGROUND 

In this section we review some facts about polynomials with only posi-

tive roots. Let 

F(A.) = 7J...n + C ~n-1 + C z 'A.,n-Z + ... + C A.Z + C x. + C = 0 
) 1 n-Z n-1 n 

be a polynomial all of whose roots are positive. Let 0 < A. ~. A.. 1 ~ A. Z n n- n-
~. • • ~ A.Z ~ A..1 be the .n roots of F(A.) = O. We may expres s the coefficients 

C. of F().) in te rms of the A... as follows 
1 1 

n 

L 
i=l 

\' C z 
If.:,1 

= L A... A.., C 3 = 
i=1 1 J 
j> i 

n-Z 

i~ 
j> i 
k > j 

A.. A.. A.k ' 
1 J 

..• ,C = (-1) n-1 IT A.. ~n \.1, C = (_1)n IT A. .• n-1 '1 1 . t\.. n '1 1 1= . J= . J 1= 

\. . Notice that the signs of the C. alternate with i. If we multiply F()..) by 
~ 1 

(_1)n, we get 

(_1)n F(A.) == f(A.) n n-1 n-Z = (- A.) + at ( - A.) . + a (- >...) + . . . . . . .. . Z 

Z 
+ a Z A. - a 1 A. + a = 0, n- n- n 

where the a. are all positive, and the roots of F(i\.) and f(X) are the same. 
1 
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We will consider further the polynomial f('\() whose roots y. are the 
1 

inverses of the roots of f(~). Let 

n n-1 n-2 o = f(y) = (-'I) + b 1 (-'I) + b 2 (-y) + . 
2 

+b 2'1 -b i y +b .. n- n- ·n 
But: 

. so that 

n 1 
b = 1T ~-

n i=1.6'..i 

n n 

b i = 'L~ IT n-
j=1 i=i 

1 
a 

n 

~. 
-1.= 
}... 

1 

n 

IT 
i=1 

-n,..1 n l\. . ~ 
b = L IT -_J--::----'-- __ 1_ 

n- 2 ·=1 i=-1 A. an J -- 1 
'k>'-- J 

1 n 1 
~ ~' ~ = -. I • a 

1 J=. J n 

n-1 a 
LA.·>.._=_2 
·1 J"k a, J= n 

k>j 

a
i 

a 1 = -a 
n 

n-1 1 1 n-1 a 1 
n-1 it ~= b = 2 L n .r; A.. = A.. A.. = 2 A.. a a k~1 A.i Aj i=1 1 J n i=1 1 J n 1=1 

j > i j> i j>i 

n 1 1 n a 1 
n n A.. a 

n-i 
b i L L-E- ZIT -1.-= ~= = ~. -

i=1 a . 1 ~. a i=1 j=1 
a 

1 n 1= .1 n 1 n 

o = f(y) 
n a n _1 n-i a n _2 n-2 

= (-'I) + -a- (-'I) + -a- (-'I) + . 
n n 

We will call f(y) the dual polynomial of f()'). 

III. POLYNOMIALS, LOWER BOUNDS 

a n-2 
a 

n 

First we will consider polynomials with only positive roots; 

Let the roots of f(A.) = 0 be -0 < A. ~ A. 1 ~. 
n n-

Lemma III.1 
a 

~ ~~ 
n a 1 n-

Proof. We have from algebra that 



(; 
( , 

r', 
C\ , 

-3-

n 
a = 11 ~. 

n i=1 1 

and 
n 

a = L 
n-t· j =1 

n n 

=TfA..~-l-. 
'-1 1 . }... 
1- j= J 

Then 
n 

IT ~. a 1 1 1 n i=1 
~ = = ~---...: 1 - . 

a 
n-1 n n 1 n 1 n 

IT x.. ~ L ~ ~ ~ n i=1 1 j=1 J j=1 J 

Lemma III.2 a ~2 - ~ a ~ + ~ a ~ 0 
n-2 n 2 n-1 n 2 n 

Proof. From algebra we have that 

n n-1 1 
a -2 = 1T }...)' }..~ . 

n i=1 1 j",ti 'j k 
k> j 

a 
n-2 

n-1 
1 1 

n-1 
~+ 1 

n-2 

j~" f;t 
~ --- A.. = l\ ~ b. a ~ 2\. 

n J n J n- j=1 
k >j 

[n-1 1 n-2 
1 ~~ J ~ ~ L -+ L - +. . . 

x'n j=1 x.. ~. 
J j=1 J 

Since 1/~1 ~ 1/~n_1 

we have 

If n 

n-2 
1 +~ L ~ )..,1 j=1 J 

is even and k~ 

n-1-k 

L~ 
j=1 

_1_+ 
x.. 

J 

n-1 
1 

~ 

f;1 T-
J 

n-2/2. 

k 

L 
j=1 

1 
--~ 
~. 

J 

o 

n-1 

L 
j=1 

Putting Eq. (3.3) in Eq. (3.2), we have 

1 
Eq. 3.2 ~ ~ 

n 

n 
2" 

n-1 

L 
j=1 

1 
~ 

J 

1 
~ 

J 

~+ 
h· 

J 

UCRL-18267 

+ 1 

(3.1) 
Q.E. D. 

~J ~1 
~~" 

(3.2) 

(3.3)' 

(3.4) 

"f 
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Equation (3.3) also holds when n is odd and k ~ (n-3)/2. If n is odd, 

after combining terms in the manner indicated in Eq. (3.3) there remains the 

term 

n-3 
-:z 1 

~ r:.- . 
J 

But 

n-3 
-2-

1 1 n-1 
1 L ~ ~ 2 

'): T.' . 
j=1 J j=1 J 

So for n odd 

Eq. (3.2) '" ~n f + n-3 +.!. '\' ~= ~ ~ 
] 

n-1 

2 2 L~. ~ 2 
j=1 J n 

n-1 

>-= 
j=1 

1 
~' 

J 

Equation (3.4) has been shown to be true for n even or odd. 

Continuing, we have 

a 
n-2 1 
--~-

a ~ 
n n 

n-1 
n ',' "2 L 

j=1 

1 1 n [~ 
~-X-"2 L.J 

J n ". j=1 

From Eq. (3.1) 

Then 

or 

n 1 
~ -C = 
j=1 J 

a n _2 1 
--~ -a ~ 

n n 

a ~ 2 _ n a A + ~ a ~ O. 
n-2 n "2 n-1 n 2 n 

We will show that the parabola 

a = 0 
n 

has two positive real roots. Consider the discriminant 

(3.5) 
Q. E. D. 

(3.6) 

, 
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where 

2 
a 

n-1 

n 2 
= TI >..... 

j=1 J (

n 1)2 L - , 
i=1 \ 

a a = 
n-2 n 

n 

IT 
j=1 

(

n-1 
A~ L 
J 1=1 

k> i 
FOr n = 4: 

(t)J 3 
i 

4 
1 

- 2 L ~i Xk = L ~:2 
> O. 

i=1 i=l 
k >i 1 

n 
1/~.2 For il. > 4 we have 8/n < 2, and Eq. (3. 7) ~ I: > O. 

1=1 1 

For n = Z, we have a Z = Ai ~Z' a 1 = ~1 + ~Z' a O = 1, and 

Z 2 Z Z 
(~1 + ~2) - 4 ~i ~Z = ~i ~Z + Z ~1 AZ - 4 ~1 ~Z = (>""1 - ~Z) ~ O. 

For n = 3 Eq. (3.7) also holds, but the result does not warrant the space 

necessary to demonstrate it. That the roots are positive follows from 

(3.7) 

II Descartes I Rules" and the above pr~)Qf that they are real. P1 (~) is convex 

upwards (slope increasing with X-). From Eq~ (3.5), we have P1 ("'n) ~ O. 

Consequently if r
Z 
~r1 are the roots of P1(~) = 0, then 0<r 2 ~An ~r1. 

For the sake of keeping all the results concerning lower bounds in the 

same section, the following result of the next section is presented without 

proof. 
Z 

If PZ(>"") = 0 = a Z X- - (n/Z) a 1 ~ + n/Z has roots s1 ~ s2 > 0, and ~1 

is the largest root of f(,,) = 0, then 
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Le mma III. 3 u < 

Proof. From Lemma III. 1 , we have a
n
/a

n
_1 < ~n. We will show that 

Pi (an/an_i) > 0, from which the Lemma follows. 

Pi (a::
i
) = an_2 (a::

i 
)2 

n 
- a 
2 n-1 

= a n _2 (a:~i J ,,0. 

a 
__ n_ + n 
a

n
_

1 
"2 an 

Q. E. D. 

Lemmas III. 1 through III.3 have been concerned with polynomials with 

positive roots. Lemma lIlA considers arbitrary polynomials with real roots 

and gives a lower bound for the root with least absolute value. 

Consider the polynomial with real roots. 

n n-1 n-2 2 o = f(~) =~, + b 1 '?\ + b 2 A + ••• + b 2 A + b 1 1\ + b . n- n- n 
Let the roots of f(~) = 0 be 0 < I ~n I ~ I >"n- 1 1 ~ ••• ~ I A21 ~ I Ail . 

Lemma III.4 

I~I ~ Ibnl . 
. n (b 2 _ 2 b b )1/2 

\: n-1 n n- 2 

Proof. n n-1 + + b '\. 2 _ b o = f ( -~) = (-~) . + b 1 (- ~) . . . n _ 2 II'- n -1 >.. + b n· 

o = f(~) . f( -~) = (_1)n ~ 2n + . •. _ (b 2 - 2 b b 2) ~2 + b 2 
n-1 n n- n 

is an even valued polynomial in ~ . 
2 

Let· y = A. Then 

n 2 2 o = f (~) . f ( -~) = f (y) = (- y) +... - (bn -1' - 2 b b 2) y + b n ,n- n 

o = f(y) is a polynomial with real positive roots, so that 

(b 
2 

- .2 b b ) ~ O. In fact, 
n-1 n ,n-2 

2 
,y. = K. We may use either Lemmas III.1 

1 1 

or Lemma III. 2 to bound y . 
n 

From Lemma III.1 

b
2 
n y ~ 

n (b 2 _ 2 b b 2) 
n-1 n n-

or 

2 b b ) 1/2 
n n-2 

Q. E. D. 
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Suppose we return to considering f(~) = 0 with only positive roots. 

Then b = a > 0 and b 2 = a 2 > O. n n n- n-

Lemma IlLS. If the roots of f(~) = 0 are all positive, then 

Proof. 

a 
n ~ 

-.2 a a 2 )1/2 
n n-

an > 0, a
n

_1 > 0, a
n

_2 > o imply that 

a 
n 

a 
n 

a 
n-1 

>0. 

a 
n 

( a 2 - 2 a a )1/ 2 
n-1 n n-2 (

a2 )1/2= 
n-1 

a n-1 
Q.E.D. 

We will now give a technique for finding a lower bound for any of the 

roots of a polynomial with realpositive roots. 

Lemma IIL6 If the roots of f(~) = 0 are all positive then, 

~. ~ 
1 . 

a. 
1 

(n + 1 - i) a. 1 
1-

where n is the order of the polynomial. 

i = 1, 2, .... n, 

Proof. We know that the roots of fl (A) = 0 separate the roots of f()") = O. 

Let ).,1 n-1 be the minimum root of fl ().) = O. ).. ~ 2\,.1 1 ~).. 1: n n- n-

n-1 n-2 
fl (2\.) = - n(-~)· - (n-1)a1 (-2\.) - ... + 2an_2~-an_1' 

From Lemma III.1 we have for fl (2\.) = 0 that AI .' 1 ~ a 1/2 a 2' so that n- n- n-
X. 1 ~ a 1/2 a 2' In the same manner the roots of fll (A) = 0 separate n- n- n-
the roots of fl (A) = o. So Aol 1:~ All 2 ~ AI 2 ~ A 2' We can show in n- n- n- n-
the same way as above that 

So 

Ao" >: , n-2 ..-
2 a 2 n­
.,,-~-- = 
3.2 a 3 n-

a 

a 
n-2 

3 a
n

_
3 

\. >: \.11 >: n-2 
I,.\. 2"- '" n- 2 ..- 3 a • 
n- n-3 

Continuing in the same manne r, we find fo r i = 1, 2, ..• n that 
a. 

\ >: 1 
,\..- (n + 1 - i) a

i
_1 

a. 
1 It doe s not follow that 

(h + 1 - i) a. 1 
1-

a. 1 1-

< (n + 1 - i + 1 )a. 2 ' 
1-

Q.E. D. 

so that a lower bound obtained for ~. is frequently a lower bound for 2\.. l' 
1 1-

A better lower bound for "'i could be obtained by using the root-separating 
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relationship used in -Lemma III.6 and the bounds found in Lemma's III.3 and 

III. 5. 

Lemma III. 7 

Proo£. Let 

If the roots of f()") = 0 are all positive, then fori = 2,3, .•. n 

a. 
1 

A. ~ ( - 2 2 
1 (n - i + 1) a

i 
-1 -, (n - i + 1) 

c.O} be the coefficients of the polynomial 
1 

(n - i + 2) a. a. 21/2 
1 1-

fO} () .. ) = djf(~)/d ~, 
where j = 0,1,2, •.. , n - 2 and i = 1,2, ... , n - j. In terms of the co-

e£iicients a. 
1 

of £()..) 
a. (n-i)! 

C .(j ) = --,-1.....,-..,..,...".,.-
1 -(n-i-j)!' 

I 

Let the roots of f(j)(A) = 0 be ~~) WithA~) ~ A.~l1 
~ . ~ A. (j).. From Lemma III. 5 

As shown in Lemma III.6, 

n-1 n-1 

(j) 
c . 

n-J 

Let i = n-j; then we have 

Lemma III.8 

(n-i) 
c. _ 1 

(n-i) (n_i~1/2 
2 c. c. 2 

1 1-

a. (n-i)! 
1 = [ - 1/2 La ;-1 (n- i + 1)1

2 
- 2 a i (n.- i)l ai_Z(n - i + 2)1/2J 

i = 2, 3, ••• , n. 

Q.E. D. 

If the roots of f(>I.) = 0 are all positive, then for i = 2,3, .,. n 

[ 
2 4 (n - i + 2) -11/ 2 

- a i _1 - 1 (n - i + 1) a i _2 aiJ_~ } . 
2 a. 2 I, 

1- J 

~. ~ :-----=-1 :------.:-
1 (n - i + 2) 
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Proof. Let c ~j) be as defined in Lemma III. 7. Als 0 as in 
1 n 

Lemma III. 7, ~ . ~ ~ J . ~ ~ . +1 As in Lemma III. 2, the least root of 
.' . n-l n-l n-l 

f(J)(~) = 0, ~~!j satisfies the polynomial inequality 

c (j). A(j) .2 _ ·(n- j ) c (j). ~(j). + (n-j) c (j). ~ O. 
n-J-2 n-J 2 n-J-1 n-J 2 n-J 

Substituting for c~j)= a. /n~i).!) , we have, 
1 1 n-l-J . 

o ~a . 2 (j+2)!~(j)2 - (n-j)a. (j+1)! ~(j). + (n-j)a . oj·!, . 
n-J- 2!' n-j ,2 n-J-1 1! n-J 2 n-J 

Let i = n-j and multiply both sides of the inequality by 2! / (j+2)! :' 

~~j) 2,1 2 (J + 1) ! ). ~j) + 1 2 
o ~ai_2 1 -2 (j+2)! 1! a i _1 1 2 (j+2)! 

1 ~0)+ i 
(n - i - 2 ) a i - 1 1 '( n----:-i ----;,2")--;-(n-----=-i ----;-1"') a i 

Let the roots of (~) 0 ~ 2 _ 1 ~ + i a i 
Pi I ~ = a i _2 (n - i + 2) a i _1 (n - i + 2) (n - i + 1) 

be r. 1 ~ r. 2' As in Lemma III, we have 
1, 1, 

r >- '\ (j) > 
'1---0..· r· 2 • 1, 1 1, 

Then 
A.. ~ ~~j» r. 2 

1 1 1, 
i=2,3, , n. 

Q.E.D .. 

IV. COMPLETE BOUNDS FOR POLYNOMIAL ROOTS 

In this section we will derive upper bounds for the roots of real poly­

nomials. We consider the dual polynomial whose roots are the inverses of 

the polynomial in Section III. The results of Section III for the dual polynomial 

will give upper bounds for the polynomial roots. The upper and lower bounds 

are combined to give complete bounds. 

Again, f(h..) is the polynomial 

n n-1 n-Z 2 
f (~) = (-).) + a1 ( - ~) + a 2 ( - A.) + . .. + an _ 2).. - an -1 ). + an ' 

and the roots of f(A.) = 0 are 

o<~~).. 1 n n-
.::;; A ~ •• 0 

n-2 

It is easy to show that Lemma IIL1 is the dual of the bound 

Lemma IV.1: 
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From Section II the roots of the dual polynomial are the roots of 

n a n _1 . n-1 a2 2 a 1 1 
o = f(y) = (-'Y) + a (-'Y) + • ,,' +a- 'Y - a-'Y + a 

n n n n 
Since 

1 n 
'l.

n 
= 'Y 1 ~ L 'Y. = 

4'- i=l 1 

which is Lemma III.1. 

If we apply Lemma III. 2 to the dual polynomial we obtain 

Lemma IV.2: 

a 2 2 n a 1 n 1 
- Y - - - y + -2 ~O. a n 2 a n a 

n n n· 

The polynomial 

,with roots s2 ~s1 bound 'Yn with O~"s2 ~ 'Yn~s1 or' s2 ~1/A1 ~s1' " 

giving 
1 1 

- ~A ~­
s1 1 s 2 

1 
Lemma IV.3; ~1 ~ S; ~a1' 
Proo£. Apply Lemma III.3 to the dual polynomial 

1 
a 

O<~ <s2 ~'Yn a 1 
a n 

or 

~1 
1 ·1 

= - ~- <a1 'Yn s2 
Q.E.D. 

In Lemma IV.4 we consider a polynomial with arbitrary real roots. 

Lemma IV.4: I ~1 I ~ (b ~ - 2 b 2 ) 
1 

/
2 

. 

Proo£. Apply Lemma IIl.4 to the dual polynomial. 
Q.E.D. 

Lemma IV.5: If the roots of f(2\.) = 0 are all positive, then 
2 1/2 

~1 ~ (a1 - 2 a 2)· ~ at . 

Proof. From Lemma IV.4 and inspection. 

r-I 

,/ 
~) 
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Lemma IV.6: . If the roots ,of f(~) = 0 are all positive, then 

a. 
j _J_ ~~. 

a. 1 J J-
j.:= 1, 2, n. 

Proof. Lemma III.6 gives the inequality 

a. 

~. ~ ( + 1 .) 1 n - 1 a. 1 
1-

for the roots of f(~) = O. To apply this to the dual £()..) = 0, notice that we 

must replace a
i 

by a
n

_i and a
i

_1 by.an _i +1 Then 

1 
a . 

n-1 -:-----::: y. ~ 
},.., . + 1 1 (n + 1 - i) a . + 1 n-1 n-1 

Let n - i + 1 = j; then we have 

Theorem 1: 

1 a'_ 1 -~~ 
~. j a. 

J J 

If the roots of f(~) = 0 are all positive, then 

a. 
1 

.(n ..-,i + 1) a. 
1-1 

~),.. ~ 

i a. 
1 

1 a. 1 
1-

Proof. Combine Lemmas III.6 and IV.6. 

Theorem 2: 

for i = 1 

for i = n 

I 

If the roots of f(l\.) = 0 are all positive, then for 

i= 2,3, ... , n-1, we have 

(.22 .(. 1) )1/2 
1 a. ~ 1 1 + a. 1 a. +1 

1 1- 1 ~ ~. 
a

i
_

1 
1 

na a 
n ~ ~ ~ n 

an _ 1 n (~a 2 _ 2 a a _- _)1 / 2 
\~ n-1 n n-2 

Q.E.D. 

Q.E. D. 

(4.1 ) 

(4.2) 

(4.3) 
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Proof: The right-hand side of the inequality (4.1) is Lemma III. 7! In-

equalities (4.2) and (4.3) are obtained from Eqs. (4.1) and Theorem 1. The 

Ie ft -hand side ofEq. (4.1) remains to be proven. 

and Lemma III.7 we have 

From the dual polynomial 

b. 
>- 1 

y. --- [ 2 2 
1 (n - i + 1 ) b i -1 . J1/2 ' - (n - i +1) (n - 1 + 2) b. b. 2 

1 1-

where b. = a . /a, y. = 1/~ .+1" and i = 2,3, ... , n.Making the sub-1 n- ib n 1 n-1 
stitutions and putting j = n - i + 1, we have 

1 
~ 

J 

a. 1 
~ J-

[
.2 2 .(. 1) ] 1/2 J a j - ,J J. + a j _1 a j +1 

j = 1, 2, n-1. 

Now, replacing j by i and inverting, we have the left-hand side of Eq. (4.1). 

Q. E. D. 

Theorem 3: If the roots of f{~) = 0 are all positive, then we have, 

for i =2, 3, ... , n - 1, 

for 1 = 1, 

and for i = n, 

{ 

(i + 1) 
(n - i + 1) 

i 
(n.- i + 2) 

4{i+1)ai _1 a i +1J1 / 2 

i (n - i + 1) 

~ )... 
1 

] 1/,2} 4(n - i + 2) 
i{n-i+1) a i _2 a i 

2 a. 2 
1-

(4.4) 

(4. 5) 

(4.6 ) 

I( 

f\ 
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Proof. The right-hand sides of the inequalities (4.4) and (4.6) come from 

Lemma III.8. The left-hand side of (4.6) comes from the comments preceding 

Lemma III. 3. 

To prove the left-hand side ofEq. (4.4) we use the dual polynomial 

and Lemma III.8: 

1 

Y i ?- (n - i + 2) 
[ 

2 (n - i + 2) . J 1/
2 

b i -1 - 4 i (n _ i + 1) b i _ 2 b i } ; 

2 b, 2 . ' 
1-

where y, = 1/2\ '+1 and b, = a . ,/a . Making the substitution and putting 1 n-1 1 n-1 n 
j = n - i + 1 we have 

__ n - j,+ 1 a,- a.-( '+1),a'1a't1 ~ J J n-J J J- J 1 
T. 

J 

.:;:;-
(j + 1) { 

[ 2 4(j+1) J1
/

2
} 

2 a j +1 ~4. 7) 

The left-hand sides of (4.4) and (4.5) follow by inverting (4.7) and replacing 

by i. The right-hand side of (4.5) follows from the comments preceding 

Lemma III.3 applied to the dual polynomial. 

V. BOUNDS FOR THE' EIGENVALUES OF 
POSITIVE DEFINITE MATRICES 

Q. E. D. 

In this section methods are described which allow us to apply to positive 

definite matrices the inequalities for polynomials derived in Sections III and 

IV. Some bounds for the smallest eigenvalue not derived from the coefficients 

of the characteristic polynomial are also discussed. 

There are many techniques for finding eigenvalues of matrices which 

depend on first finding the characteristic polynomial, Several of these methods 

are discussed by Fadeeva.,,';' In general these methods antedate large-scale 

computers and are no longer used. 

More recent methods ':":' rely on first reducing the given matrix to tri­

diagonal form. In this form the characteristic polynomial can be evaluated 

for different values of ~ without explicitly finding its coefficients. This is 

,:'V. N. Fadeeva, Computational Methods of Linear Algebra, Chapter 3 

(Dover, New York, 1959). 

,:o:'See the methods of A. S. Householder and W. Givens in Simultaneous 

Linear Equations and Determination of Eigenvalues, National Bureau of 

Standards Applied Mathematics Series 29 (U. S. Government Printing, Office, 

Washington, 1953). 
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sufficient for finding the roots of the polynomial. As we are concerned with 

bounding the roots, the coefficients of the characteristic polynomial are de­

sired, and an' algorithm for finding them is developed. This technique may 

also be used for bounding in absolute value the least eigenvalue of a symmetric 
I 

matrix as in Lemma IlIA. 

We will suppose that the given real symmetric matrix has been trans­

formed into the tri :"diagonal matrix A = (a .. ), 
1J 

where 

0 i >j + 1 

b. f 0 i = j + 1 
1 

a .. a. f 0 i = j 
1J 1 

1 i = j - 1 

o i < j 1 

.and i, j = 1,2, •.. , n. The determinant I A - ul is evaluated for any ~ 

by the recursion relation 

where 

a. (~) = (a. 
1 1 

).) a. 1. (~) - b. 1 a. 2 (~), 
1- 1- 1-

ao{~) = 1, a_1. (~) = O. b
O 

= 1, and i = 1,2, 

\A - U\ = an{A). 

(5.l ) 

,n, and 

The roots of a (),.) = 0 are the eigenvalues of A. The coefficients of the poly­
n 

nomial an (~) are obtained by an extension of the recursion relation (5.1.), 

Consider Table I; the second column is the sequence of polynomials 

a. (?\). In column three we define a new sequence 6., i = 0, 1, "', n, where 
1 . 1 

6 i is the constant term in a
i 
(~), By inspection of a

i
+1 (~) we see that 6it1 

can be determined if we know 6. and 6. l' In column four we define the 
1 1-

sequence y., i = 0,1., 2, .. ', n, where y. is the coefficient of ).. in the poly-
1 1 

nomial a i ().). By inspection of a
i

+1. ().) we see that Yit1. can be determined 

if we know y.,. y. 1.' and 6. 1.' In the same manner we can define a new se-
1 1- 1-

quence for each power of ~ in the polynomial sequence a. (A), The terms in 
1 

the new sequence will depend on the two previous terms in that sequence and 

on a term in the preceding se,quence. 

The coefficients in a (~) can then all be found successively in the man­
n 

ner described above, The computation is very simple and the Table may be 

generated either columnwise or rowwise. 

The above result is summarized as follows: 

d 

Li 

I' 

: / 
YI 



o 
1 

Z 

3 

4. 

n-1 

n 

Polynomials 
<l'i(k) 

<l'O(k) = 1 

<l'1 (k) = (a1 -k)<l'O 

:* 

<l'Z(k) = (aZ-k)<l'1 - b 1 <l'0 

<l'3(k) = (a3 -k)<l'Z - b Z<l'1 

<l'4(~) = (a4 -k)<l'3 - b 3<l'Z 

---.. 
_C 

<l'n_1 (k) = (an _1 -k)<l'n_Z- bn_ Z<l'n_3 

<l'n(k) = (an -k)<l'n_1-b n_ 1 <l'n_Z 

Table I. Coefficients of some terms in (\ p ... ). 

Coefficient of 
constant te rm in <l'i (") 

50 = 1 

51 = a 1 50 
5 Z = a Z5

1 
- b 1 5

0 
53 = a 3 5 Z - b Z51 
54 = a 4 5 3 - b 35 Z 

5n _1 = an_15n_Z-bn_Z5n_3 

5n = an5n_1-bn_15n_Z 

Coefficient of 
k term in <l'i (?\) 

Y = 0 o 
Y1 = - 1 

YZ = a ZY1 - b 1 yO - 51 

Y3 = a 3yz - bZY1 - 5 Z 
Y4 = a 4 Y3 - b 3y Z - 53 

Yn -1 = an-1Yn-Z-bn-ZYn-3-5n-Z 

Yn = an 'in -1-b n-1 Yn - Z-5n - 1 

~-

Coefficient 
of }..Z term in <l'i (") 

€O = 0 

€1 = O· 

€Z = 1 = a Z€1 - b 1 €O - 'i1 

€3 = a 3€Z - b Z€1 - 'iZ 
€4 = a 4 €3 - b 3€Z - Y3 

€n-1 = an~1€n-Z~bn-Z€n-3-Yn-Z 
€n = a n €n_1-b n_1 E: n - Z-Yn -1 

I 
~ 

\JI 
I 

~ 
C'l 
;::d 
l' 
I 
~ 

00 
N 
(J'\ 
-..) 
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Lemma V.1 Let the coefficient of ~j in the polynomial a. (~) be 
1 

Q .. = 
1J 

° (-1 )i 

a i a i _1 j -bi - 1 a i _2 j -ai _1 j-1 

i < j 
i = j 
i > j 

where j = 0,1, , nand i = 0,1,2, ..• , n-1. In particular a . is the 
nJ 

coefficient of >J in the characteristic polynomial a (k) of the matrixA. 
n 

Two lower bounds for the least eigenvalue of a positive definite matrix 

will now be given. Each of the bounds has a region in which it is best, al­

though the first which is due to Kat 0 is easier to evaluate and is best in a 

larger region. 

Kato' s 
>:< 

Lemma V.2. If A = (a .. ) is an nxn positive definite matrix, 
1J 

then 
~ IAI 

(~1 a
ii

) 

n-1 

).. 
n n-l 

Proof. This result follows from the relation between the geometric and 

arithmetic mean: 

n-i ( r-1 
~+~ +),. +"'+lI.' TI A.. 

~ .. 2 3 n-1 

i=1 1 
~ n-1 

from which (tl~ )n-l n-1 
n 

(f= ~ ) 1T A. 
~- i=1 1 i=1 1 i=1 1 

~ ~ 1 ).. - ~ n-1 n-
n n 

or 

Lemma V.3" If A = (a .. ) is an nxn positive definite matrix, 
1J 

then 
A. > 

n n n 
najj 2:= _1 
. 1 . 1 a .. J= 1= 11 

(t a . Tl . 1 11 = 1= 

n-1 

Q.E. D. 

>:<T. Kato, Estimation of Iterated Matrices with Application to the von 

Neumann Condition, Numerische Mathematik ~ 22 (1960). 
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Proof. Let B = (b .. ) be the inverse of A. Then we can write 
lJ 

t A. 
1 

n 
1 t 11 

L b .. 
1=1 (5.1 ) -< ~- = 

\A\ ~ 11 n 1=1 1 i=1 

:1' where A. is the cofactor of a... By considering the quadraticforITl of A, 
11 11 

)~ 
I I 

D 

one has that A. .. is also positive definite. The following inequality exists fo~ 
11 

positive definite herITlitian ITlatrices 

Then we have 

n 

\A\ ~ IT 
j=1 

a ..• 
JJ 

.n n 

I:A·~rr . ~ 11 . 1 1=.1. J= 

n 
a .. ~ 

JJ i=1 

which combined with (5.1) gives 

or 

1 r< 
n 

~ > 
n 

n n 
1T a .. L: a .. 
}~'1 JJ i=1 11 

\A\ 

n n 
IT a .. ~ 
j=1 JJ i=1 

a .. 
11 

1 
a .. 

11 
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