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ABSTRACT OF THE DISSERTATION 

• 	The Active Center of the Plant-Type Ferredoxins: 

Studies by Mossbauer Spectroscopy 

by 

William Richard Dunham 

Doctor, of Philosophy in Chemistry 

• 	University of California, San Diego, 1970 

Professor Alan J. Bearden, Chairman 

Professor Martin D. Karnen, Co-Chairman 

The plant-type ferredoxins from spinach, parsley, Pseudomonas 

putida, Azotobacter vinelandii, Clostridium pasteurianum and pig 

adrenal cortex were investigated by Mossbauer spectroscopic experiments 

at varying temperatures (4.2 to 256 °K) and applied magnetic field up 

to 46 kGauss. The results of these experiments, when correlated with 

other data on these proteins, have led to a structural model for the 	• 

active center of the plant-type ferredoxins. The following properties 

of the active center are well-substantiated experimentally by the 

present. study. 1) The active center of the oxidized plant-type 

xii 



ferredoxins contain two iron atoms with identical electronic 

environments at the nuclei. These iron atoms are high-spin ferric 

(S = 5/2) 9  spin-coupled to give a resultant diamagnetism for the 

complex 2) In the reduced state, the active center contains one 

high-spin ferric state spin-coupled to one high ferrous state (S = 2) 

to give a resultant S = 1/2 complex. 3) The ligand symmetry around 

both iron atoms is tetrahedral, but with both axial and rhombic dis-

tortions. This basic symmetry is not affected by reduction of the 

proteins. 4) The active center of the plant-type ferredoxins is nearly 

identical in every protein studied. The only differences in this 

active center are the presence and magnitude of the rhombic distortion 

of the symmetry for the ferrous iron in the reduced proteins. 

The reduction potentials of the plant-type ferredoxins are 

attributed to an electron repulsion term between the d2  orbitals of 

the two iron atoms. The two labile sulfur atoms of the active center 

form b.ridging ligands to the two iron atOms, each of which is further 

tetrahedrally ligated to two cysteine sulfur atoms. 

xiii 



I. PLANT-TYPE FERREDOXINS 

A. INTRODUCTION 

Metalloproteins form an interesting subclass of protein enzymes, 

in many cases the metal ion or ions participate in determining the 

enzymatic prOperties of the protein by forming the active center in 

conjunction with a highly specific metal-binding complex. The most 

familiar example of this specificity'is the Fe-porphyrin complex found 

in the proteins hemoglobin and myoglobin where the heme group confers 

the important property of reversible oxygen binding.. Porphyrin-

magnesium cbmplexes form the center responsible for primary photosynthe-

sis in chloràphylls; iron not bound in a heme moiety binds oxygen 

reversible in the misnamed protein hemerythrin. 

:Iron is also an important constituent of. another class of 

proteins (Fig. 1), the iron-sulfur proteins, which function as electron-

transfer agents, and which shall be the subject. of this work. Iron is 

also, of course, carried by several proteins (e.g., transferrins and 

conalbumin), and stored by others (e.g., ferritin and hemosiderins), as 

it is a necessary element for most life processes. The iron storage 

protein, ferritin, whose principle function is related to binding iron 

reversibly, has been investigated thoroughly by a number of physical-

chemical techniques (Brady et al., 1968) including, magnetic 

susceptibility, electron paramagnetic resonance, Mossbauer spectroscopy, 

and low-angle x-ray scattering. 	. 
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Heme proteins have been investigated fully, by a variety of 

chemical and physical techniques. These investigations (Chance et al., 

1966) have shown that the wide range of biochemical properties, includ-

ing oxygen-transport as in myoglobin and hemoglobin and electron-transfer 

as in cytochromes, depend intimately on the configuration of the iron 

atom within a porphyrin ring (Falk, 1964) and on the details of the 

incorporation of this iron-porphyrin complex in the protein. Although 

the studies on heme compounds have given precise information on the 

character of the iron bound in these molecules (Moss et al., 1968), this 

information is not directly applicable to the present study of the plant-

type ferredoxin for these two types of iron proteins never have similar 

iron environments, even when their functions are analogous, i.e., 

electron transfer reactions. 

Iron proteins which have more than one type of prosthetic 

group or example, xanthine oxidase) are called "conjugated iron pro-

teins" (Beinert, 1969). Xanthine oxidase is a large molecule 

(MW = 27.5,000) containing two molybdenum and eight iron atoms as well 

as two flavin adenine dinucleotide (FAD) moieties per protein molecule. 

The heme-fiavoproteins such as yeast lactate dehydrogenase, are also in 

this group. It has been suggested that the iron.complex of the plant-

type ferredoxins is sometimes a constituent in these proteins (Orme-

Johnson and Beinert, 1969). 

The non-heme proteins can be divided into two groups: the 

iron-sulfur proteins and the rubredoxins. Rubredoxin has a single 

iron atom, per protein molecule. This single iron atom has been 

recently shown by x-ray crystallography to be tetrahedrally ligated by 
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the sulfur atoms from four cysteine residues (Herriott et al., 1970). 

These areOne electron-transfer proteins, characterized chiefly by 

color (red-brown when oxidized) and by a g = 4.27 electron para-

magnetic resonance signal (referenced in Palmer and Brintzinger, 1966; 

Newman and Postgate, 1968). Two distinct chemical differences dis-

tinguish the iron-sulfur proteins from the rubredoxins: 1) the 

iron-sulfur proteins contain "labile" sulfur, that is, sulfur which is 

not part of the amino acid backbone, and 2) the iron-sulfur proteins 

always contain more than one iron per molecule. The iron-sulfur 

proteins with more than two iron atoms per molecule and, generally, 

eight iron atoms per molecule (Orme-Johnson and Beinert, 1969) are 

called bacterial-type ferredoxins, as they were first discovered in 

nonphotosynthetic bacteria (Mortensen et al., 1962). Those with two 

iron atoms per protein molecule are called plant-type ferredoxins. 

There are two other non-heme iron proteins: hemerythrin, and 

the high-potential iron protein (HIPIP) found in Chromatium D and 

Rhodopseudomas gelatinosa. Hemerythrin is an oxygen-transport protein 

found in some marine invertebrates: for example, sipunculid worms. 

There are two iron atoms and one cysteine residue in each of the eight 

subunits of the protein (Love,. 1957; Boeri and Magaldi, 1957). The 

cysteine in this protein is involved in binding the subunits together 

(Keresztes-Nagy et al., 1965); therefore the iron complexes in this 

protein are not similar to that in rubredoxin (Lovenberg and Sobel, 

1965), nor is the iron in hemerythrin analogous to that found in the 

iron-sulfur proteins (Fry and San Pietro, 1962). 

5 



The unique properties of HIPIP have given rise to studies of 

its chemical properties (Dus et al., 1967), but to date its function 

is unknown. H1PIP contains four iron atoms and four labile sulfur 

atoms per protein molecule. However, its reduction potential 

(E = +0.35V) is not characteristic of any other iron protein, and it 

is not expected to contain an active center similar to the other 

iron-sulfur proteins. 

As mentioned above, the name "plant-type ferredoxin" refers 

to iron-sulfur proteins with two iron atoms per molecule. The origin 

of this name is historical and not particularly descripti ve for there 

are plant-type ferredoxins in animals and bacteria as well as in plants. 

Thus far, however, all iron-sulfur proteins in plants contain just two 

iron atoms per molecule, and all iron-sulfur proteins which have more 

than two iron atoms per molecule occur only in bacteria. In this 

research we have studied the best-characterized plant-type ferredoxins 

from plants, animals and bacteria: 

Spinach Ferredoxin 

Parsley Ferredoxin 

Pig Adrenodoxin 

Azotobacter Iron-Sulfur Protein I 

Azotobacter Iron-Sulfur Protein II 

C. pasteurianum Paraniagnetic Protein 

lFPutidaredoxin 

The above designation of the iron-sulfur proteins in 

Azotobacter is in accordance with Shethna et al. (1968). C. pasteur-

ianum pararnagnetic protein (Hardy et al., 1965) is not to be confused 

6 
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with the bacterial-type ferredoxinfrom C. pasteurianum known as 

Clostridial ferredoxln (Hong and Rabinowitz, 1967). 

B. FUNCTION OF THE PLANT-TYPE FERREDOXINS 

The main reactions of the plant-type ferredoxins included in 

this study are shown in Fig. 2. In plants, ferredoxin is involved in 

photosynthetic processes which are located very close to the chloro-

phyll in the electron-transport chain. It has been thought that 

ferredoxinwasthe primary electron acceptor in photosystem I in 

plants. Recently, however, Yocum and San Pietro (1969) have assigned 

this position in the chain to a different molecule which they named 

ferredoxin-reducing substance (FRS). Adrenodoxin and put idaredoxin 

are involved in the hydroxylation of deoxycorticosterone and camphor, 

respectively. The plant-type ferredoxins from C. pasteurianum and 

Azotobacter vinelandii have unknown functions; it is presumed that 

they are involved in nitrogen fixation. 

Thus, the plant-type ferredoxins are participants in nitrogen 

fixation, photosynthesis, and steroid and camphor hydroxylations. 

Regardless of origin, however, these proteins show remarkable simi-

larities in their chemistry. All the plant-type ferredoxins whose 

function is known, participate in electron transport chains with both 

one and two-electron transfer reactions present. In each chain, the 

switch between one and two electron transfer reactions takes placeat 

the point where the ferredoxin reacts with a flavoprotein. Since 

Foust et al. (1969) have shown that spinach ferredoxin forms a 1:1 

complex with the appropriate flavoprotein from spinach, it seems 

likely that the reaction in spinach involves two consecutive 
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FIGURE 2. 	ELECTRON-TRANSFER REACTIONS OF THE PLANT-TYPE FERREDOXINS. 

Abbreviations: 	ATP - Adenosine triphosphate 

Ad - Adrenodoxin 

Fd - Ferredoxin 

fp - Flavoprotein 

• 	FRS - Ferredoxin-reducing substance 

NADPH - Reduced nicotinamide adenine dinucleotide 

- 	 phosphate 

P-450 - Cytochrome P-450 

450cam - camphor specific cytochrome P-450 

Put. - Putidaredoxin 

(r) - Reduced form 	 • 
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PlANT FERREDOXINS 

A. Cyclic Phosphorylation (Arnon, 1967) 

4Fd0 + 2ADP + 2P 1  + 2H20 hp 4Fdred + 2ATP + 02  + 4H+ 

B Reduction of NADP+  (Yocum and San Pietro, 1969) 

FRS(r) 	 Fd 	 fp(r) 	NADP+ 

FRS 	 Fd(r) 	 fp 	 NADPH 

ADRENODOXIN 

Deoxycorticosterone Hydroxylation (Kimura, 1968) 

NADPII 	fp(r). 	p Ad 	 P-450(r) 

NADP 	 fp 	) 	Ad (r) I' 	P -450 

PUTIDAREDOXIN 

Methylene Hydroxylation of Camphor 

NkDH s  ( fp (r) 	
( 	

Put. 	\\ 
( 	

50cam ( r) 

D+ ) 	fp 	) 	Put . (r) 	 450 am 

AZOTOBACTER FE-S PROTEINS, CLOSTRIDIAL PARANAGNETIC PROTEIN 

Nitrogen Fixation9 
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reductions of the flavoprotein by reduced ferredoxin molecules. Thus, 

the role of the plant-type ferredoxins seems to be linked to an abil-

ity, in conjunction with a flavoprotein, to switch, an electron 

transport chain from one to two electron transfer reactions or vice 

versa. 

The importance of protein conformation in the reactions of the 

plant-type ferredoxins is not clear. The bacterial ferredoxins (Arnon, 

1965; Tagawa and Arnon, 1962) and most of the plant-type ferredoxins 

will substitute for the plant ferredoxins in the photoreduction of 

nicotine adenine dinucleotide triphosphate (NADF). The iron-sulfur 

proteins from Azotobacter have no biological activity in the photo-

reduction of .NADP (Shethna et al., 1968). Here we note that the 

Azotobacter proteins have twice the molecular weight as any other 

plant-type ferredoxin (Table 1). However, none of the plant-type 

ferredoxins will substitute for adrenodoxin in steroid hydroxylation 

(Kimura et al., 1969).. Many of the above observations can be explained 

on the basis of thermodynamic arguments and known reduction potentials, 

although it is obvious that steric factors also play an important 

part in determining the biological activity of these proteins. Since 

we are interested here in the active site of these proteins, it is 

important to realize that the amino-acid residues not directly involved 

in the active site binding are surely of some importance in determining 

the chemical properties of these proteins. Thus, the measured re-

duction potentials of these proteins need not be a property which is 

determined solely by the physical properties of the active site. 



C. PHYSICAL PROPERTIES OF THE PLANT-TYPE FERREDOXINS 

The plant-type ferredoxins are small proteins with molecular 

weights between 12,000 and 24,000. Table 1 shows that four of the 

proteins examined have molecular weights around 12,000; this weight 

consists of 97 amino acid residues, two iron atoms and two sulfur 

atoms. Since disulfide bonds have not been detected in the plant-type 

ferredoxins, they are assumed to consist of a single amino acid chain 

with the iron and sulfur atoms bound to the protein via amino acid 

side chains. 

The two iron and two sulfur atoms are labile; that is, they are 

released •to the solution when the pH is lowered to around four. Since 

the protein contains no prosthetic group such as. flavin or heme, and 

since the apoprotein is biologically inactive, the biological activity 

of the plant-type ferredoxin must result from a complex involving the 

apoprotein, the iron, the sulfur, or all three.. 

There are two oxidation states in plant-type ferredoxins: an 

oxidized state which then accepts a single electron to form the reduced 

stateof these proteins. It will be important to keep in mind that 

even a strong reducing agent such as dithionite will only transfer a 

single electron to the plant-type ferredoxin (Mayhew et al., 1969). 

Once reduced, the plant-type ferredoxins are strong reducing agents 

themselves with reduction potentials between -240 and -420 millivolts 

at pH 7.5 (Table 1). Moreover, the plant-type ferredoxins exhibit 

no electron paramagnetic resonance (EPR) signal in the oxidized state, 

but in the reduced state, they show the tg = 1.94" EPR signal at low 

temperatures. (As a convenience, the abscissa in EPR data (Fig. 3) are . 

11 



TABLE 1. PROPERTIES OF THE PLANT-TYPE FERREDOXINS INVESTIGATED. List 
of references used. 

Bendall et al (1963) 

Cushman et a].. (1967) 

..DerVartanian et al. (1967) 

Evans et al. (1968) 

Hall and Evans (1969) 

Hardy et al. (1965) 

Hollocher et al. (1966) 

I(imura and Suzuki (1967) 

Kiiuura et aL (1969) 

• j. Matsubara and Sasaki (1968) 	 • • 

k. Matsubara at al. (1968) 

1. Ornie-Johnson et aL (1968) 

Palmer, G. (1967) 

Palmer, C. - unpublished data 

Palmer and Sands (1966) 

P. • Palmer et al. (1967a) 

Shethna et al. (1964) 

Shethna et al. (1968) 

S. Tagawa and Arnon (1968) 

Tsibrls et al. (1968) 

Watari and Kimura (1966) 	 • 

12 
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Electrons 
Trans- Eo EPR g- 

Fe S= ferred MW (my) values Ref. 

Azoto- 2 2 1 21 0000 -300 to gx=1.93. c,g, 
bacter . . 

. _400* gy=1.95 q,r 
Fe-S Pro-. gz2.02 
teinl . 

Azoto- 2 2 1 24,000 -300 to gx=1.90 q 
bacter _400* gy=1.95 
'Fe-S Pro- . 

gz2.04 
teinli 

Parsley 2 2 1 12,000 -300 to gx=1.89 a,m 
Ferre- _400* 	. gy1.96 
doxin . gz2.04 

Adreno- 2 2 1 12,000 -370 gx=1.93 e,h, 

doxin . 
gy1.94 1,1, 
gz2.02 n,u 

Spinach: '2 2 1 12,000 -420 	' gx=1.89** d,j, 
Ferre- . 	

. gy1.96** k,p, 
doxin gz2.04** o,s 

C. Pas- 2 2 1 24,000 -300 to gx=1.93 e,f 

teurianum _400* gy1.95 
Paramag- . 

., gz2.00 
netic. Pro- 
tein 

Putida- 2 2 1 12,000 -240 gxl 94 b,c, 

redoxin gy=1 94 e,t 
gz=2 02 

• *persa1 W.H. 0e-Johnson counication 
**Personal communication, H. R.H. Sands 
**o 	reduction potential pH 7. (Mahier and Cor4es,  1966). 



sometimes given in terms of g, the spéctroscopic splitting factor. 

"g "  is defined as 	where i is the microwave frequency and H is 

the applied field for a point along the abscissa. "g" is near the 

Lande g-value in the above experiments, but may vary widely for other 

compounds [Abragam and Pryce, 19511).. 

This EPR signal has been critical for the identification and 

purification of these compounds (for example, see Shethna et al., 1964). 

The "g = 1.94" EPR signal has been observed from 4.2 °K to between 80 °K 

and 200 °K, depending on the protein. The "high temperature" disappear-

ance of this signal due to line broadening is attributed to spin 

relaxation effects (personal communication, G. Palmer; Shethna et al., 

1968). The EPR signal (Fig. 3) is anisotropicwith two g-values 

around 1.94 (gj) and a third g-value around 2.04 (g1 ). Thus, the 

weighted average of these g-values is less than 2.0023, the g-value of 

the free electron. Although the "g 1.94" EPR signal in itself 

attracts attention and gives rise to numerous theoretical implications 

with respect to the position of electronic energy. levels (Brintzinger 

et al., 1966), we §hall first turn to a consideration of a group of 

experiments in which changes in this EPR signal were observed. 

These experiments consist of substituting isotopes with 

non-zero nuclear spin for native iron or sulfur atoms in the protein 

and then observing the resulting hyperfine interaction in. the EPR 

spectrum of the reduced proteins at low temperature. The rationale 

and results of the experiments are as follows: 1) the oxidized 

protein does not show an EPR signal, whereas the reduced protein 

exhibits a signal characteristic of an S = 1/2 ground state doublet 

14 



FIGURE 3. EPR SIGNAL OF SPINACH FERREDOXIN. This spectrum was taken 

on 10 5M spinach ferredoxin in O.lMtris (pH 8.1 at 25 0C), reduced 

with sodium dithionite. The spectrum was recorded at a microwave 

pcwer (9.203GHz) of 1mW, a modulation amplitude of 4 gauss, a scanning 

rate of 500 gauss/mm. and at 20 °K. The receiver gain of the Varian 

E-3 EPR Sp&trometer was 3.2 x lOs. 
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(Beinert et al , 1965) 	In addition, the EPR, signal quantitates to a 

single electron by double integration of the EPR signal (Palmer et al 

1967), and by spec trophotometric titration with dithionite (Mayhew 

et al,, 1969). Since the proteins are known to take up a single elec- 

tron during reduction, the electron spin which causes the EPR signal 

is located at the active site of the protein 2) If atoms in the 

native protein are interchanged with isotopes having non-zero nuclear 

spin and if these atoms are involved with this reducing electron 

through a molecular orbital, then one can expect to see a broadening 

of the EM signal due to the magnetic hyperfine interaction Certainly, 

if broadening is observed upon isotopic substitution, this would mean 

that the substituted atop is part of the active site of the protein. 

Since Malkin and Rabinowitz (1966) have been able to reconstitute 

ferredoxin after the iron and inorganic sulfide has been removed, it 

would seem possible to induce hyperfine broadening by substituting 

57Fe (1 1/2) or 33S (I = 312) for their counterparts in the native 

protein. Alternatively, one could grow the cells in a medium enriched 

in 571e or 33 S and obtain the desired protein in .this way. The latter 

• 	method is the more expensive in terms of time and: money, and it is 

obviously not very feasible to produce enriched pig adrenodoxin in this 

way. However, the advantage of the growth experiments is that one is 

assured by this approach that enriched protein is structurally 

identic3l.to the non-enriched protein. 

The results of the above experiments show that enrichment with 

either 57Fe or 33S results in a broadening of the EPR signal in many of 

the plant-type ferredoxins (references in Table I). These studies have 



shown that both iron nuclei and both inorganic sulfide nuclei interact 

magnetically with the electron spin. The magnitudes of the hyperfine 

interactions with 57Fe and 33S nuclei indicate that the iron and sulfur 

atoms are bonded to form a complex at the active center of the plant-

type ferredoxins. In addition, cysteine sulfur has been implicated in 

the active site of putidaredoxin.by  growth experiments on 33S (Der 

Vartanian et al., 1967). Thus, the results of these EPR experiments 

imply that the active site of the plant-type ferredoxin consists of a 

complex with two iron atoms and two sulfur atoms ligated by the side 

chains of the protein amino acids. The absence of disulfide bonds in 

the proteins and the 33S growth experiments for EPR study indicate 

that cysteine is aligand in this complex. 

The amino-acid sequences of several plant-type ferredoxins 

are known (Fig. 4). Since x-ray crystallography has not as yet been 

successfully applied to the study of any plant-type ferredoxin, the 

chief use of this amino-acid data has been to point out similarities 

in the sequences (Sasaki and Matsubara, 1967) and to draw conclusions 

on the efo1ution of these proteins from correlations in their sequences 

(Matsubara et al., 1968a). Since cysteine has been imp1icated as a 

ligand in the iron-sulfur complex of these protein, mention of its 

characteristics in thes .e proteins is warranted. 

The position of the five cysteine residues which are present 

in most plant-type ferredoxins is one of the most obvious and constant 

features in the sequences. In particular, cys44 and cys47 would seem 

to provide a most inviting binding site for the iron-sulfur complex. 

However, the incidence of amino acids with side chains having charged 
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or polarized atoms is quite high in the plant-type ferredoxins; thus, 

there are many side chains in the proteins which could provide ligands 

to the iron-sulfur complex. Although methionine is not always present 

in plant ferredoxins, "backbone" sulfur could be provided to the 

complex via this amino acid residue. 

Although the optical spectra of these proteins have been 

extremely helpful in their identification and purification, their 

importance to the characterization Of the active site has been less 

than gratifying. However, an absorption peak at 420 nanometers has 

been shown to lose one-half of its intensity upon reduction of the 

protein(Tsibris et al., 1968). Also EPR, CD (circular dichroism) and 

ORB (optical rototary dispersion) data have been correlated with 

0D420  (Palmer et al., 1967). The results of these experiments would 

indicate that 0D420 is characteristic of a charge-transfer band in the 

iron-sulfur complex. 

In summary, plant-type ferredoxins are 97.. amino acid proteins 

with two iron atoms and two sulfur atoms bound ma complex with the 

ligands supplied by the amino acid side chains. Single electron re-

duction. of. this protein results in a material exhibiting a low-

temperature EPR signal with absorptions centered around g = 1.94. 

Other physical techniques which give information on the active site of 

these proteins are magnetic susceptibility, Mossbauer spectroscopy and 

electron nuclear double resonance (ENDOR).. The results of studies with 

these techniques are the subject of Chapter V. 	. 	. 
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D. WHY MOSSBAUER SPECTROSCOPY? 

The function of the plant-type ferredoxins is to accept a - 

single electron from one protein and pass it on to another. This 

electron, while in the ferredoxin molecule, is localized to a complex 

which contains two iron and two sulfur atoms which are not from the 

amino acid residues. As will be shown in Chapter Y, however, the 

experimental data which have been presented heretofore are not suf-

ficient to.substantiate a definitive model for the active site of these 

proteins. There is also no small molecular weight iron-sulfur compound 

which has all the physical properties of the active site. 

Since the problem is essentially to find the structure of the 

active site, the logical first choice for such a study is x-ray 

crystallography. This technique demands large, stable crystals of the 

native protein and one or more isomorphous-replacement derivatives. 

Since these demands have not been met thus far with any plant-type 

ferredoxin, x-ray crystallography has not been possible. 

Thus we are forced to study non-crystalline preparations of 

the holo-proteins in order to discern the nature of the active site. 

Here, also, we are faced with a problem conunon to the study of. all 

proteins: the active tite of the protein is represented by around one-

fiftieth of the total weight of the protein. We are interested in the 

oxidation state and coordinating ligands of two iron atoms which are 

surrounded 1y 97 amino acids. It is in this context that Mossbauer 

spectroscopy seems most appropriate to the study of the plant-type 

ferredoxins. Mossbauer spectroscopy is an absorption spectroscopy 

in which transitions between nuclear quantum states are observed. The 
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properties of this spectroscopy are such that the extremely small 

perturbations of the nuclear energy levels become measurable. These 

perturbations result from interactions of nuclei with surrounding 

electrons. One is thus able to derive information on the electronic 

environment of a particular nucleus by Mossbauer spectroscopic experi-

ments. 

The energy measurement made through Mossbauer spectroscopy is 

also completely noise-free with respect to any other nucleus than the 

one being studied. Thus, if a spectrometer is set up to observe 

transitions in an 57Fe nucleus, 100% of the relative absorption seen at 

the detector is due to 57Fe transitions. This specificity can be 

especially helpful in protein study as it allows one to seca particular 

locus in a large molecule. However, iron is one of the few elements 

present in biological compounds which has an isotope ( 57 Fe) that can 

exhibit a Mossbauer spectrum. Since the natural abundance of 57Fe is 

2.19%, enrichment with this isotope facilitates a study of the plant-

type ferredoxins. 

Another characteristic of Mossbauer spectroscopy is that it is 

most efficient at low temperatures (for frozen-aqueous solutions, below 

250 °K).. As discussed previously, the "g = 1.94" EPR signal was 

observable only at low temperatures. Thus, the temperature dependence 

of Mossbauer spectroscopy allows correlation of the Nossbauer spectro-

scopic results directly with those of EPR under identical experimental 

conditions. 



II. 57Fe MOSSBAUER SPECTROSCOPY 

A. THE MOSSBAUER EFFECT 

As Mossbauer spectroscopy is a newer field than other fields 

of resonance spectroscopy, its literature is not yet organized to the 

point where a new investigator in the field can easily find the answer 

to as basic a question as, "What is the Mossbauer effect?" The biblio-

graphy presents a listing of the basic articles and works which deal 

with Nossbauer spectroscopy in general, and in its application in 

particular to biological problems. Three monographs (Wertheim, 

Frauenfelder, and Abragam) are good starting places. to learn about 

Mossbauer spectroscopy, although a more thorough understanding of the 

field can carry one deeply into the literature of associated disciplines 

such as solid-state and nuclear physics. The following remarks on the 

theory of Mossbauer spectroscopy are meant to provide a feeling of the 

physical parameters as seen in the Mossbauer literature. In biological 

contexts, the Mossbauer spectroscopy literature is almost exclusively 

restricted to 57 Fe although other isotopes (129Xe, 119Sn, 1 27 1, 129 1) 

are of potential value to experimenters in biology. 

Decay of the I = 3/2 nuclear state of 57 Fe to the I = 1/2 

ground state takes placeeither by internal conversion or by the 

emission of a gamma ray. About ten internal conversion events occur 

for each gamma ray emission (Kistner and Sunyar, 1965). The emitted 

gamma ray has an energy of 14.41keV and a line width of 4.7 x 10 9 eV 

which arises from the lifetime of the I = 3/2 state through the 

Heisenberg uncertainty principle (E YZ  where Z is the mean lifetime 
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of, the nuclear excited state). The monochromaticity of the gamma ray 

should in principle allow one to measure the perturbations of a 57 Fe 

nucleus produced by the electronic environment, since these perturba-

tions are around 10 7eV, thus much larger than the linewidth of the 

gamma ray. Normally, nuclear absorption spectroscopy is not par- 

ticularly monochromatic because the energy of the emitted (and absorbed) 

gamma ray is modified by Doppler energy shifts due to nuclear recoil. 

These Doppler shifts are many orders of magnitude larger than either 

the linewidth of the gamma ray or the range of energy perturbations 

produced by atomic electrons on the iron nucleus. Therefore, nuclear 

resonance is difficult to observe by normal absorption techniques, 

since the.probability is small that energy of a gamma ray emitted by 

one 57 'e nucleus corresponds to the energy needed to excite the 

nucleus of another 57Fe atom. The Mossbauer effect increases the 

probability of resonant events which occur when the temperatures are 

lowered in the gamma-ray source and the absorber. 

This increase in resonance at low temperatures results from 

an increase in the probability that a nucleus can emit a gamma ray 

without recoiling. In these recoil-less events, the conservation of 

momentum principle applies, but the recoil momentum is carried by the 

entire lattice of which the emitting nucleus is a part. Upon emis- 

• 	sion the gamma ray has the full energy of the nuclear transition 

since .the energy contained in the recoil o the massive lattice is 

negligible. 

• 	 • Consider a source of this gamma radiation which results from 

"recoil-less"emissions The radiation source must consist of the 



Mossbauer transition which will be excited in the absorbing material 

since other sources of radiation cannot meet the requirements for 

monochromaticity and energy. In 57Fe Mossbauer spectroscopy, the 

sources are 57Co nuclei imbedded in a transition metal matrix; the 

purpose of the matrix is to provide a uniform environment for the 57Co 

nuclei and thus to prevent any 57Co - 57Co interaction which could 

result in a multiple line source. 57Co decays I

via electron capture 

to the 136 keV isomeric state (I 	5/2) of 57Fe. After io" S this 

state cascades via a 14.41 keV isomeric state (I 	3/2) to the ground 

state of 57 Fe (I - 1/2). The lifetimeof the 14.41 keV isomeric 

state is 10T7 S. The source gamma radiation can be energy-modulated 

by moving the source relative to an absorber, by employing the first-

order relativistic Doppler shift: 

EE(+) 	 (1) 

where E. is energy of the gamma ray when the nucleus is at rest, v 

is the velocity of source relative to the absorber, and c is the 

velocity of light. For the 14.41 keV gamma ray of 57Fe the linéwidth 

(FWHM) corresponds to a velocity of 0.2 mm/S and the velocity range 

needed in practice to scan the energy spectrum of any absorber is 

12 mm/S. 

Let us now consider the means by which a nucleus can recoil 

when this nucleus is part of a protein in frozen aqueous solution. 

1) The emitting nucleus cannot recoil as a free particle 

since the energy of recoil (ER E/2Mcz: I. IOeV 	 is 

much smaller than the energy required to break.chemical bonds in the 

protein molecule. 
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Rotational and translational motion of the protein molecule 

are precluded for such a macromolecule in frozen solution. 

The only remaining means of motion for a nucleus is 

vibration within the crystal lattice (phonons). Although center-of--

mass momentum may not be transferred to the lattice via phonon 

interactions, it is possible to destroy the Mossbauer effect by this 

means. Remembering the Einstein model for a crystal, nuclear vibra-

tions in a crystal are described, by wave functions which span the width 

of the crystal. Thus a nucleus is allowed certain quantized vibrational 

frequencies: 'there exists a minimum ground state frequency below which 

nuclear vibrations are not allowed. In the Debye solid, there is a 

characteristic energy, which represents the difference between this 

ground state and the first excited phonon state. This energy is 

given in 'terms of temperature, GD. the Debye temperature. 

As the temperature in a Debye solid is lowered, the ground 

phonon state becomes more and more popUlated. until the energy needed 

to excite a vibrational transition in the solid becomes equal to k D . 

If the recoil energy from a nuclear gamma ray is less than kOD, then 

it is possible for a nucleus to emit a gamma ray without a phonon 

excitation. In this case, momentum is conserved by recoil of the 

crystal as a whole. The velocity of the lattice corresponding to this 

momentum is so small that any Doppler effect on the emitted gamma ray 

is negl±gible. Thus the emission is said to be "recoil-free". The 

probability for recoil-free emission Isgiven by f, the recoil-free 

fraction. The details of the above, argument are given in thegeneral 
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references toMossbauer spectrOscopy (Bibliography). The results 

define f as: 

= exp 	[f +  '] 	T<e0 	(2) 

Experimentally, this fraction approaches 0.7 for sources at 298 ° K and 

for frozen-protein solutions at temperatures around l00 °K. Therefore 

it is not advantageous to cool the source. 

A typical Nossbauer spectrometer consists, of ) a radioactive 

source of Mossbauer gamma rays placed in a source mover b) a dewar 

system which controls the absorber temperature and allows the trans-

mission of gamma rays, and c) a gamma-ray counting system which is 

synchronized with the motion of the source mover and which is capable 

of filtering out non-resonant radiation. (The spectrometer used in 

this research will be considered in greater dEtail in Chapter III.) 

A Mossbaüer effect spectrum results from an increase in absorption as 

the velocity of the source produces a gamma ray which corresponds to 

the difference in energy between two nuclear states in the absorber.. 

For this reason, Mossbauer data are usually presented as per cent 

absorption vs. velocity. 	 ' 

Information about the electronic environment of an 57Fe 

nucleus can be gained by obtaining Mossbauer spectra. These spectra 

will vary depending on the perturbations produced by the electronic 

environment on the 57Fe nuclear isomeric states.' It is important to 

note that both isoineric states will undergo energy perturbations, 

although' the I = 1/2 ground state may not sense electrostatic inter-

actions other than the electric monopole interaction as this state has 

zero electric moments. Relation of the observed Mossbauer spectra to 



electronic configurations can be made by the use of perturbation 

theory applied to the nuclear energy levels as in no case does the 

Mossbauer experiment deal with the full energy of the nuclear isomeric 

transition but rather with extremely small changes in this energy 

(1 : 1012) as produced by the various electronic environments. Thus, in 

constructing a perturbation Hamiltonian to describe the interaction 

between the nucleus and its electronic environment, no term need be 

included to represent the energy of the excited nuclear state relative 

to the ground state. In fact, Mossbauer spectra contain no information 

concerning the total energy of nuclear transition In the absorber since 

the energy unit in these spectra is relative to the energy of the 

nuclear transition in the source at rest. There are three types of 

perturbations to the energy levels of a bare nucleus: the isomer 

shift, the electric quadrupole interaction, and the interactions be-

tween the nuclear magnetic moment and any magnetic fields present at 

the nuclear position. 

B. ISOMER SHfl'T 

The isomer shift term results from an electricmonopole 

interaction between the charged nucleus and the charge of the surround-

ing electrons. Therefore, this term is a scalar in the perturbation 

Hamiltonianand produces a shift in velocity of a Mossbauer spectrum as 

a whole. The "shift" results from a difference in the interaction 

between the nuclear ground state (I = 1/2) and 14.41 keV first isomeric 

state (I 3/2) of 57 e, hence the name isomer shift. Since this shift 

is dependent on the electronic environment, it is different in the 

source, a standard reference material, and the absorber (Fig. 5). 
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Since the only electrons with a non-zero probability at the nucleus 

are s-electrons, the isomer shift is determined by s-electron density 

at the nucleus. 

It is conventional to define positive velocities as motion of 

the source toward the absorber. With this convention, increased 

electron density at the absorber nucleus shifts a Mossbauer spectrum 

to more negative velocities. S-electron densities can be affected by 

variations in electron density in other atomic orbitals. In the case 

of iron chemistry, the largest variations in s-electron density result 

from variations in 3d orbitals. Since added d-electron density in-

creases shielding of s-electrons from the nucleus, added d-electrons 

in the absorber shift a Nossbauer spectnnn to higher energies (more 

positive velocities). Thus we have, in principle, a way to determine 

the oxidation state in the absorber by comparing an experimental 

spectrum to spectra of known standards. In practice, however, the 

situation is not as straightforward. The spin stateof the iron and 

the bonding character of the 3d electrons are factors which affect the 

degree to which 3d electrons contribute to electron density at the 

nucleus. These effects have been discussedbySchulman and Sugano 

(1965); 

1) The amount of 4s character in avalence electron con-

tributes directly to the electron density at the nucleus. The ligand 

field will give an Indication as to the probability of this occurring 

(Walker et al., 1961). 
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2) The shielding effects of 3d electrons depend on the type 

of bonding in which these electrons are involved. Principally, there 

are three bonding types to be considered: 

The 3dtl configurations (ions) assign n electrons to 

the 3d shell. The contributions, to Z 	have been estimated for 

n = integer' by Walker et al. (1961). 

Covalency between 3d and filled ligand orbitals 

increases d-electron density, thereby increasing the isomer shift. 

Covalency between 3d and empty ligand orbitals decreases 

d-electron density via back donation, thus resulting in a more negative 

isomer shift. 	 . 

As a result of the:complexity of the isomer shift interaction, 

the experimenter is seldom able to make a definitive assignment of 

oxidation state from isomer shift data alone. High-spin ferrous 

(3d6 , S = 2) compounds are the exception; this case will be discussed 

in greater, detail during the description of the nuclear quadrupole 

interaction. 	 . 

C. NUCLEAR QUADRUPOLE INTERACTION 

The quadrupole term in the perturbation Hamiltonian originates 

from an interaction between the quadrupole moment of the nucleus and 

the electric field gradient (EFG) at the nuclear position resulting 

from the electrons in the iron atom and surrounding ligands. Since the 

quadrupole moment of the ground state (I =1/2) of 57Fe is necessarily 

zero (Evans, 1955), the 'interaction is absent for this state. However, 

in the excited state (I = 3/2) the quadrupole interaction splits the 

'fourfold degeneracy of this state into m 1  tl/2 and rn1 =t. 3/2 states. 
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The EFG is a second-rank tensor which can be diagonalized by a suitable 

choice of coordinate system. The mathematics of the quadrupole inter-

action is shown below in three equivalent representations; each has a 

specific advantage either in simplifying calculations or in aiding 

the experimenter to visualize the three-dimensional aspect of the EFG. 

[V
Vic tii 	Vyy t y  4VaLj 	 (3) 

where eQ = quadrupole moment of the I = 3/2 nuclear state in 57 Fe. 

Vxx, V>,' V 2  are the diagonal components of the EFG. 

	

Yc 	LfrQ 1 3I —i(ii) + ' it (i -I)] 	(4)
112 

where -eq. V; 1. (Vxx -  

Since it is customary to choose V%IIVyy(. (Vacxt , the range of 

is limited: 	 . Notice also that there .are only two variables 

fl, ) in Eq. 4. This reduction in parameters is possible because 

the components of the EFG must satisfy Laplace's equation at the 

nuclear position; that is, 

v + V + V 	0 	 (5), 

The following form'of the quadrupole interaction is used in 

Chapter. IV. 	 .. 	 . 	 . 

)C 
 

2 D Il 	E—t)I + 	E 	y 	(6) 

whereD=e2qQandED. 	 . . 

	

12 	. 	 .. 

The EFG at the nucleus is the result of non-spherical charge 

densities in the iron atom and in the surrounding ligands. Although 

the EEG at the nuclear position is the tensor which enters in the 

Hamiltonian for the quadrupole interaction, it is not this EFG but an 
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EFG which would arise from only the ligands and valence electrons that 

is of principal interest to the chemist. Since the effect of the 

inner electrons is to diminish the quadrupole interaction, the Hamil-

tonian is usually written with the "outer" electron EFG reduced by 

"Sternheitner• anti-shielding constants"! (Danon, 1968). The value of the. 

quadrupole moment for 57Fe312  is not known precisely (Grant, 1966). 

The uncertainty in this parameter and in the value of the anti-shielding 

constants.makes the precise calculation of the quadrupole interaction 

from basic principles very difficult. An alternate way to treat the 

problem is to deal exclusively with the parameters in Eq. 6. 

First define a new parameter, QS, which is convenient in 

matching computed spectra to.Mossbauer data. 

cs = Q1 	 2. Q 
 ( 	

V 
2(7) 

Since D = e2qQ then QS can be written as 
12 

IL 

(8) 

By taking only the positive square root in Eq. 8, the quadru-

pole Hamiltonian is defined in terms of QS and q, the EFG asyinmtry 

parameter. Note that QS has the same sign as both D, the quadrupole 

coupling constant, and Vzz , the largest principal component of the 

EFG tensOr. In addition, QS is the observed splitting of a single 

quadrupole pair (Wertheim, p.64) and can thus be easily specified in 

units of mm/S. rt can be varied at will without changing the observed 

splittingwhile the parameter QS is held constant.. For a simple 

quadrupole Interaction in a powder sample the resultant Mossbauer 



spectrum consists of two lines of equal intensity split by.an  amount 

QS (Fig. 6). However, the oidanskii-Karyagifl effect (Goldanskii and 

Marakov, 1968) can give rise to two-line quadrupole spectra for powders 

in which the lines are of unequal intensity. If a powder is envisioned 

as a random orientation of microcrystals, then this effect is explained 

by assigning different recoil-free fractions to different directions 

in the crystal coordinate frame. In other words, the microcrYstal can 

have different Debye temperatures which depend on the direction of the 

phonon mode which can be excited during a gamma-ray absorption. 

When the internal magnetic field at the nucleus is zero, the 

application of an external magnetic field is necessary in order to 

determine the sign of QS and the magnitude of ti (Collins, 1964). Fig. 

7 contains computed spectra which illustrate the effect of an applied 

magnetic field on powder samples with a simple quadrupole interaction. 

Note that when 'i is not equal to one, these spectraare not centro-

symmetric along the velocity axis. Given a specific magnitude of QS 

and the magnetic field at the nucleus, the shape of these spectra is 

determined by the value of fl as shown in Fig. 7. (Changing the sign 

of QS results in spectra which are the mirror images of these spectra.) 

Thus, by matching experimental data .to calculated spectra, one can 

determine the major components of the quadrupole.teflSOt for powder 

samples in applied magnetic field. 

A quadrupole spectrum will appear when there is no magnetic 

field at the nucleus CRnuc 0) or when a magnetic, field at the nucleus 

does not have an axis of quantization for a time comparable to the 

nuclear Larmor precession time. (If the magnetic. field at an 
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FIGURE 7. COMPUTER PLOTS FOR PARANAGNETS IN APPLIED MAGNETIC FIELDS. 

These plots are the output of program ANIMO and represent solutions to 

the Hamiltonian in Eq. 13 for powder samples in applied magnetic fields. 

These spectra are suitable for comparison with 57Fe Mossbauer spectra 

of diamagnets or of materials with isotropic hyperfine interactions. 

The isomer shifts are zero for all spectra. Changing the sign of QS 

for any spectrum will reverse the spectrum along the velocity axis. 

Note that when r approaches one, these spectra become centro-symmetric. 

The effective magnetic field at the nucleus, H, is parallel to the 

gamma ray direction and is given in kilogauss. The left and right 

boundaries in each plot are at -6.00 mm/S and +6.00 inm/S, respectively. 



2 48 

1.24 

4 



41 

57Fe1 = 1/2 nucleus equals 3 kG, then 	is 3810 7S.) The zero 

applied field Mossbauer spectra of oxidized plant-type ferredoxins are 

quadrupole spectra (Fig. 16); therefore, one ma assume that one of the 

above is true. There is, however, other information available from 

simple quadrupole Mossbauer spectra. 

High-spin ferric and low-spin ferrous ions have spherical 

electron charge distributions about the nucleus (Unsold's theorem: see 

Pitzer, 1953). For low-spin ferric and high-spin, ferrous ions the 

electron charge distribution is usually non-spherical; however, in high-

spin ferrous, the electrostatic interaction between the 3d electrons is 

less than .that for low-spin compounds, which accounts for their com-

paratively large quadrupole splitting and more effective.shielding of 

the outer s-electrons (Section 11-C). Thus, a quadrupole splitting of 

2-4 mm/S and an isomer shift which is ' 1 mm/S more positive than most 

ferric compounds is characteristic of high-spin ferrous. (Most other 

iron compounds give quadrupole splittings of 0-1 mm/S.) An example 

of high-spin ferrous Mossbauer spectra will appear during the dis-

cussion of the high-temperature, reduced protein spectra. 

In addition, q and 7L have been calculated for the crystal field 

basis set of d-orbitals (Ingalls, 1964). 
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• 	 TABLE2 

ORBITAL CONTRIBUTIONS TO EFG 

Orbital 	 '7 

• 	d22 	 4/7 <r 3) 	 o 

	

-4/7 Kr 3> 	0 

d. 	 -2/7 cr 3> 	+3 

	

-2/7 <r 3> 	-3 

	

417 (r 3> 	 o• 

We shall return to the calculation of quadrupole parameters 

in Chapter V. 

D. MAGNETIC EFFECTS 

The basic magnetic interaction is the nuclear Zeeman 

interaction: 

• (9) 

where 	tis the magnetic moment of the nucleus and Heff 1S the 

effective magnetic field at the nucleus. The magnetic field splits the 

m1  degeneracy of both the ground and excited states of the nucleus. 

Figure 8 illustrates this Splitting and also shows the resulting 

Mossbauer spectrum for the powder sample in which the interaction is 

due to an internal field, i.e., iron metal. 

If the effective field at the nucleus results solely from the 

application of an external magnetic field to the sample, the inter-

action is properly called the "nuclear Zeeman effect", and H e ff in 



Eq. 9 is.equal to 11app'  the applied field. However, unpaired electron 

spin in the iron atom or its ligands results in an internal magnetic 

field, Hi, which interacts with the nuclear moment through the hyper-

fine term, aIS. 

It is well to keep in mind that the gross magnetic properties 

of a sample such as magnetic susceptibility do not always give rise to 

the same magnetic effects as measured by Mossbauerspectroscopy. For 

example, diamagnetism implies that electron spin-pairing is complete 

within the sample, thus the material has no residual magnetic moment 

in zero applied field. When a magnetic field is applied, the electrons 

respond by circulating arouri the applied field and a small, negative 

moment is thereby induced in the sample. Thus, for diamagnetic iron 

samples, one does not observe an internal magnetic field except when 

the "pseudo-nuclear Zeeman interaction" (Bleaney, 1967) is large 

enough to give rise to an internal field, which is induced by the 

application of an external magnetic field. In Chapter V, we shall 

illustrate the effect of this "pseudo-field" as it is present in the 

spectra of the oxidized plant-type ferredoxins.. 

In parainagnets, there is unpaired electron spin in the material. 

When a small magnetic field ( >25 gauss, Johnson et al., 1968) is 

applied to this material, this unpaired electron spin becomes quan-

tized along the direction of the applied magnetic field. If this 

quantized spin interacts with an 5 Fe nucleus through a hyperfine 

interaction, one could expect to see the effect by Mossbauer spectros-

copy if, in addition, the effect is large enough. However, in order 

for the effect to be measurable by Mossbauer spectroscopy, the magnetic 
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field from the quantized spin must be present at the nucleus for a 

long time compared to the Larmor precession time of the nuclear excited 

state. If the electron spin states are relaxecl.faster than this 

Larmor precession time, the magnetic interaction will not be measurable 

by Mossbauer spectroscopy. 

In ferromagnets, the internal magnetic field is present over 

long periods of time and also oriented with respect to the sample 

lattice. In this case, the magnetic interaction is always measurable 

by Mossbauer spectroscopy. when an external field is applied, the 

effect is to align the internal field with the applied field. If the 

applied field is coaxial with the gamma ray direction, its effect is 

exhibited in the Mossbauer spectra by a disappearance of the Am, = 0 

transitions (Fig. 8). Although the applied field will be present at 

the nucleus in addition to the internal fields, the effect of the 

applied field on the energy of the nuclear states is usually, negligible 

since applied fields are usually much smaller than internal fields 

(150 to 600 kGauss). In anti-ferromagnets, the spectra at zero applied 

field are identical to those of ferromagnets since an antiferromagnet 

consists of superimposed ferromagnetic lattices. Thus, if there is 

no quadrupole interaction, the Mossbauer spectrum of these materials 

has six lines of intensity 3:2:1:1:2:3. When a quadrupole interaction 

is present, the m1  nuclear states are mixed such that all eight lines 

(Fig. 8) are present in the spectrum. Kundig has written a computer 

program for these spectra and his paper (Kundig, 1966) contains 

spectra which span the parameter space for the Mossbauer Hamiltonian 

of ferromagnetic and antiferromagnetic compounds. 
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A paramagnet at zero applied field deserves special attention 

for it is acase apart from the other magnetic materials. In the. 

present discussion, it is assumed that the spin-relaxation times are 

infinite and that the hyperfine interaction is isotropic 

The Hamiltonian for the hyperfine interaction is 

I•S 	 (10) 

where I and S are nuclear and electron spin vectors and a is the hyper-

fine coupling constant with the dimension of energy. Very often a is 

given in gauss through the following relationship 

where g 2.0023. Peis the Hohr magneton, and H is the field in 

gauss. Thereason for this convention stems from EPR measurements 

where the observed splitting in gauss from a hyperfine term is equal to 

a (Carrington and McLaughlin, p  15) 

'V 

At zero applied magnetic field, I and S are coupled to form a 

resultant F. Rewriting the I-Iamiltonián in terms of this quantum number 

gives; 

'x rn (FI 1 	 ) 	
(12) 

Assuming that a is negative and that S = 1/2, Fig. 9 shows the 

energy level scheme and resulting Mossbauer spectrum for this case. 

When a quadrupole interaction is present or when the hyperfine inter-

action is anisotropic, or both, a computer program is needed to 

generate the desired Mossbauer spectra. We have not written this . 

program; thus, in Section V-D the zero applied magnetic field spectra 

for the reduced plant-type ferredoxins (paramagnets) are interpreted 

by comparison with the spectrum in Fig. 9. 
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When the applied .manetic field becomes greater than the 

hyperfine coupling constant in gauss, the coupling is destroyed and 

both nuclear and electron spins precess independently about the 

applied field. Since this is the case which is most pertinent to the 

study of plant-type ferrecloxins, Section E will be devoted to a 

discussion of paramagnets in an applied field. 

E. PARANAGNETS IN APPLIED FIELD 

Assuming that the A and G tensors are isotropic and that the 

applied., field is along the Z-direction, the total Hamiltonian for 

paramagnéts in applied field is: 

I.S. 	L'PI - N,JLL 4 	
(13) 

where the first two terms are the isomer shift and quadrupole terms, 

the third term is nuclear Zeeman interaction and the last term is the 

hyperfine interaction. It is helpful to collect the last two terms 

in order . that the effective field at the nucleus and the internal 

magnetic field can be defined. Thus: 

= 	•• + 	 + 	<s>j i 	 ( 14) 

For the electronic ground state ./S'> 	-1/2, therefore: 

	

+ [- N(4 -&L 	••o - 
u (30 II e c:L (15) 

If we now define the internal field', H.,' as: 	 . 

50 

= 	 (16) 



the Hamiltonian becomes; 

I.s. 	I•PI . 	N3% (.44. 	l• 	(17) 

Since a is.usually given in gauss, the following expression is useful; 

(74 10 
4 

OL (18) 

Note that in Eq 17, if a is negative, the internal field 

opposes the applied field for the ground electronic state. Using He ff 

as the magnetic field parameter, one can generate a family of curves 

for the different relative values of the quadrupole coupling constant 

and the effective field at the nucleus. Figure 7 shows this family of 

curves for powder samples in a magnetic field. Since the source of 

Heff doësnot affect the spectra, Fig.7 is also the same curves which 

would apply to diamagnetic powders in a magnetic field. When fitting 

these curves to experimental data it is well to keep in mind that the 

shapes of the spectra are changed little when the magnitude of the 

parameters QS andHeff  are varied while holding their ratio constant. 

We have found empirically that the energy interval from the lowest 

energy line to the highest energy line in a Mossbauer spectrum of this 

type can be fit by the following expression: 

.TS 	0.0288 HeU  + 0.954 QS 	 .. 	 (19) 

where TS is the total splitting in mm'S, H eff is defined as before 

and given in kilogauss and QS is the observed quadrupole splitting 

• • 
	given in imu(S. 	 . 	 • 

All the computed spectra in this work were made under the 

assumpt±on that the spin-relaxation times were infinitely long. 
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Wickman (1965) has treated the problem for the case when therelaxation 

times are in the order of the Larmor precession time of the nuclear 

paramgnet. 

The number of variable parameters inthe. above spectra is 

essentially three: Heff QS and . Isomer shift is usually not 

handled by the computer since its determination by sliding the computed 

sptra over the experimental data is more efficient. If the G and A 

tensors are allowed to be anisotropic, the situation becomes a great 

deal more complex. The total Hamiltonian in this :ca.se is: 

(20) 

There are three second-rank tensors in this Hamiltonian: 

F, A and G. The G tensor is needed to compute (Seff•  Thus, there 

are nine Eulerian angles needed to specify the orientations of these 

tensors relative to the lattice coordinate system. These Euler 

angles are reduced to a single parameter in the following way: 1) the 

A and C tensors are assumed to be diagonal and coaxial (this assumption 

Z 
can lead to errors only if both A and G are anisotropic) 2) the 

coordinate system of these tensors is chosen to be identical with that 

of the lattice, and .3) it is found that the quadrupole tensor can be 

rotated through all its orientations by keeping QS constant and 

varying rjfrom -co to + 

Thus, there are nine unknown parameters for a single iron 

environin4nt material: I..S., QS, I7 the three principal components of 

the C tensor and the three principal components of the A tensor. The 

data from other techniques, such as EPR and ENDOR, can further reduce 

the uncertainty in these parameters by giving the magnitudes of the 
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principle components of the A and G tensors. However, a computer 

program is essential if one expects to derive these parameters from 

experimental data. Appendix I contains this computer program, and a 

more detailed explanation of its calculation and parameters is the 

subject of Chapter IV. Since the spectra from this pr6gram are so 

varied as to defy organization, no "family of representative spectra" 

is here included. However, examples of the output of the program 

appear in Section V during the discussion of the Lw-temperature, 

reduced protein, Mossbauer data. 

F. MAGNETIC HYPERFINE INTERACTIONS IN 57Fe IONS 

The magnetic hyperfine interaction is defined as the 

interaction between the nuclear magnetic moment and the resultant 

magnetic moment of the surrounding electrons: 

• 	(21) 

where A is the hyperfine tensor. We shall assume that this tensor 

has been diagonalized by a suitable choice of coordinate system 

relative to. coordinate system of the crystal field which surrounds the 

ion. The ground nuclear state of 57Fe has a magnetic moment of 0.1806 

nuclear magnetons (Locher and Geschwind, 1965), with I = 1/2. The 

electronic spin is assumed to result from unpaired .d-electron density. 

Consider first the Interaction of a single 3d electron with the 

nuclear magnetic moment. 

In the Fermi contact interaction,unpaired d-electron density 

results in a non-zero, s-electron spin density at the nucleus which 

gives rise to the hyperfine interaction. The process by which the 
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d-electrons cause a non-zero, spin at the nucleus is called "core 

polarization" (Watson and Freeman, 1967) and arises in the following 

manner. In the ferric ion, for example, the 3d electron density, as 

determined from Hartree-Fock wavefunctions, is such that the expecta-

tion value of the position of the 3d electrons, Kr3d), is greater than 

that of the 2s electrons, but less than that of the 3s electrons, but 

less than that of the 39 electrons. For any pair of s-electrons, the 

overlap of the d and s-orbitals causes an exchange interaction with the 

electron spin which is not equivalent for the "spin up and "spin down" 

s-electrons. The result of this exchange interaction is that s-elec-

trons with spin anti-parallel to that of the d-electrons are more 

strongly repelled by the d-electrons than are s-electrons with spin 

parallel.. . .Thus in the ferric ion, core polarization results in a 

negative spin density at the nucleus from is and 2s electrons, while 

the spin density at the nucleus from 3s electron is positive, i.e., 

parallel to d-electron spin. Watson and Freeman (1961) have calcu-

lated the contact term and the internal fields for ferric and ferrous 

ions using a Hartree-Fock formalism which allows exchange polariza-

tion. Their values are shown below in Table 3. 	. 
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TABLE 3 

CALCULATED CONTACT TERMS 
(Watson& Freeman, 1961) 

Fe+ 	Fe 

X(a.u.) 	 -3.00 	-3.29 

1-s contribution to X 	-0 25 	-0 21 

2-s contribution to X 	-8 51 	-7 80 

3-s contribution to X 	+5.77 	+4.72 

H. (k0e) 	 -630 	-550 
i 

Note that in both cases shown above, the effective moment at the 

nucleus opposes the magnetic moment of the d-electron density. 

The orbital moment, L, of the d-electrons can also interact 

with the nuclear magnetic moment. In Iron compounds, however, the 

orbital angular momentum of the d-electrons is "quenched" by the 

crystalfield of the surrounding ligands (Hecht, 1967). Here we shall 

consider the d-electrons as occupying the crystal field set of d-

orbitals, 	 d 2 and  d 2 2, for which the expectation 

value of angular momentum is zero. Within this approximation the 

hyperfine interaction involving orbital spin is zero. Also, the 

Fermi contact interaction results solely from the interaction with 

the intrinsic spin of the d-electrons. When spin orbit coupling 

mixes the d-electron wave functions, this orbital term does not vanish, 

although.its effect on the hyperfine tensor is usually small. 

The final term in the hyperfine interaction is the magnetic 

dipole term between the d-electron spin and the nuclear spin 
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Griffith (1961, p.325) has constructed an operator for this interaction 

by the method of operator equivalents. The following expression in-

cludes this operator as well as the contact and orbital terms for a 

single d-electron. 

I) 	(22) 

whereisa scaling constant for the contact interaction and (r 3> 

refers to the 3d radial wave functions of the particular atom of 

interest. 

Within a term 	the above operator is written as the 

following for a system with n d-electrons: 

-- 

- CSI +a.i) 	 (23) 

where 	 -(9s)_( 	AND P=2j 

In the following table, the matrix elements for the hyperfine 

interaction in Eq. 22 are tabulated for single d-electron configura-

tions..• 

TABLE4 

MATRIX ELEMENTS FOR TUE MAGNETIC UYPERFINE INTERACTICt 
(In Multiples of P). 

Orbital Ax  A 

d 2-y2  2/7- K 2/7- K -4/7- K 

d 2  -2/7- K -2/7- K 4/7- K 

dxz 2/7-K -4/7-s 2/7-K 

4yz -4/7-K 2/7-K 2/7-K 

dxz  2/7-K 2/7-K -4/7-K 
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To calculate the hyperfine interaction for a particular ion, 

then, one constructs the wavefunction for the electron spin from the 

sum of d-orbitals and chooses the proper values from Table 4 to form 

the components of the hyperfine tensor. In order, for this table to 

be useful,.however, it is necessary to choose a value for the param-

eters, P and (. Lang and Oosterhuis (1969) quote a value of ,(, 0 35, 

from their calculations on the spin=1/2 iron compounds. The parameter, 

P, can be calibrated by assuming the following rule of thumb the 

internal magnetic field resulting from the contact interaction in 

iron compounds of approximately 110 k0e per unpaired electron in the 

iron atOm (Wickman, 1965). 

With the above assumptions for the values of P and one can 

calculate a hyperfine constant for iron compounds for.which the term, 

2S+lL, is known. Conversely, one can use the Mossbauer data on a 

particular compound to choose between the terms available to that 

compoui. In this case any knowledge of the iron ligands is valuable. 

For example, if the iron ligands are expected to give rise to a high-

spin situation in iron atom, then inspection of Table 4 reveals that 

the ferric state will give rise to an isotropic A tensor which is the 

sum of contact terms only. Any knowledge of the symmetry and strength 

of the ligand field will give information on the probability of spin-

orbit coupling, which can be the determining factor in the calculation 

of hyperfine fields. This is the case in low-spin, ferric compounds 

in octahedral symmetry (Wickman, 1965). 

When Mossbauer spectra is available on two or more oxidation 

statesof a compound, the calculation of the hyperfine fields must 
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correlate with the changes observed in isomer shift and quadrupole 

splitting. Information on the degree of covalençy ands and p orbital 

mixing into d-orbitals is available in these correlations since <r -  > 

is a parameter common to all three perturbations. 

G. EXCHANGE COUPLING 

As mentioned in Section lI-F, exchange interactions arise from 

the combIned effects of coulombic interaction and the Pauli exclusion 

principle. For the interaction of two electronic systems with spin, 

S1  and S 2 , we write the operator for this interaction as: 

= - 2 T S.S.,. 	 (24) 

where Sl and S 2  are the spin vectors and J is the exchange-coupling 

constant. J was originally defined as the Heisenberg exchangeinte-

gral, which is always positive. This type of interaction is called 

"direct exchange" and results in ferromagnetism. It was found., how-

ever, that this formulation for the exchange-coupling constant is 

seldom applicable to problems concerning exchange coupling and that 

a more complicated integral was needed to explain the coupling of 

most spin systems (Anderson, 1963). Here we shall treat the constant, 

J, as an experimental parameter and discuss the different types of 

mechanisms which give rise to exchange coupling. 

"Superexchange" is spin, coupling of systems through bridging 

atoms and most often results in J being negative; thus, anti-

ferromagnetic coupling. When the spin-coupling mechanism is seen as 

a resonance between non-equivalent ionic spin systems the interaction 

is termed "double exchange" (Zener, 1951). This formalism does not 
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imply, however, that spin coupling through bridging atoms always 

results in negative values of J, and that without the bridging atom, 

the coupling always gives rise to ferromagnetism. For example, most 

chemicaL bonds result in spin pairing: an indication that the "direct 

exchange" formalism of Heisenberg does not explain most exchange 

interactions 

In the following, we shall restrict ourselves to exchange 

interactions which give rise to anti-ferromagnetic coupling (negative 

values of J). In this case, the spin systems (S 1  and S 2 ) are coupled 

to form a resultant, S. We write the Hamiltonian •(Anderson, 1963) as: 

(25) 

where (S+S) 	 . Consider specifically the cases in 

which 1) S1 	5/2 is coupled to S 2  = 5/2, and 2). S 1 = 5/2 is 

coupled.to  S 2  = 2. If J is negative, one obtains the following energy 

level schemes for these interactions. 



FIGURE 10 

ENERGY LEVEL SCHEMES FOR EXCHANGE-COUPLED SYSTEMS 
[J,(OJ 

System 1 	 System 2 

= 5/2 0  S 2  = 5/2 	 S 1 	5/2, S 2  = 2 

S=5 	-12.5J 1  
S = 9/2 	-10J2  

S 	4 	 2.5J1 	 s 	712 	. 	- J2  

S.= 3 	 5.5J1 	 . 	S =5/2 	6J2  

S = .2 	11.5J1 	 S = 3/2 	11J2 

.S=1/2 	14J 
S = 1 	15.5J1 
S = 0 	17..5J 1  

At low enough temperatures, System 1 in Fig. 10 is diamagnetic 

(spin = 0) and System 2 has spin = 1/2. As the temperature is in-

creased, population of excited states in the above systems will 

increase the magnetic susceptibilities of thesesystems above ,what 

would be expected for non-coupled systems. Thus, System 2 is expected 

for non-coupled systems. Thus, System 2 is expected to have a higher 

susceptibility at high temperatures than would be predicted by Curie-

law behavior of a paramagnetic, spin = 1/2 material. In the above 

discussion, zero field splittings (Owen, 1961) have been ignored. We 

note that this approximation is valid only if J is much larger than 

the spin-orbit interaction. This assumption is valid, for the plant-

type ferredoxins with the exceptions cited in Section V-E. The 
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III. EXPERIMENTAL PROCEDURE 

A. THE MOSSBAUER SPECTROMETER 

There are three basic components to a Mossbauer spectrometer: 

1) the source velocity-drive system 2) the sample and its associated 

dewar system for temperature variation, and 3) the gamma ray detec-

tion apparatus (Fig. 11). Since these spectrometers are usually 

constructed by the experimenter, their design reflects greatly the 

type of experiment for which they are planned. For example, if 57Fe 

is the isotope to be studied, the technology surround the detection 

of 14.41 keV gamma rays has established that the use of proportional 

gas counters is recommended because of their efficiency, adaptability, 

cost, and durability. The electronics between the gas counter and 

the data-display device is also the product of a well-developed 

technology, so that the experimenter need merely choose between the 

many commercially available sources for these components. However, the 

dewar system and the source velocity-drive system are unique to 

Nossbauer spectroscopy; thus the experimenter must rely more on his 

own experience in designing and building these components. 

in this design problem, the most significant choice to be 

made is the type of source -velocity-drive system. Mossbauer data 

consists of gamma ray counts versus source velocity. Since the 

velocity scan is divided into increments, one must, decide whether to 

collect the counts at the velocity increments simultaneously or 

sequentially. In other words, he must choose between 1) a drive 

system which scans the velocity scale over a short period of time 
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(constant acceleration) and then rescans until the desired counts per 

channel are acquired, or 2) a drive system which maintains a constant 

velocity over a long period of time thus collecting the data in a 

single velocity scan. If a constant velocity-drive.system. is chosen, 

• then one must decide between a mechanical drive (cam) or an electro-

magnetic drive (loudspeaker) system. The choice of drive system seems 

to be quite subjective as it is the subject of a continuing debate 

between experimenters The constant-acceleration cam driven system 

used in this research is quite adequate for 57Fe Mossbauer studies; 

however,.the reader is referred to the work, Mossbauer Effect 

Methodology (Gruverman, 1965-70), for a review of the different types 

of sptrometer design. 

The constant-acceleration, cam drive system has been described 

by Beardenet al. (196). The cam consists of a cylinder of radius, 

s, whose axis of rotation is displaced by an amount, a (Fig. 12). The 

cam rider is a small cylinder of radius., b. It was found that for 50 

degrees in both directions from bottom dead center on the cam, the 

motion of the cam rider is very close to linear in velocity when the 

cam is rotated with a constant angular velocity (Moss, 1965). The 

velocity of the source (cam rider) at some time t, where t = 0 

correspond to the cam rider's being at bottom dead center, is given 

by the following expression where tb is the angular velocity of the cam: 

V(t) 	 fOQt/[(+l. 	
.tJ} 	 (26) 

For the cam used in this research: a = 0.1272 in., 

s = 0.4922 in., b = 0.003 in. One of the advantages of the cam is 

that there is little uncertainty in the velocity at a particular 
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FIGURE 12. (A) ONE-LOBE CAN DIAGRAM. In this.diagram, rotary motion. 

of the offset cylinder results in vertical motion of the cam rider 

which, in.turn, moves the source. (Three times actual size.) 

(B) ThREE-LOBED CAN WITH TIMING WHEEL. The slots in the 

timing wheel. trigger a magnetic pick-up which generates the starting 

pulse for the. channel advance in the analyzer (Fig. 11).. The cam 

consists of three identical cylindrical surfaces as shown in (A) with 

bottom dead centers (BDC) spaced at 1200 intervals. The analyzer 

operates during the 50 °  arc on either side of BDC for each lobe. 

(Drawing in actual size.) 	 . 	. 





channel if the above parameters are known to better than .001". 

However, a disadvantage of the cam as shown is that only 1000  of the 

360 °  in a cam rotation can be used for collecting data. This fault 

has been corrected by grinding three lobes on the cam as shown In 

Fig. 12. Thus the duty cycle for the cam is increased to 83 per cent. 

Cam wear is not a problem in this case as it was recently measured to 

be less than 0.0002 in. over three years usage. From this and other 

checks made on the spectrometer it is found that for any one channel 

in the data here presented, the absolute velocity is correct to less 

than half the width of a channel. Thus, isomer shift and quadrupole 

splittings here measured are correct to 0.2 per cent of the total 

velocity-scan range of the spectrum from which they are measured, as 

these spectra are all taken over a 200 channel scan. 

The dewar system on this spectrometer is, however, its most 

impressive component. Figure 13 illustrates the dewar in cross 

section with the caption to this figure explaining the most important 

aspects of its construction. Since the magnetic field within the 

sample chamber is provided via a superconducting solenoid (Westing-

house, Model #3-3225), it is necessary to maintain the liquid helium 

level above the top of the solenoid whenever the spectra are taken 

with applied magnetic field. The liquid nitrogen jacket is necessary 

to thermally insulate the liquid helium dewar. The thermal properties 

of this dewar are reflected in its liquid helium consumption rate, 

which is at a maximum when the solenoid operates at its highest field 

and when the sample temperature is lowest. With the solenoid oper-

ating at 46 kilogauss (20A magnet current) and with the sample 
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FIGURE 13. DEWAR ASSEMBLY FOR MOSSBAUER SPECTROMETER. The dewar 

assembly is constructed of stainless steel with the following 

exceptions: 1) at the bottom of the liquid N 2  dewar is a copper heat 

shield with an aluminum window 2) the wall of the sample chamber is 

copper to height just above the top of the solenoid 3) the solenoid 

• leads are three feet of coiled, #18 copper wire (times three) and 

4) the windows between the vacuum areas and the liquid helium chamber 

are 0.010" Mylar. Samples are removed through the bottom of the 

inner dewar assembly with all joints made with indium compression 

seals. 	• 
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temperature at 4.2 °K, the liquid helium consumption rate is about one 

liter per hour. Raising the sample temperature or decreasing the field 

lowered the helium consumption rate to around 1/4 liter per hour at a 

minimum Whenever liquid helium was used in this apparatus, the dewar 

vacuum was maintained at 1O torr by means of a two-inch, oil 

diffusion pump with the dewar itself acting as the cold trap. 

The sample temperature was maintained in two ways: 1) the 

pressure df helium gas in the sample chamber (Fig. 13) was vaired to 

control thermal contact between the sample cuvette and the walls of 

the sample chamber which were held at 4 2 °K and 2) the current 

through a constantan wire heater coil around the sample cuvette was 

varied to provide a fast response heat input directly to the sample 

(Fig. 14). The temperature was monitored and.controlled electronical-

ly via a carbon resistor and a copper-constantan thermocouple, both 

mounted in the sample cuvette. Thermal equilibrium within the cuvette 

was insured by a helium gas pressure within the sample cuvette of 

one atmosphere (298 °K). 

Carbon resistors (unmodified Allen-Bradley Type TR 1/10W, 

1500 ohm at 25 ° C) were calibrated at 25 ° C and 4.2 °K; the resistance 

at 4.2°K rising to about 112 kohms with a variation from resistor to 

resistor of ± 2 kohms. Once calibrated, a resistor held its 4.2 °K 

resistance value within ±1 kohm. The temperature .of the cuvette was 

determined by use of an empirical relation betwen T and R (Keesom 

ari.Pear1man, 1956); namely, 

(log R) 1/2 =a +b log 	 (27) 
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The function was tabulated by digital computation for 1 °K intervals 

between 300 ° K and lO °K and O.l °K intervals between lO °K and 4.2 °K. 

Each cuvette was fitted with a resistor and the temperature resistors 

were checked before and after each set of runs. The effect of applied 

magnetic field on these resistors Neuringer and Shapira, 1969) is 

so small that we can neglect the value of the applied field when making 

the temperature measurements. 

The carbon resistor was used to monitor temperatures between 

4.2 °K and lOO °K (at the low end of this range, temperatures are 

easily maintained and monitored to an accuracy of O.l °K). From 30 °K 

to 300K the copper-constantan thermocouple allowed temperature con-

trolto an accuracy of 2 °K.. The details of the design of the sample 

cuvette and the placement of the thermocouple and resistor are shown 

in Fig. 14. 

There are two possible modes for operation of a superconducting 

solenoid, a mode in which the superconducting current travels within 

• loop all below the critical temperature of the superconductor, and 

• mode in which the current is supplied continuously from an external 

power supply at room temperature. The first mode can be activated by 

the proper incorporation of a "heat switch" in the superconducting 

circuit and has the advantage of no wires running from room tempera- 

ture to liquid helium temperature during the operation of the solenoid. 

A disadvantage is that monitoring of the current and the magnetic 

field produced by the solenoid is more difficult. In these experiments 

in which it is desired to know the magnetic field intensity toone-

half per cent; it has become more favorable to design ohmic leads of 
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low heat conduction so that the continuously monitored current system 

can be used. This has been done by providing spiral leads, first 

three AWG #14 Cu conductors, and then in the He chamber fill tubes, 

three strand spirals of AWG #18 Cu conductors. The essential feature 

of this design is that the He boiloff produced by other heat leaks to 

the dewar cool the current leads in the fill tubes,. thus lowering 

the reSistance and reducing the ohmic heating and leaving a large 

temperature differential between the upper part of the current leads 

and the terminals at the top of the dewar vessel. This system has 

worked in such a fashion that there is very little increase in the 

boiloffrate with the magnet at full current. 

The most outstanding characteristic of this system is that it 

is possible to take Mossbauer spectra with the superconducting solenoid 

operating at 46 kG (20A), while maintaining the sample temperature as 

high as 300 °K. As will be shown in Chapter V, it was the spectra 

taken under these extreme conditions which allowed a successful inter-

pretation of the low-temperature spectra for the reduced proteins. 

B. PREPARATION OF BIOLOGICAL SANPLES FOR MOSSBATJER SPECTROSCOPY 

In general, Mossbauer samples, are best when the ratio of 

57Fe atoms to all other atoms in the sample is at a maximum. However, 

special problems of aqueous protein solutions complicate this rule in 

protein st.udies. To illustrate this point, let us consider the.types 

of radiation present in an 57Fe Mossbauer spectrometer and their 

interactions with the material in the beam path 
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The beam consists of three types of radiatio.n: 1) electrons 

from Compton scattering processes, internal conversion of the gamma 

rays, and photoelectric effects 2) the resonant.14 keV gamma rays, 

and 3) the other gamma rays from the source and x-rays resulting 

from internal conversion and inelastic scattering processes of the 

gamma rays. Any count at the detector which is not from a 14 keV gamma 

ray is unwanted, background noise. Spectrometer design can reduce 

or eliminate the effect on the counter of all of these types of radia-

tion. Thus, electrons are absorbed in the windows of the dewar and 

x-ray radiation is reduced by aluminum shields in the beam path. The 

photons counted at the detector are discriminated electronically to 

choose the 14 keV radiation. These precautions having been taken, 

it is still necessary to keep the number of 14 keV gamma rays reaching 

the detector at a maximum. That is, any material in the beam path 

other than 57 Fe nuclei decreases the rate at which Mossbauer effect 

information is collected by attenuating the 14 keV gamma rays via 

inelastic scattering processes. Since the inelastic cross section 

for atoms is proportional to Z 2 , heavy atoms are to be especially 

avoided.. In aqueous protein solutions, the chief offenders in this 

regard are sodium and chloride ions and the water molecules them-

selves. For this reason, lyophilyzed samples, with organic buffers 

such as tr is (hydroxymethyl)amiflb methane, are most desirable. 

C. IMPURITY SIGNALS 

If an absorption occurs in a Mossbauer spectrum, the 

experimenter is assured that this absorption results from resonance 



with an 57 Fe nucleus. Thus, with regard to impurities, the experimenter 

need only concern himself with 57Fe nuclei which are not in the spe-

cific environment under study. In the study of the plant-type 

ferredoxins these impurities are of three types 1) free-iron corn-

plexes in the solution 2) iron bound by denatured protein, and 3) 

iron bound by active protein which is not in the oxidation state under 

study. The amount of any of these impurities is a function of the 

handling of the protein. Remembering that it was necessary to re-

constitute these proteins with 57 Fe, one is certain that impurities 

of type 1) and 2) were at one time present in the protein solution. 

It is found, however, that gel filtration can reduce these types of 

impurity to a nondetectable level. Further denaturation is held to a 

minimum by storing the samples at liquid nitrogen temperatures. The 

reduction of impurities of type 3) is also gained through experience 

in the handling of the proteins. By comparing the integrated intensity 

of the computed and experimental Mossbauer spectra, the absorption due 

to impurity in this study was found to be a maximum of 2 per cent of 

the total absorption in the oxidized proteins at low temperatures. In 

Fig. 16 the spectra for spinach and parsley ferredoxin contain this 

maximum impurity signal as a quadrupole pair (IS 0.2 mm/S, QS = 

±0.5 nim/S). A quad.rupole pair of this type would be expected for 

ferric iron in tris buffered solutions, therefore, the impurity signal 

for the oxidized is of type 1) or 2). For the reduced proteins, this 

maximum rose to 5 per cent, half of which was due to incomplete re-

duction of the proteins. Since different iron environments have 

different Debye temperatures, it was possible in some cases to 
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identify.impurity signals by observing the temperature dependence of 

their recoil-free fractions. In other cases, impurity signals were 

identified by measuring differences in Mossbauer spectra which were 

taken under identical conditions on different preparations of the 

same. protein. 

D. MATERIALS AND METHODS 

The 57 Fe exchanged Azotobacter vinelandii proteins, 

adrenodoxin, and C. pasteurianum paramagnetic protein samples were 

provided by Dr. W.H. Orme-Johnson and Prof. H. Beinert (Madison, 

Wisconsir) according to procedures set forth in previous papers 

(Orme-Johnson and Beinert, 1969; Shethna et al., 1966, 1968). 57Fe 

exchanged putidaredoxin was provided by Dr. J.C.M. Tsibris and Prof. 

I.C. Gunsalus (Cushman et al., 1967; Tsibris et al., 1968). 57Fe 

exchanged parsley ferredoxin was provided by Dr. G. Palmer (Ann Arbor, 

Michigan) according to. unpublished preparative methods which are 

modifications of methods in the literature (Keresztes-Nagy and 

Margoliash, 1966;.Hong and Rabinowitz, 1967). All the above protein 

samples were 2 to 6 mNolar aqueous solutions (pH 7.5-8.3) buffered 

anaerobically with O.1M tris(hydroxyamino) methane. Comparison of . 

spectra taken on different preparations of the same protein show that 

varying the concentration, even through lyophilization, has no effect 

on the shape of the resulting Mossbauer spectra. 	.. 

57 Fe-exchanged spinach ferredoxin samples were provided by 

both the Ann Arbor and Madison groups. The spinach ferredoxin samples 

from Madison resulted from purification procedures which involved 

acetone (Tagawa and Arnon, 1962) or acetone-free preparations 
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(Keresztes-Nagy and Margoliash, 1966). The spinach ferredoxin samples 

from Ann Arbor were all acetone-free, but resulted from exchange pro-

cedures involving either mercurial or trichloroaèetic acid, protein 

denaturations (Hong and Rabinowitz, 1967). Also,;spinach ferredoxin 

samples of varying salt (tris-NaC1) concentrations were provided by 

Dr. G. Palmer and Dr. I. Salmeen. 

For all the spinach ferredoxin samples, the resulting 

Mossbauer spectra were found not to be a function of sample prepara-

tion, with the exception of small absorptions at -1 mm/S and +1 trim/S. 

These absorptions were attributed, therefore, to impurity signals 

(Section Ill-C). Reduced adrenodoxin and reduced spinach ferredoxin 

samples were run as either frozen aqueous solutions or as lyophilized 

material. The resulting Mossbauer spectra show no change for the 

lyophilized samples other than a general increase In per cent absorp- 

tion (Section Ill-B). 

For each protein, reduction was effected by addition of solid 

dithionite to the aqueous solution of the oxidized protein. In the 

case of adrenodoxin, methyl viologen was also added to the extent 

of one mole per cent in protein. Since during the reducing procedures, 

it was necessary to thaw the protein solutions, these procedures must 

have been performed with.axtrenie care in order to circumvent possible 

denaturation of the proteins. Accordingly, the following procedure 

was used for protein reduction. 

The frozen material in a sample cuvette was placed into a 

fitted, copper cold finger and allowed to thaw. Before the sample 

became liquid, however, the top of the cuvette was removed and a 
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continuous helium flushing procedure was started. Upon liquification, 

the protein material was reduced with solid dithionite and allowed to 

equilibrate for five minutes to allow complete reduction. At the 

er1 of this time, the sample was refrozen by inserting the lower 

section of the copper cold finger into liquid nitrogen. If the re-

duced material was to be lyophilized, the copper cold finger and 

cuvette were then placed into the main dewar cavity of the Mossbauer 

spectrometer and a hard vacuum was immediately pulled on the frozen 

material by the combined action of the spectrometer roughing and 

diffusion pumps. As the cold finger and the sample warmed in the 

dewar cavity, the water in the sample was drawn, off at its lowest 

possible temperature. It was necessary to take extreme care during 

this procedure to cope with any splattering that may take place in the 

sample cuvette. After the lyophilization was complete, the sample was 

withdrawn from the spectrometer vacuum system, and the helium flush-

ing procedure was immediately resumed. The top of the cuvette was 

then reinstalled, the sample immediately refrozen and placed into the 

spectrometer for running. 

The advantage of the above procedure is that it is essentially 

anaerobic while simultaneously providing the heat-exchange gas, helium, 

to the sample cuvette (Section 111-A). One should also notice that 

or the lyophilized sample, the top to the sample cuvette is installed 

before the cuvette is frozen, as this procedure obviates sublimation 

of water vapor on the Inside of the sample cuvette. 

As a general note, we add that after the initial 57Fe 

reconstitution and purification of the proteins, extreme care was 
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taken to maintain the temperature of the proteins to below 80 °K. Even 

with these precautions, .reoxidation of one of the, reduced adrenodoxjn 

samples and reduced adrenodoxin selenide (Orme-Johnson et al., 1968) 

was seen to take place at low temperatures during Mossbauer spectros-

copy experiments. However, at the beginning and at the end of any set 

of Mossbauer spectroscopy experiments, the 4.2 °K, polarizing magnetic 

field spectrum was taken as a check for any denaturation or reoxida-

tion of the reduced proteins. We have never observed a change in any 

oxidized ferredoxin during Mossbauer spectroscopy experiments, even 

when the sample was repeatedly refrozen. 



Gabriel and Ruby (1969, revised by Gabriel. and Olson, 1969) 

have written a computer program, PDRHXT, for randomly oriented powder 

Mossbauer samples placed in an internal magnetic field. This pro-

gram, as received in June, 1967, was not capable of calculating 

spectra for samples which contained anisotropies in either the 'X or 

tensors (p. 52). This program was written to apply to any Mossbauer 

transition between nuclear levels with spin up to and including 9/2. 

This generality resulted ma complexity which, in turn, resulted in 

a number of errors in the program when it was applied by us to 57 Fe 

Mossbauer spectroscopy. Since, in addition, the program was quite 

inefficient when applied to 57Fe materials, it was decided.to retain 

the basic method of calculation and those subroutines which could be 

efficiently applied to 57Fe, and then to rewrite the program 

specifically for iron Mossbauer spectroscopy inmagnetic field. 

The program which resulted from rewriting PDRBXT was named 

MOSSCAL, :Basically, the computer plots in Fig. 7.are the output of 

MOSSCAL. When the output of MOSSCAL failed to provide adequate fits 

to the reduced spinach ferredoxin data, MOSSCAL was rewritten to 

include the anisotropies in the A and G tensors which had been shown 

to exist for the plant—type ferredoxins by EFR studies (Table 1). 

The resulting program, ANIMO, appears in Appendix I, and its method 

of calculation is described below,. 	 . 	.. . 	 . 
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Some of the subroutines in ANIMO are taken from the systems 

library of. theComputer Center at the University of California at San 

Diego. Also, the subroutine, ALLMAT, which is capable of diagonalyzing 

any square array of complex numbers, was written by Rlnzel and 

Funderlic (1968). This subroutine has been slightly amended to deal 

with the matrices encountered, specifically, in program ANIMO. 

The, total Hamiltonian for Mossbauer samples in an applied field 

is written as follows: 	 . 

I . S .  + I#(e-)t 	 KS 	AI 	(28) 
The first term is dropped from the Hamiltonian since it can be easily 

handled by moving the computed Mossbauer spectrum along the velocity 

axis after the rest of the calculation has been completed. The next 

three terms represent the quadrupole interaction as given in Eq. 6. 

The definition of Dand E are given in the following expressions: 

D 	4 flLf)VZ. 	
(29) 

E 	lc 	 (30) 

where QS is the observed splitting from aquadrüpole pair when the 

magnetic field at the nucleus is zero. Before discussing the last two 

terms in Eq. 28, we shall present the following preview of the 

calculation. 

We choose the basis set for this calculation as Pauli 

spin matrices (Brink and Satchler, 1962). 

We choose a basis coordinate system. 	 ' 	' 	, 
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The liamiltonian operator matrices for both nuclear energy 

levels are constructed in the above basis set fora particular 

orientation of the lattice coordinate system relative to lab frame. 

The above matrices are diagonalized to give a set of 

eigenvalues and a matrix of elgenvectors for each nuclear energy level. 

The energy and intensityof the transitions are then 

calculated and stored as a line spectrum. 

Steps 3-5. are repeated for each orientation of the lattice 

relative to laboratory frame through one octant of the 41( steradians. 

(121 orientations are sufficient to produce high-quality spectra.). 

The line spectrum which is now the sum of the 121 lattIce 

orientations is converted to a Mossbauer intensity spectrum with 

Breit-Wigner lineshapes (Wertheim, 1964, p.108). 

The basis coordinate system for the calculation is in lab 

frame, with the z-axis coincident with the gamma-ray direction which 

is also coincident with the applied magnetic field direction. There 

are several advantageous consequences of this choice of basis coordi-

nate system: 

1) A specific orientation of the lattice coordinate system 

relative to lab frame is now denoted by Euler angles, , 	and r•  

(Brink and Satchier, 1962), where the angles are all zero when the 

lattice coordinate system is coincident with that in the lab frame. 

Rotation through Euler angle, O is then needless since it amounts to 

rotation of the lattice around an axis coincident with the applied 
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Since the basis coordinate system has its z-axis along the 

gamma ray direction, the elements of the magnetic:dipoie operator are 

related to the basis eigenvectors through a unit tensor. Thus the 

intensity calculation is much simplified. 

This choice of basis set also allows closed-form integration 

of the magnetic dipole operator around the directiOn of propagation 

(Kundig, 1966). 

The Hamiltonian operator for a particular lattice orientation 

is now written as: 

D( 	 ) 

+ Ly UeI,. + LLecct 	
(31) 

The first term is the rotated quadrupole matrix, with the rotating 

matrices, D, given as defined in Brink and Satchier (1962). The last 

three terms represent the combined magnetic hyperfine and Zeeman inter-• 

actions. Here the effective magnetic field at the nucleus resulting 

from both interactions is given in terms of a scalar magnitude, H eff, 

and the direction cosines relative to lab frame, L,  L and L.  I, 

and I are Pauli spin matrices; 	is a constant to convert the 

interaction to units of mm/S. The method for calculating the effec-

tive magnetic field follows: 

1) From the value of the Euler angles , a, calculate the 

direction cosines, I, for the applied field in lattice frame. 

•2) Calculate (s) in the lattice frame. The direction cosines, 

2, for S can be calculated from the following expression for the 
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states of S with magnetic moment parallel to the applied field as 

opposed to antiparallel to the applied field where this expression 

changes sign. 

IL 	
4 	

(32) 

where i, j,k are subscripts denoting the Cartesian axes in lattice 

frame x,. y, Z. 

An effective hyperfine field, h, at the nucleus is then 

calculated from the following equation: 

L 	/le 9- 	 (33) 

where A is a principle component of the magnetic hyperfine tensor. 

Note that the A tensor has been assumed to be coaxial with the G tensor 

and that the A tensor is correctly deUned in this formulation only if 

S = 1/2. In cases where S is not equal to one-half, one must generate 

the A tensor for this program from the real A tensor by means of the 

following expression: 

A(Program) = 2SA1(Real) 	 (34) 

The applied field is now added to or subtracted from the 

applied field depending on the value of a computational flag, ALIGN. 

The direction cosines, L, and effective magnetic field, 

Heff are now generated in lab frame and are then used directly in the 

calculation of the Hamiltonian operator. 

The calculation of the effective magnetic field at the nucleus 

is done in subroutine ANI. Note that this magnetic field is applied 

to Hamiltonian operator, Eq. 31, in terms of a nuclear Zeeman inter-

action. The total Hamiltonian is formed by summing the rotated 
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quadrüpole matrix and magnetic matrix. Thus, when the eigenvalues 

are coinputedby diagonalyzing the Ramiltonian, the matrix of eigen-

vectors is the lab frame basis set. 

The.transition intensity subroutine, PDRRIN, was designed from 

the formulation given by Kundig (1966). Using the notation of Kundig, 

the probability, P, of a transition between states i and j is given by 

the following expression where the C's are the elements of the matrices 

of eigenvèctors. 
• 14 

IC 	C 	 + 	! IC 	c 3 I (4 - ) Sk 

- 'c 	c 	' i 	1r4 	i%*r-4 f 
+ 31 

	
L1 	

(%t) 

r 	r+ C ('k' r 
+ L() L(t . ) LR L(1) 	4 	 A43 

 

4 L( . ) L()L (L)j 	 (35) 

Once the line spectra are available, it is a simple matter to 

construct Breit-Wigner lineshapes and then to plot the output as an 

absorption spectrum. Isomer shift; electron spin states; Boltzmann 

spin population; limits for the velocity in the spectrum, etc., are 

handled through input parameters which are described in Appendix I. 

Complex mode is used extensively in the program; other than 

this, there are few library subroutines which are not common to most 

research computers, except, of course, the plotting routines. The 

execution time for the program on a CDC 6600 Computer is 3 seconds for 

121 integration steps and is not a function of the complexity of the 
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input parameters. Most of this time is spent in subroutine ALLMAT 

and in the subroutine GRPLTR, the plotting routine. 

The physics of 57 Fe Mossbauer spectroscopy with applied 

magnetic field is well represented by program ANIMO, with the 

following exceptions 

The formulation in kNIMO is one of stationary states. 

When the spin-relaxation time or the excited nuclear state's Larmor,  

precession time approach the lifetime of the excited state (Section 

II-D), this formulation is not valid. 	 . 

The A and G tensors are assumed to: be coaxial. When both 

tensors have large anisotropies, this assumption can produce results 

which are in error. However, even in this case, the program is 

correct to first order. 

Goldanskii-Karyagin effects (Coldanskii and Makarov, 1968) 

and thick absorber effects (preston et al., 1962). are not treated by 

the program. 	 . 	 . 

As will be shown in Chapter V, a successful interpretation of 

the plant-type ferredoxin Mossbauer data does not depend on the 

inclusion of the above "perturbations" to the physics already repre-

sented in program ANIMO. however, the program is. written in a form 

which allows the inclusion of any of these modifications with a 

minimal rewriting of the existing subroutines. 
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V. DISCUSSION AND RESULTS 

A. PREVIOUSLY-PROPOSED MODELS FOR THE ACTIVE SITE OF THE PLANT-TYPE 
FERREDOXINS 

The g = 1.94 EPR signal exhibited in the reduced state of the 

ferredoxins. was the basis for first models for the active site of these 

proteins. The identification of this EPR signal with an iron complex 

has beendescribed in a review by Beinert and Palmer (1965). The 

complexity of the iron ligand field which is necessary to produce a 

g = 1.94 signal was demonstrated by Beinert etal. (1965), who pro-

posed a model compound for this signal. This model compound was penta-

cyanonitrosylferrate (I), and therefore was not expected to be 

completely,  analogous to active site of the ferredoxin compounds. The 

properties of this compound were later related and expanded by Van 

Voorst and Hemmerich (1967). 

Meanwhile, Blumberg and Peisach (1965) showed that the 

interaction between a low-spin ferrous atom and an adjacent free 

radical can give rise to a g = 1.94 EPR signal. Brintzinger, Palmer, 

and Sar1s (1966a) proposed the first two-iron model for the active 

center of, a plant-type ferredoxin. Their model, which consisted of 

two spin-coupled, low-spin ferric atoms in the oxidized protein and 

one low-spin ferric and one low-spin ferrous atom in the reduced 

protein, explained much of the chemical data on the proteins. Later,. 

they (Brintzinger, Palmer, and Sands, 1966b) presented EPR data for a 

compound, bis-hexamethylbenzeme, Fe(I), which demonstrated all the 

properties of the g = 1.94 signal observed in the ferredoxins. 

89 





91 

Bluniberg and Peisach, 1965 

Reduced Protein Fe  Free 
• (S=O) 	• Radical 

Brintzinger et al., 1966 . 	 • 

Oxidized Protein t(Sj=l./2) 402=1/2) 

Fe' FeIU 

Reduced Protein t(SI=1/2) •(S=O) 

Fe'11  Fel l  

Gibson et al., 1966 

Oxidized Protein 
t(Sl=5/2) 

4,(S=5/2) 

Fe 	•.. Fe 

Reduced Protein 
t(Sl=5/2) 

(S=2) 

Fe Fe 

Johnson et al., 1969 

Fe 	 • 	Fe 	- 4 i • Fe 	• tFe ..  low-spin 	low-spin 	1e low-spin 	• low-spin 
(S=O) 	 • (S=1/2) 

•FeH 	• 	 •Fe 	• 
Fe+. •Fe H 

e 
• 	 low-spin 	low-spin low-spin ______ • low-spin 

• 	 (S=O) 	• (S=1/2) 

Oxidized Protein Reduced Protein 
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The above model was criticized by Gibson et al. (1966) and 

Thornley èt al. (1966) who reported that the tetrahedral symmetry of 

the BPS. model could not create the crystal-field splitting required for 

spin pairing in the iron atoms. They,. instead, proposed a model with 

two high-spin ferric atoms in the oxidized protein which were exchange-

coupled to render this state diamagnetic. In thereducéd state, their 

model consists of a ferric (S = 5/2) state exchange-coupled to a 

ferrous (S = 2) state to give a resultant spin to the complex as a 

whole of S 	1/2. Thus, their reduced state was.ferrimagnetic, and 

they attributed the high temperature disappearance of the EPR signal 

to two-phonon Orbach processes (Orbach, 1961). Theg = 1.94 signal 

was explained by assuming a tetrahedral ligand field about the ferrous 

atom with a spin-orbit coupling constant of 75 cm. This model ex-

plained all the properties of the g = 1.94 EPR signal, also, it has 

the advantage of being quite plausible in view of the known sulfur 

ligands around the iron atoms. The above models are illustrated in 

Fig. 15.. 

Several Mossbauer spectroscopic papers have dealt with 

members.. of the plant-type ferredoxins. In these papers, the Mossbauer 

spectra for a particular protein were interpreted to yteld information 

such as the oxidation state and spin state of the iron atoms in the 

protein, and in some cases this information was extended to validate a 

proposed model for the active site. However, problems with denatured 

protein material or incorrect interpretation of the Mossbauer data have 

prevented, any of these models from being accepted as valid. It is noted 
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that these studies show Mossbauer spectra which agree with our own if 

we exclude those studies performed on denatured material. 

Bearden and Moss (1967) and Moss etal. (1968) presented the 

Mossbauer spectra of spinach ferredoxin in its oxidized and reduced 

states These spectra showed the two iron atoms in the oxidized pro-

tein in identical electronic environments. Upon protein reduction, one 

of the iron atoms exhibited a spectrum characteristic of a high-spin 

ferrous ion. The Mossbauer spectra of the reduced proteins in the 

above Study are not consistent with subsequent data for these proteins 

(Dunham etal., 1970). It is now believed (personal communications, 

W.H. Orme-Johnson and Graham Palmer) that 1) the samples in these 

experiments were impure, and 2) the buffers used in these experiments 

were not strong enough to maintain the pH during the dithionite re-

ductions. Therefore, the Mossbauer spectra of reduced spinach 

ferredoxin in the above experiment resulted from a mixture of oxidized 

protein iron and iron from denatured protein material. These problems 

were overcome later by improvements in purification techniques, par-

ticularly with respect to gel filtration and increased buffer strengths. 

Johnson et al. (1968a) interpreted the spectra on spinach 

ferredoxin (similar to those of Moss et al., 1968) as consistent with 

the following interpretation: 1) the oxidized protein contains two 

low-spin, ferrous ions, and 2) the reduced protein contains one low-

spin ferrous ion and one high-spin ferrous ion. Cooke etal. (1968) 

interpreted their data (similar to the data contained in the present 

work) on putidaredoxin in the following manner: 1) the electronic 

environments of both iron atoms are identical in the oxidized protein, 



with the diamagnetism of this material, resulting from spin pairing 

between the iron atoms, and 2) in the. reduced state, a single electron 

is shared equally by both iron atoms and gives rise to the internal 

magnetic field observed in the Mossbauer spectra. Novikov et al. (1958) 

have published the results of a Mossbauer spectroscopic study on an 

iron-sulfur protein from Azotobacter. Both the data and the conclu-

sions are similar to those made by Moss et al. on spinach ferredoxin. 

Recently, Johnson et al. (1968b) and Johnson et al. (1969) have pub-

lished Mossbauer studies on the ferredoxins from Euglena and spinach. 

They now report their data as being most favorable to two models for 

the activ.e siteof these proteins (Fig.. 15). 

• 	The above diversity in the interpretatio.n of the Mossbauer 

spectra of the plant-type ferredoxins has stemmed from the complexity 

of the low-temperature spectra for the reduced proteins. In the 

following sections, we shall develop the computer program approach 

which led to our interpretationof the spectra and to the subsequent 

development of a model for the active site of these proteins. 

B. DATA FOR THE OXIDIZED PROTEINS 

Figure 16 shows the Mossbauer spectra of the oxidized state of 

all the plant-type ferredoxins. The isomer shift and quadrupole 

splittings for these spectra are listed below: 
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FIGURE 16. LOW-TEMPERATURE, ZERO APPLIED MAGNETIC FIELD MOSSBAUER 

SPECTRA FOR OXIDIZED PLANT-TYPE FERREDOXINS. Abbreviations: 

AZI 	- Azotobacter Fe-S protein I, 4.6 °K 

AZII 	- Azotobacter Fe-S protein II, 4.2 °K 

Put... 	- PutidareIoxin, 4.2 °K 

Ad. 	- Pig adrenodoxin,. 4.2 °K 

Cbs. 	- Clostridial paramagnetic protein, 4.2 °K 

PPNR 	- Spinach ferredoxin, 4.5 °K 

Parsley - Parsley ferredoxin, 4.2 °K 

Velocity scale: relative to platinum source material. 

Run numbers:. D0035, D0025, D0063, 0J002, 03011, B0193, B0235. 
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FIGURE 17. LOW-TEMPERATURE, HIGH APPLIED MAGNETIC FIELD MOSSBAUER 

SPECTRA FOR OXIDIZED PLANT-TYPE FERREDOXINS. Abbreviations: 

Ad. - Pig adrenodoxin, 4.2 °K, 46 kG applied magnetic 
field 

PPNR - Spinach ferreloxin, 4.5 °K, 50 kG applied magnetic 
field 

Cbs. - Cbostridial paramagnetic protein, 4.2 °K, 46 kG 
applied magnetic field 

AZI - Azotobacter Fe-S Protein I, 4.6 °K, 46 kG applied 
magnetic field 

AZII - Azotobacter Fe-S Protein II, 4.2 °K, 46 kG applied 
magnetic field 

Applied magnetic field parallel to gamma ray direction. 

Velocity scale: relative to platinum source matrix. 

Run numbers: 0J003, B0194, O,012, D0034, D0027. 
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TABLE 5 

MOSSBAIJER PARAMETERS FOR THE OXIDIZED PROTEINS 

IS/Pt* 
(miniS) QS (nun/S) '1 

Spinach Fd. -0.08 ± 0.01 0.65 ± 0.01 0.5 ± 0.2 

Parsley Fd. -0.07 ± 0.01 0.66 ± 0.01 0.5 ± 0.2 

Adrenodoxin -0.08 ± 0.01 0.61 ± 0.01 0.5 ± 0.2 

Putidaredoxin -O 08 ± 0.01 0.61 ± 0 01 0.5 ± 0.2 

Clos..Parámag. Protein -0.07 ± 0.01 0.62 ± 0.01 0.5 ± 0.2 	= 

Azoto. Fe-S Protein I -0.04 ± 0.01 0.73 ± 0.01 0.5 ± 0.2 

Azoto. Fe-S Protein II -0.06 ± 0.01 0.71 ± 0.01 0.5 ± 0.2 

*Isomer shifts quoted here are given relative to a ganuna ray source 

consisting of 57Co diffused into a platinum matrix. 

The parameters, IS and QS, shown in Table 5 are measured at 

4.2 ° K with zero applied field. The value of and the sign of QS are 

derived by matching computed spectra to the Mossbauer data for the 

oxidized proteins taken at 4.2 °K in 46 kilogauss applied magnetic 

field (Fig. 17). The above parameters do not exhibit any measurable 

temperature dependence over the temperature range from 4.2 °K to 77 °K. 

Thus, the best fit to the oxidized protein data is a single quadru-

pole pair with an isomer shift of -0.08 mm/S and an observed split-

ting of 0.65 mm/S. 

The most probable electron configurations for iron atoms in a 

ligand field formed by amino acid side chains and sulfur are d 5  and 

d6 . The crystal field splitting required to pair spins in iron 

compounds is greater than 15,000 cm (Balihausen, 1962). Ligand 
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field theory calculations (J$rgensen, 1966) indicate that even in 

octahedral coordination, strong field ligands are .required to cause 

spin pairing of iron atoms. The only side chains capable of supplying 

this strong field ligand are the aromatic residues: histidine, 

tryptophan and tyrosine. There are plant-type ferredoxins which 

contain only one of each of these amino acids (Newman et al., 1969; 

Kimura et àl., 1969). Also, since sulfur is shown to be a ligand in 

the iron complex, low-spin iron configurations are doubtful for these 

proteins. 

The small quadrupole splitting in the oxidized protein spectra 

imply that, the electron density around the iron atoms is nearly 

spherical. A spherical charge density indicates that the iron is an 

S-state ion, although low-spin ferric atoms can have small quadrupole 

splittings (Wickman, 1965). In addition, the oxidized protein 

spectra show a single quadrupole pair, which indicates that the 

environments for the two iron atoms are nearly identical. The isomer 

shift for this quadrupole pair is most consistent with that of ferric 

iron, although ferrous iron cannot be ruled outas a possibility by 

the isomer shift value alone.. 

Thus, the most reasonable interpretation of the oxidized 

protein data is that the iron sites in this protein areeither high-

spin ferric or low-spin ferrous, with the high-spin ferric situation 

favored by the ligand field arguments set forth above. Combinations 

of electron configurations which give an odd total number of elec-

trons for the two iron sites are not possible because the Mossbauer 

spectra do not exhibit the effects of the internal magnetic field 
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which would result from a paramagnetic system In addition, the EPR 

results and the magnetic susceptibility data (Moss etal , 1969) are 

consistent with the conclusion that these proteins are diamagnetic in 

the oxidized state. 

If the iron sites are high-spin ferric (S = 5/2), then an 

exchange-coupling mechanism Is necessary to account for diamagnetism 

of the proteins in this oxidation state. Evidence for this exchange-

coupling between the iron sites will be given during the discussion 

of the reduced protein spectra. Since high-spin ferric is an S-state 

ion, the EFG which gives rise to the quadrupole splitting In the 

oxidized spectra must result from anisotropiesin the ligand field 

surrounding the iron sites. In this case, the value of I for these 
spectra indicate that both axial and rhombic distortions are present 

In the ligand field. It is important that this be true since the 

g = 1.94 EPR signal of the reduced state can only be explained if 

these.distortjons are present. Some of the verification that these 

Iron sites are both spin-coupled, high-spin ferric irons rests with 

the interpretation of the reduced protein spectra. Accordingly, we 

shall return to the discussion of the oxidized proteins after the 

presentation of the reduced protein data. 

C. THE HIGH-TEMPEPATURE DATA FOR THE REDUCED PROTEINS 

The Mossbauer spectra of spinach ferredoxi at 256 °K is shown 

in Fig. 18; the solid line on these spectra is the result of computer-

simulated Mossbauer spectra. A magnetic field of 46 kilogauss was 

applied to this sample (Fig. 18b) in order to establish the sign of 

QS and the value of 
'L• Inspection of the four-line, zero-field 
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FIGURE 18. HIGH-TEMPERATURE MOSSBAUER . SPECTRA FOR REDUCED SPINACH .  

FERREDOXIN WITH COMPUTER FITS. 

Lyophilyzed spinach ferredoxin, 256 °K, zero applied 
magnetic field. 	. 	. 	 . 	. 

Lyophilyzed spinach ferredoxin, 256 °K, 46 kG applied 
magnetic field parallel to gamma ray direction. . . 

Computer input parameters in Table 6. 	 . 	 . 

Velocity scale: relative to platinum source matrix. 

Run numbers: D0119, D0120. 	 . 

102 



103 

Cl) 
z 
a 

F- 
z 
w 
Li 

uJ 
a- 

S 

(1) 
z 
ci 

F-

F- 
z 
w 
U 

Qf 
uJ 
0 

0 	+2 	-'-4 
MM/SEC 

I 
-B 

I I I 1 I I I 
- 

- 

I I I I I 1 
- b 	-4 	- 2 	0 	4- 2 	+4 

MM/SEC 



spectrum (Fig. 18a) reveals that this spectrum can be fit by two 

quadrupole pairs. The parameters for the computer simulated spectra 

shown in Fig. 18 are given below in Table 6. 

TABLE 6 

MOSS BAUER PARAMETERS FOR THE HIGH-TEMPERATURE 
REDUCED PPNR SPECTRA 

IS/Pt (miniS) 	QS (min/S) 	 77 

Iron Site #1 	—0.08±0.01 	+0.64±0.01 	0.5 ± 0.2 

Iron Site #2 	+0.21±0.01 	-2.63±0.01 	0.25±0.25 

The assignment of quadrupole pairs shown in Table 6 is the 

result of a trial-and-error approach to fit the high-field data in 

Fig. 16b with computer simulated spectra. This approach establishes, 

unambiguously, the values for the isomer shift and magnitude of the 

quadrupole splitting shown for iron sites in Table 6. In .  addition, 

the sign of QS for iron site #2 is determined with no assumptions in 

interpretation during curve fitting procedures. Noticing that the 

values of IS and QS for iron site #1 are the same as for the sites 

in the oxidized proteins, we then assume that the value of I for iron 

site #1 is the same in oxidized and reduced.proteins. With this 

assumption, the value of for iron site#2 can be specified by the 

goodness of computer fits to the range, 0 to 0.5. The uncertainty in 

the value of is diminished, however, by fitting the low-temperature 

spectra of the reduced proteins. 

These data establish that there are two non-equivalent iron 

sites in the reduced proteins: site #1 is quite similar to that of 
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both iron atoms in the oxidized proteins, site #2 is characteristic of 

a high-spin ferrous ion. (The isomer shift and quadrupole splitting 

of site #2 leave little doubt that this site is high-spin ferrous 

(see Section Il-C). Since the one-electron reduction of this protein 

is expected to change only a high-spin ferric ion to a high-spin 

ferrous ion, these data greatly reinforced the conclusion that the 

oxidiz1.proteiflS contain two high-spin ferric ions. In addition, tne 

reducing electron is seen to reside almost exclusively at site #2, 

since the Mossbauer parameters of site #1 are not affected by the 

reductlpñof the protein.. 

The magnetic susceptibility measurements of Moss etal. (1969) 

show a molecular paramagnetism in the reduced protein characteristic 

of a S 1/2 compound. The absence of internal magnetic effects in 

the high-temperature, reduced .protein spectra are explained by the 

Nossbauer spectra shown in Fig. 19. These spectra, taken at variable 

temperatures and a small polarizing applied magnetic field, show a 

temperature-dependent transition for spinach ferredoxin. As the 

tempèrature is lowered, the effects of an internal magnetic field on 

the Mossbauer spectra become more distinct until they result at 

around 30 °K, in a spectrum which is characteristic of the low-tempera-

ture data of the plant-type ferredoxins (Fig. 20). We attribute this 

transition in the spectra to spin-lattice relaxation effects. This 

conclusion is preferred over a spin-spin mechanism as the transition. 

was identical for both the lyophilized and 10 inN aqueous solution 

samples. Thus, the variable temperature data for reduced spinach 

ferredoxin indicate that the electron-spin relaxation time is around 
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FIGURE 19. VARIABLE-TEMPERATURE, LOW APPLIED MAGNETIC FIELD MOSSBAUER 

SPECTRA FOR REDUCED SPINACH FERREDOXIN. Lyophilyzed spinach ferredoxin 

with 580 gauss applied magnetic field parallel to gamma ray direction. 

Velocity scale: relative to platinum source matrix. 

Run numbers: D0118, P0123, D0124, D0126, D0122, D0121, D0125. 
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10r7  seconds at 50 °K The temperature at which this transition in the 

Mossbauer spectra is half-complete is estimated to be the following: 

spinach ferredoxin, 50 °K; parsley ferredoxin, 60 °K; adrenodoxin, 

putidaredoxin, Clostridium and Azotobacter iron-sulfur proteins, 100 °K. 

D. THE LOW-TEMPERATURE DATA FOR THE REDUCED PROTEINS 

The Mossbauer spectra of the reduced proteins at 4.2 °K are 

shown in Fig. 20 for 3.4 kilogauss applied field and in Fig. 21 for 

46 kilogauss applied field. Since the spectra are so similar', we shall 

speak exclusively in terms of the spinach ferredoxin data. Fig. 22 is 

low-temperature spinach--ferredoxin spectra with computed fits super-

imposed. By assuming that the isomer shift and'quadrupole parameters 

for the low-temperature spectra are the same as for the high-temperature 

spectra and then adjusting magnetic parameters by trial and error, we 

were able to obtain a set of "best fit" magnetic parameters for the 

low-temperature spectra. The hyperfine constants for site #1 which 

resulted from this approach were very close to those measured inde-

pendently. by R.H. Sands, J. Fritz and J. Fee by ENDOR.experiments 

(unpublished data). Since hyperfine constants measured by ENDOR are 

more precise than those measured by Mossbauer spectroscopy, the ENDOR 

results were adopted for site #1. Using these "improved parameters" 

for site #1, the trial-and-error approach was then resumed in order to 

find a best fit for the site #2 parameters. Subsequently, the ENDOR 

values for the hyperfine interaction at site #2 were also obtained by 

Sands and his co-workers.. Since these values were also in agreement 

with our own, the final parameters for spinach ferredoxin shown in 

Table 7 incorporate the combined effort of ENDOR and Mossbauer 
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FIGURE 20. LOW-TEMPERATURE, LOW APPLIED MAGNETIC FIELD MOSSBAUER 

SPECTRA FOR REDUCED PLANT-TYPE FERREDOXINS. Abbreviations: 

AZI.. 	- Azotobacter Fe-S protein I, 4.2 °K, 1.15 kG 
applied magnetic field 

AZII 	- Azotobacter Fe-S protein II, 4.2 °K, 300 gauss 
applied magnetic field 

Put. 	-Putidaredoxin, 4.6 °K, 580 gauss applied magnetic 
field 

Cbs. 	- Cbostridial paramagnetic protein, 4.7 °K, 3.4 kG 
applied magnetic field 	. 

Ad. 	- Lyophilyzed pig adrenodoxin, 5.3 °K, 580 gauss 
applied magnetic field 

PPNR 	- Lyophilyzed spinach ferredoxin, 4.3 °K, 580 gauss 
applied magnetic field 

Parsley - Parsley ferredoxin, 5.1 °K, 580 gauss applied 
magnetic field 

Applied magnetic field parallel to gamma ray direction. 

Velocity scale: relative to platinum source matrix. 

Run numbers: D0045, D0032, B0244, 0J054, D0117, D0074. 
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FIGURE 21. LOW-TEMPERATURE, HIGH APPLIED MAGNETIC FIELD MOSSBAUER 

SPECTRA FOR REDUCED PLANT-TYPE FERREDOXINS. Abbreviations: 

AZI 	- Azotobacter Fe-S protein I, 4.2 °K, 46 kG applied 
magnetic field 

AZII 	- Azotobacter Fe-S protein II, 4.2 °K, 46 kG 
applied magnetic field 

Put. 	- Putidaredoxjn, 4.6 °K, 46 kG applied magnetic 
field 

Cbs. 	- Clostridial paramagnetic protein, 4.2 °K, 46 kG 
applied magnetic field 

Ad. 	- Adrenodoxin, 4.2 °K, 46 kG applied magnetic field 

Parsley - Parsley ferredoxin, 4.3 °K, 46 kG applied 
magnetic field 

PPNR 	- Lyophilyzed spinach ferredoxin, 4.3 °K, 46 kG 
applied magnetic field 

Applied magnetic field parallel to gaimna ray direction. 

Velocity scale: relative to platinum source matrix. 

Run numbers: D0041, D0031, B0245, 0J015, 0J007, D0083, D0115. 
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FIGURE 22. LW-TEMPERATURE MOSSBAUER SPECTRA FOR REDUCED SPINACH 

FERREDOXIN WITH COMPUTER FITS. 

Lyophilyzed spinach ferredoxin, 4.3°K, 580 gauss 
applied magnetic field 

Spinach ferredoxin, 4.3 °K, 46 kG applied magnetic 
field parallel to gamma ray direction 

Computer input, parameters given in Table 7. 

Boltzmann weighting factor for electronic excited state- 0.26. 

Velocity scale:: relative to platinum source matrix. 

Run numbers: D0017, D0115. 

113 



0 

U) 
z 
a 

- 
Lli -  
C-) 

ry - 
LLI - 

	

,II 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 

	

-5 	-4 	-2 	0 	+2 	+4 	+5 
MM/SEC 

0 

(1) 
z 
a 
ry 

z 
w 
C-) 

-6 	-4 	-2 	0  
MM/SEC 



results, although the ENDOR results give no information on the sign of 

the principle A tensor components. The spectra in Fig. 22 show the 

computedMossbauer spectra which result from the parameters in Table 7. 

TABLE7 

PARANETERS FOR THE LOW-TEMPERATURE, REDUCED 
PPNR MOSS BAUER SPECTRA 

	

IS/Pt 	QS 	17 	Ax 	A 	Az 	Gx G 	Gz  
(mm/S) (tnm/S) 	(In electron gauss) 

	

Iron #1 -0.05 	+0.64 	.5 	-17.8 -18.6 -15.1 	1.89 1.96 204 

	

±0.01 	±0.01 	±0.2 	±0.1 	±0.1 	±0.1 

	

Iron #2 +0.24 	-2.63 	.15 	+5.0 	+7.1 ±12.5 	1.89 1.96 2.04 

	

±0.01 	±0.01 	±0.1 	±0.7 	±0.7 	±0.4 

In order to explain the spectra in Fig. 22, it is necessary to 

introduce another parameter into the discussion. Consider the effect 

of applying an external magnetic field to an S = 1/2 system. The 

effect of the field is to create two electron spin populations: one 

with spin parallel to the applied field and onewith spin anti-

parallel to the applied field.. Further, these spin states will have 

different populations given by a Boltzmann factor. Note also that 

because the magnetic moment of the spin, with respect to the applied 

field, is reversed for the two spin states, the magnitude of the 

effective magnetic field at the nucleus differs for the two spin states 

by twice the amount of the applied magnetic field. An applied mag-

netic field of around 30 kilogauss is necessary in order that the 

Nossbauer spectra of the two spin states become distinct. When the 

applied field is around 30 kilogauss, low temperatures of approxi-

mately 5 °K are needed to cause the differences in population of the 
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two states to become measurable by Mossbauer spectroscopy. When the 

applied field is 46 kilogauss and the temperature is.4.2 °K, as is the 

case in Fig. 22, both of these criteria are met. Therefore, Fig. 22 

contains Boltzmarni patameters, 0.26 and 1.0 for, the populations of 

the two spin states for the resultant spin one-half system of the 

reduced protein complex. We find that for samples which have dif-

ferent water mole fractions, .but are measured to be at identical 

temperatures by the resistor, the spin temperature depends on the 

water mole fraction: lyophilized samples have lower spin temperatures 

than aqueous samples. 

As added evidence for our confidence in the parameters shown 

in Table 7, the zero applied field spectra taken at low temperatures 

are shown in Fig. 23. Since the A-values for site #1 are almost 

isotropic, it is expected that the absorption peaks from this site 

would dominate the Mossbauer spectra in both zero and applied magnetic 

field. Comparison of Fig. 23 and Fig. 9 reveals that the absorption 

in these spectra at -6 mm/S results from an isotropic hyperfine 

interaction of about -17 gauss at one of the iron sites in the re-

duced proteins. The anisotropic hyperfine interaction at site #2 

results in a broad, unresolved absorption which accounts for the 

difference in shape between the spectra. 

The Mossbauer spectra for these proteins are consistent with 

the "spin-coupled" model proposed by Gibson et al. (Section IV-A) for 

the active site of these proteins. In the next section we shall 

discuss this model in detail. 

116 





118 

U 

Cr) 

cc 

z 

Ci 

c 
LU 
U- 

	

I 	I 	I 	I 	I 	I 	I 	I 	I 	1 	I 	I 

I 	 P Z I T 

4 1114% 	 1410  

	

- 	 4ll11 4f44I 	 P U T. - 

	

JI1IIH14'IflI 	I4IkI't 	 III' 
II C. L 0 S - 

- 

P o 
All 

- 

• 	 40 

H 

P P R S L E Y- 

	

- 	 4 
1 	 - 

44 	 '44 	 - 

	

- 	

I•4 

	

- 	 - 

-6 	—4 —2 	0 +2 +4 
MM/SEC 



E. VALIDITY OF THE "SflN-COUPLED" MODEL 

The iron atoms in the oxidized protein are high-spin ferric 

('S) ions, exchange-coupled to give a resultant spin-zero complex. 

Upon reduction, one of the iron atoms changes to the high-spin ferrous 

state (S =2). The exchange-coupling for this protein oxidation state 

gives a resultant spin of one-half. Lewis et al. (1967), Khedekar 

et al. (1967) and Gerloch at al. (1968) have observed a similar 

exchange-coupling mechanism in a number of Schiff's base iron salts. 

In every case in which the exchange-coupling constant was negative 

(anti-ferromagnetic), the structure of the salt:isas shown below: 

• 	 Ri 	0 	R2 

Fe 	Fe 

R3 	0 

FIGURE 24. STRUCTURE OF OXY-BRIDGED Fe+ SCuFF-BASE COMPLEXES 
(LEWIS et al., 1967). 

where the R's refer to the Schif f-base ligands. -If this situation is 

analogous to that in the plant-type ferredoxins, then we may assume 

that the role of the labile sulfur in these proteins is to bridge the 

iron atoms in an analogous fashion and thus promote the exchange-

coupling interaction. 

The g = 1.94 EPR signal of the reduced proteins must be 

explained by any model for their active site. Using subscript 1 to 

specify the ferric-iron site and subscript 2 the ferrous-iron site, 

the "spin-coupled" model explains this EPR signalin the following way. 
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The electron magnetic moments.(S 1  = 5/ 2 and S 2  = 2);are coupled to 

form a resultant spin, S, as shown below. 

120 

g\S(S+1) 

I-,  

FIGURE 25. DIAGRAM FOR "SPIN-COUPLED" MODEL. 

Relating Fig. 25 to the law of the cosines, the g-value for 

an S = 1/2 system is given by the following expression: 

= (7 

 

12)/3 	 (36) 

Since g1  arises from an S-state ion, spin-orbit interactions are not 

allowed to first order (Koenig, 1968) and g1  can therefore be assumed 

to be isotropic. It is assumed to be 2.019 in accord with the measure-

ments of Title (1963). With this assumption, the g-values for the 

ferrous iron can be derived using Eq. 36 and the measured g-values 

for the proteins (Table 1). For spinach ferredoxin, these calculated 

values are 92x 2 . 12,  92 	2.07 and .922  = 2.00. 

In the high-spin ferrous ion, spin-orbit interactions mix 

the ground state wave functions with the excited states. If the ground 

state is assum1 to have d2 symmetry, then the .  following expressions 

apply for an ion in a crystal field with both rhombic and axial 

distortions (Edwards et al., 1967): 	 . 
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= 	# 	>1 ILI 	 (37) 

4 	 (38) 
Ps 

'3z 	3e 	 (39) 

where ?t is the spin-orbit coupling constant in the interaction 

xz and Ayz are the energy gaps to the excited states having dz 

and d symmetries, respectively.. These expressionS (37-39) are 
yz 

derived by assuming that the electronic ground state is equivalent to 

a hole with spin = 2 in a d2 orbital. can be estimated to be 80 

cm -  by taking into account the effects of covalency on other high-spin 

ferrous ions (Edwards et al., 1967). With the above assumptions, one 

can derive the following energy level scheme for the high-spin ferrous 

ion by éombining Eq. 36 with Eqs. 37-39. 

dyz 

dxz______ 6900 cm 

	

dyz 	 4000 cm 

d2_.2 

	

cl2 	 0 cm 

FIGURE 26. ELECTRONIC ENERGY LEVELS FOR FERROUS . SITE OF "SPIN-COUPLED 

MODELS. 

Both axial and rhOmbic distortions of a tetrahedral ligand 

field are necessary to cause the energy-level scheme shown above. 

Since this is the type of ligand field to be expected from compounds 
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analogous to that in Fig. 24, we are assured that this type of compound 

is consistent with the theoretical requirements of the "spin-coupled" 

model. 

The energy levels shown in Fig. 26 for the ferrous-ironsite 

of the reduced proteins is based on the assumption that the electron 

pair in thed-orbital system of this ion occupiCs:a dz2  orbital. The 

proof of this assumption lies in the values of the derived parameters 

for the low-temperature spectra of the reduced proteins. Consider 

first theparameter, QS. The only d-orbitals which give negative 

values for QS are d22, dxz and dyz (Table 2). A large negative 

value -2.63 mInIS,  for site #2 (Table 7) agrees well with that calcu-

lated for a single electron in a d2  orbital. The experimental value 

of V1 is close to zero for the ferrous iron. This value is incon-

sistentwith the theoretical values of for dxz arid dyz  orbital 

density. In addition, the magnitude of the measured value of QS 

(-2.63 mm/S) is very close to that predicted for a d2  electron: 

-3 mm/S (Lang and Oosterhuis, 1969). 

Other Mossbauer data which indicate that the model is correct 

are the measured a-values for the low-temperature, reduced protein. 

spectra. The measured a-values for the ferric iron (Table 7) are 

close to isotropic with an average value of -17 gauss. Remembering 

that this a-value is calculated for an electron spin = 1/2 situation, 

we now recalculate the a-value for the ferric site in terms of the 

5/2 spin present at this site. For the ferric site in the spin-

coupled model (Fig. 25), 

(. 

	

(40) 



In high-spin ferric iron this a-value is the result of the Fermi 

contact interaction alone (Section Il-F) Hence, this a-value com-

prises an experimental determination of the Fermi contact interaction 

of the ferric iron in this protein. 

The value of -2ie 
(j3> in Eq. 22 is, by the above 

procedure, equal to -1.6 gauss. We now apply this constant to the 

calculation of the a-values for the ferrous iron. The Fermi contact 

interaction at the ferrous site is approximated. by assuming that 

for this site equals -1.6 gauss times 0.87 (Table 3) 

A value of 0.35 is assumed for PC (Section Il-F), thus scaling the 

Fermi contact interaction to the dipolar interaction. These values•• 

are then entered into Eq 23 using the data in Table 4 for the dipolar 

part of the hyperfine interaction. Using the orbital scheme in Fig. 

26, the a-values for the ferrous iron are then: 

= -4.5 gauss 

Ay  -4.5 gauss 

A= -8 gauss 

Following a procedure analogous to that in Eq. 40, a set of a-values 

are computed which correspond to those measured by Mossbauer spec-

troscopy for the ferrous iron. Table 8 shows these completed and 

measured a-values for the ferrous site. 
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TABLE8 	 •. 

	

A-VALUES FOR FERROUS IRON . 	.• . 	. 

Computed 	 Measured 

= +6.6 gauss 	. 	A = +5.0 gauss 

= +6.6 gauss 	 A = ±7.1 gauss . 

= ±11.8 gauss 	 A = ±12.5 gauss 

The agreement in the values of Table 8 not only indicatesthe 

validity of our assumptions regarding the hyperfine interaction of the 

ferrous iron, but also comprises a rigorous test for the model as a 

whole, since the presence of positive a-values for ivon with magni-

tudes shown in Table 7 necessitates an exchange-coupling mechanism. 

Presently, the most direct evidence for an exchange mechanism 

in the plant-type ferredoxins is contained in the applied magnetic 

field spectra of the oxidized proteins. As stated in Section V-B, 

these experimental spectra have been fitted with computed spectra 

from the time-independent program described in Chapter IV. The best 

fits to the experimental spectra give a measured effective magnetic 

field at the nucleus. In Fig. 27, this measured field is plotted 

against the applied field for the oxidized proteins. The straight 

line in Fig. 27 represents the expected plot of B vs. H if one 

assumes the Larmor precession time of the 57Fe nucleus is zero. Since 

the Larmor precession time (6for 57Fe 312) is about 2.110 7S for 

the 57Fe1 = 3/2 nucleus at 10 kG magnetic field at the nucleus, the 

expected Zeeman splitting is not seen by Mossbauer spectroscopy be-

cause the mean lifetime (D) of 57 Fe1312 state is 1.4*10S. Thus, 

at low applied field the Zeeman states in the excited nuclear state 





I 
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are not formed because the lifetime of this state is too short At 

30 kGmgnetic field at the nucleus, TA.: 5 ; so that the magnetic 

splittings in the excited nuclear state are treatable by time-

indepeudnt perturbation calculations. Refering to Fig. 27, we see 

that the plot of B vs. H is linear in this region; however, B/H is 

less than one. We therefore observe a "diamagnetic" field in the 

oxidized protein spectra at high applied magnetic field of approxi-

mately one-tenth the applied field. 

Since this "diamagnetic" field is far too large to atributé 

to a diamagnetic correction factor to the applied field (Evans, 1955, 

p. 188), it must result from magnetic mixing of the S = 1 state into 

the S = 0 ground state of the exchange-coupled, spin system for the 

oxidized proteins. This effect is called a "pseudo-nuclear Zeeman 

interaction" (Bleaney, 1967) and its matrix elements give an approxi-

mate value for 3 of 150 cm. The Schif.f-bàse compounds (Fig. 24) 

have 3's of, 100 cm. Furthermore, the substitution Of sulfur for the 

oxygen bridging atoms in Fig. 24 is expected to increase the magni-

tude of J, especially when the iron configuration is d 5  (Anderson, 

1963). The value of 3 from the above Mossbauer spectra has not, as 

ye;, been established to better than a range of 50 to 250 cm; how-

ever, a value of J above 100 cm -  would imply that sulfur is the 

bridging ligard in the iron-sulfur complex. 

The existence of exchange-coupling between the iron atoms 

should also be detectable by magnetic susceptibility measurements 

(Section II-G). Ehrenberg (referenced in Thornley et al., 1966) 

made the first magnetic susceptibility measurements on these. proteins 
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and detected a slight "excess" susceptibility for them at temperatures 

around 300 °K. Moss et al. (1969) state that the oxidized protein is 

diamagnetic from l.7 °K to 201 °K and that the reduced material is 

characteristic of an S = 1/2 material over this range. However, from 

the quoted precision of the measurements by Moss et al , the maximum 

value, of J'detectable in their experiments is about40 cm - . There-

fore, a more precise measurement of the value, of J for these proteins 

must await the application of a specialized computer program to the 

oxidized protein Mossbauer spectra or more sensitive magnetic sus-

ceptibility measurements. , In passing, one could also measure J by 

studying the reduced proteins. Considering that these proteins are 

paramagnetic with the splitting of 3J between the S = 1/2 and S = 3/2 

states (Fig. 10), the exchange-coupling constant can be more easily 

obtained by studying the oxidized proteins. 

F. MODEL OF THE ACTIVE CENTER OF THE PLANT-TYPE FERREDOXINS 

In the preceding section we presented. the experimental 

evidence in support of the "spin-coupled" model proposed by Gibson 

et al. (1966) and Thornley et al. (1966) for the plant-type ferre-

doxins. However, the "spin-coupled" model does not provide a 

spatial' or configurational model for the active center. Therefore we 

proceed to a more detailed analysis with the goal of asserting a 

proper chemical and structural model of the active center. The fol-

lowing properties of the active site of these proteins are well 

substantiated experimentally by the present study: 
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The active center of the oxidized plant-type ferredoxins 

contains two iron atoms with identical electronic environments at the 

nuclei. These irons are high-spin ferric (S = 51.2).., spin-coupled to 

give a resultant diamagnetism for the complex. 

In the reduced state, the active center contains one 

high-spin ferric state spin-coupled to one high ferrous state (S = 2) 

to give a resultant S = 1/2 complex. 

The ligand symmetry around both iron atoms is tetrahedral, 

but with both axial and rhombic distortions. This.basic symmetry is 

not affected by reduction, of the proteins. 

The active center of the plant-type ferredoxins is nearly 

identical in every protein studied. The only differences in this 

active center are the presence and magnitude of the rhombic distortion 

of the symmetry for the ferrous iron in the reduced proteins. 

In addition, the two-iron Schiff's-base compounds studied by 

Lewis etal. (Fig. 24) have magnetic propertieswhich indicate a 

structure which may be similar to that in the active centers of the 

plant-type ferredoxins. The following arguments set forth' criteria 

on which to base any model for the active site 

1. The iron atoms have been shown to be exchange-coupled 

through a superexchange mechanism. Thus, they are 'connected by a 

bridging ligand which, in view of the arguments in the previous section 

and the elemental composition of the holoprotein, is most likely a 

sulfuratom. This bridging ligand (sulfur) can, however, be either 

cysteine sulfur or "labile sulfur". 



2. The 33S EPR experiments (Section I-C) show that the 

"labile sulfur" atoms are in the active site. The magnitude of the 

sulfur hyperfine constants indicate that the "labile sulfur" is bonded 

to the iron. In view of the amino acid compositions of these proteins, 

the .  "labile sulfur" is either the bridging ligands for the iron atoms 

or part of a persulfide ligand to the iron atoms,:. as suggested by 

Beinert (1965). 

..Thus, the following persulfide structures are consistent with 

the above crIteria: 

(cys) 	 . . 	 (cys) 

L Fe 	Fe L 
	

L Fe 
 

L ' ' S 	L 	 . 	 S (as)  L 
(cys) 	 . 	 ~ (cys) 

L Ligand from amino acid side-chains. 

FIGURE 28. PERSULFIDE STRUCTURES FOR ACTIVE SITE OF PLANT-TYPE 
FERREDOXINS. 	. 	 . . 	 . 

Although no direct evidence has allowed a decision between these 

structures, we feel that the structures shown in Fig. 28 are doubtful 

because: 1) the persulfide bonds are higher energy than sulfur-iron 

bonds .2) these structures do not promote the similarities which are 

observed in the Mossbauer spectra of the seven proteins in this study, 

and 3) these structures do not explain the resistance of these 

proteins to to-e1ectron reduction. 	 . 

In contrast, we propose the following structure for the active 

site of the ferredoxins. 	. 	 . 	 . 
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FIGURE 29. PROPOSED MODEL FOR THE ACTIVE CENTER OF THE PLANT-TYPE 

FERREDOXINS. 

White = Cysteine sulfur 

Black = Iron 

Shaded = Labile sulfur 





Note that in the structure in Fig. 29, there are six ligands: two 

"labile sulfur", iron-bridging ligands and four cysteinyl-sulfur 

ligands. The tetrahedral ligand symmetry of this model is dostorted 

by the dIfference in character between the "labile" and cysteinyl 

sulfur atoms and by the position of the iron atoms themselves. 

In crystal field theory calculations the direction of the 

axial distortion is along the z-axis Therefore, the d2  orbitals in 

iron atoms in Fig. 29 are along the line joining the two iron atoms. 

Remembering that the d2  orbital lies lowest in this symmetry, as 

shown in Fig. 26, the effect of reducing the complex is to add 

electron density to the d2  orbitals of the iron atoms. Since the 

dz 2 iron-orbitals in Fig. 29 overlap, this structure results in an 

electron repulsion term between the iron atoms which increases as 

the iron atoms in these proteins are reduced. Thus, the negative 

reduction potentials (Table 1) of the plant-type ferredoxins are 

accounted for by this model. 

The protein sequence data in Table 4 show that the cysteine 

residues in all the proteins occur in identical positions 

(18, 39, 44, 47, 77) in the sequence. Thus, the ligand field pro-

duced by the cysteinyl sulfur atoms is not likely to be different 

among these proteins unless there is a difference in protein confor-

mation which causes a displacement in one or more of the cysteinyl 

• sulfur atoms. Note that a displacement of any cysteinyl sulfur 

atom in the model in Fig. 29 results in rhombic distortion at the 

iron to which it is ligated. Since, according to the "spin-coupled" 

model, this rhombic distortion will manifest itself in the difference 
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between gx  and g  (Eqs. 37-39) for a particular protein, the EPR 

data in Table 1 provide a measure of the rhombic .distortion around 

the ferrous iron in the reduced proteins. In particular, the g-

values of ádrenodoxin are axially symmetric while the g-values of 

spinach ferredoxin show a rhombic distortion. Thus, the observation 

of Kimura et al. (1969) that adrenodoxin and spinach ferredoxin have 

different protein conformations is consistent with the prediction 

of the above model. 

The "spin-coupled" model also predicts a constant value of 

gz' numerically 2.04. Inspection of Table 1 shows some deviation 

from g•  2.04 for the plant-type ferredoxins. With respect to the 

model shown in Fig. 29, we must invoke large strains on the cysteine 

sulfursaround the reduced protein ferric site in order to account 

for the deviations as the "spin-coupled" model attributes the value 

of gz  mainly to the g-value of the ferric site (Eq. 36). 

ssuming that the structure shown in Fig. 29 is valid, one 

can draw some conclusions as to the characters of the iron d-orbitals 

in the "spin-coupled" model. Since the symmetry around the iron is 

tetrahedral, the d2  and  dx2_y2  orbital are more ionic than the t g  

orbitals which must be covalent as the ligands are sulfur atoms. 

There. are several important consequences of this conclusion: 1) The 

energy level scheme in Fig. 26 is based on crystal-field approxima-

tions and therefore can be considerably in error. 2) The reducing 

electrons will occupy an ionic orbital (d2);  thus, the reduction 

potential of the plant-type ferredoxins is justifiably attributed 

to electron repulsion between the d2  orbitals of the two iron atoms. 
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3) Covalency of the tg  iron orbitals with sulfur implies that the 

Mossbauer spectra of these proteins will be sensitive to ligand 

changes between the members of the plant-type ferredoxins. That Is, 

the substitution of tyrosine or histidine for cysteine as a ligand 

is certain.to cause a change in isomer shift which is not observed 

for these proteins (Fig. 16). 

In.fact, the similarities in the Mossbauer effect parameters 

impose tight constraints on the freedom to chàose ligands for this 

complex. Thus, the suggestion by Yang and Huennekens (1969) that an 

iron-sulfur complex involves octahedral hydroxy ligands including 

tyrosine is not applicable on two counts: 1) the ligand symmetry Is 

tetrahedral and 2) the positions of the tyrosine residues are not 

constant throughout the sequences of the plant-type ferredoxins. 

The acidity of these proteins implies that the amino acids 

which occur in areas of the sequence with a preponderance of glutamic 

acid, aspartic acid and glutamine may not be free to ligate to the 

iron-sulfur complex, as they will be drawn out to the periphery of 

the protein conformation. Thus, consideration of the similarities 

in the Mossbauer spectra and inspection of the amino acid sequences 

(FIg. 4) and composition (Newman et al., 1969) imply that cysteine 

is the most probable ligand. to the iron-sulfur complex, and that the 

structure shown in Fig. 29 is valid. 
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APPENDIX I 

PROGRAM AMINO 

A. Purpose 

1. Refer to Chapter IV 

B. Usage 

1 Control cards 

2. End of record card 

3 Source deck 

4. End of record card 

5.. Data cards (4 cards/RUN) 

6. End of file cards 

C. Input and Output Formats 

1. Input formats 

a. READ 200, INCH, IRUN, PUN, RATIO, SHIF] 

200 FORMAT (2110, 3E10) 

INCH - The height of the plot output in tenths of inches 

IRUN - Identification number for job; appears on plots and 
• 	printed output; 1IRUN99 

PUN - If PUN 0, then the ordinates of the plot points will 
be punched on cards for special output jobs 

RATIO - If RATIO 0, then the output of this run will be 
placed in a common block which will be the sum of 
the intensities of consecutive runs. This sum is 
defined as follows, where I is the intensity of the 
Output Mossbauer spectrum: 

Sum 	 'VuJ 

tutj. 
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If.RATIO is less than zero, then this sum is. terminated at 
the end of the run au! the absorption spectrum of the SUM is 
plotted in addition to the RUN spectrum.  This option allows 
one to generate Mossbauer spectra whichare the sums of the 
computed spectra for different environment, electronic spin 
states, etc. 

SHIFT - Shifts the computed spectrum an integer number of 
.points.along the incremented velocity axis before 
this spectrum is entered into the special output 
common block. The shift velocity in mm/S corres- 

• i 	pônding to SHIFT is: 
• 	 (XF - XI) 	SHIFT 

398 

b. READ 101, TITLE 

101 FORMAT (10A8) 

• This title will appear on the printed output. 

c READ 400, HAPP, QS, ETA, XI, XF, BEI, GNI, PUN, NOGRPH, 
NID 

400 FORMAT (7E10, E7, Ii, 12). 

HAPP - Applied magnetic field in kG (parallel to gamma ray 
• 	direction) 

QS - Refer to Eq. 7-8 (units: min/S) 

ETA - r. 

XI - Velocity of left-hand boundary of plot in mm/S 

XF - Velocity of right-hand boundary of plot in mm/S 

BEI, GMI - Initial Euler angles in powder integration (refer 
to Eq. 31). This option is useful only for single 
crystal spectra (NID = 1). If both BEI and GHI = 0, 
the program will choose values for these parameters 
which optimize the powder integration. 

PUN - If PUN 0 0, then card output will be generated for this 
run in units of per cent absorption (399 points). 

• NOGRPH - If NOGRPH 0, then no plot output will be generated 
for this run. This option allows one to dispense 
with the intermediate plots when special output is 
desired. 



NID - The number of powder integration steps equals NID2  
NID = 11 is the optimum value for goo.d plots. 

d. READ 401, AX, AY, AZ, GX, GY, GZ, ALIGN 

401 FORMAT (7E10) 

AX, AY, AZ - Three principle components of the A tensor in 
electron gauss for S = 1/2 ystems. When S # 
1/2, refer to Eq. 34. 

GX, GY, GZ - Three principle components of.the G tensor. 

ALIGN - Is the flag which chooses whether the internal mag-
netic field is added or subtracted from the applied 
magnetic field. ALIGN = 1. or 2. Use of this 
parameter requires a detailed understanding of the 
calculation in SUBROUTINE ANI; however, if the A 
tensor has positive components and S = 1/2, then 
ALIGN = 1.. corresporxls to electronic ground state and 
ALIGN = 2. corresponds to the electronic excited 
state. If HAPP is less than 3., then the value of 
ALIGN has no measurable effect on the computed spec-
trum. 

2. Output formats 

a. The following material is printed: 

1 A list of the input parameters 

The P tensor in mm/S 

The RUN number 

The sum of the intensities for the plot points 

The maximum and minimum of the computed spectrum 

b. The following material is plotted: 

A square with the computed spectrum 

An identification number of the plot. 

c. The mathematical method is given in Section IV. 

d. EXECUTION TIME = 10 x NID2  milliseconds per RUN on a 
Control Data Corporation computer, Model 6600. 
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PROGRAM ANIMOSS(INPUT=101,OUTPUT=101,PUNCH=640,PLOT=1001,TAPE5=INP 
1UT,TAPE6=UUTPUT,TAPE99=PLOT) 

C 	TI4iSROUT!NE ASSENKIES THE OATAFCR SPECIAL PLOT OUTPUT 
CCMMCN/1/X(402),HO0(419),YDMY(401),IGND(15,5) 
DIMENSION DOLZ(401),LNT(I5,5) 
DATA (J2=0) 
LtNTI1 9 1)=3HSPL 
DC 2 1=1,399 

2 	BOLL(I)=0. 
110 J2=J2+1 
121 FCRMAT(1HI,*RUN*,13,* 	(NOT NECESSARIIV EQUAL TO PLOT NUMBER)*) 

READ 200,INCH,IRUN,PUN,RATIO,SHIFT 
200 FCRMAI(2110,3E10) 

IF(EOE 9 5) 12,109 
109 LMNT(2,1)=IRUN 

LGND(291)=IRUN 
PRINT 121 9 J2 
CALL PDRANI(INCH) 

120 J1=RATIO*1000. 
PRINT 2019.INCH,IRUN,PUN,RATI0 9 SHIFT 

201 FCRMAT(IX*INCH=*,12/1X,*IRUN=*,12/IX,*PUN=*,F2.0/IX,*RATIO=*,F10.5 
l/LX,*SHIFT=*,F3.0) 
I0(J1) 49110,5 

4 	RATIO=-RATIO 
5 	NPTS=399 

M=NPTS 
tt=SHIFT 
N=1+MM 
IF( MI) ii, 10, 10 

11 	N=1 
M=NPTS + MM 

10 	DC 1 J=N,M 
1 	8CLZ(J)=I3OLZ(J) + RATID$YDMY4J-MM) 

IF ( JI) 6, 110, 110 
6 	CALL GRPLTR(X,BOLZ,NPTS,LMNT,PUN ,INCH) 

DC 7 J=1 9 399 
7 	BO1z(J)=0. 

GO TO 110 
12 	CALL CCEND 

END 

SIBROUTINE GRPLTR(X,Z,NPAR,LGNC,XPUN,1NCH) 
C 	THIS SUBROUTINE GENERATES THE PLOT OUTPUT 
C 	THE CC--- ROUTINES ARE CALCOMP LIBRARY ROUTINES 

DIMENSION X(402),Y(401),LGND(15,5),Z1401)911ET(12) 
CCMMON/CCPOOL/XMIN,XMAX,YMIN,YMAX,CCXP41N,CCXMAX,CCY'iN,CCYMAX 
COMMON /CCFAC•T/FACTOR 
DATA (K=0) 
K=K+1 
FACTCR= 100. 
CCX.MIN1.3 
CC XMA X= 10 .9 
CCYMIN1. 
CçYMAX=1. 
N=NPAR 
XP'IN=X(L) 
XtAX=X(N) 
fINCH=INCH 
F!NCF1=FINCH/10. : 
DOII=1,399 
Y(I)=100.-Z(1) 
IF( INCH.EQ.0)FINCH=5. 
PYIN=XMINI(Y,N) 
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A=(Y(1) + PMIN)/2. 
B=(Y(i) - PMIN)*3./FINCH 
YMAX=A+B 
YMIN=A-8 
CALL CCGRID(1 9 6FNOLFLS91) 

	

3 	FCRMAT(F6.39 TO *,F6.3, MM/SEC*/F5.1,* TC * 9 F4.1,* PCA*) 
ENCODE ( 40, 3, ILET( 1) ) X( 1) ,X (N) Y( 1) ,PM IN 
ENCODE (40, 10, ILET (9) ) LGNO( 1,1) ,LGNO( 2,1) ,K 

10 	FCRMAT(A3,12,*-*912) 
CALL CCLTR( 1.4,6. 9, 0, 1, ILLT(9 ),8) 
CALLCCPLOT(X,Y,N) 
CALL CCNEXT 
PRINT 2,(ILET(I),I=1,8) 

	

2 	FCRMAI(IX,4A10) 
IF(XPUN.EQ.0.) GO TO 7 
PLNCI 9,(ILET(I),I=9,12) 

	

9 	FcRMAr(4A10) 
PUNCH 8,(Y(I),I1,N) 

	

8 	FORMAT(10F8.4) 

	

7 	RETURN 
END.: 

SUBROUTINE PDRANI(INCI4) 

	

C 	THIS SUBROUTINE PERFORMS THE MAIN CALCULATION FOR A SINGLE IRON 

	

C 	ENVIRONMENT MOSSBAIJER SPECTRUM IN APPLIED FIELD.. THE SAMPLE MAY 
BE A SINGLE CRYSTAL OR A POWDER. 
DIMENSION LGND(15,5),TITLE(8) 	 . 
DIMENSION NXS(2),GB(3),0(2) ,E(2),B(2) ,S(8,4,6),HY2(8,4,2), CJB(8 9 4 

1 9 2),DJA(8 9 4,2),DJT(8,4,2),H(8,4,2),DJ1(894),0J2(894), VAL(4,2), 
2XINT(4,2),0J3(8,4),L(3),FLOR(401),XS(2),E12(4,2) 
EQUIVALENCE (N1,NXS(1 )), (N2,NXS(2) ),(L(1),LX) ,(L(2),LY),(L(3),LZ) 
CCMMCN/1/X(402),Y(401), MAL,NF5E,AL,BE,CBE, 
IOAL,CCBE, 	E12,1E12 9 EIE.12,CX 
2,YDMY(401),LGND 
CCMMCN/TEN/GX,GY,GZ,AX,AY,AZ,ALIGN 
DATA (GMMA=.15) 	. 	 . 
REAL L,LX,LY,IZ 

101 	FCRMAT(8410) 	 . 
102 FCRMAT(1X98A10) 

	

C 	INITIALISE PARAMETERS. 
Pi=4.C*ATAN(1.0) 	 . . 
NPTS= 399 
READ 101,TITLE 
READ 400 9 HAPP,US,ETA,XI ,XF,BEI,GMI, 	PUN,NOGRPH,NID 

400 FCRMAT(7E10 9 E7,I1,12) 
READ 401, 	 AX,AY,AZ,CX,GY,Gl ,ALIGN 

401 FCRNAT(7E10) 
XS(1)=1.5 
XS(2)=.5 
E(2)=C. 	 . 
0 ( 2) .= C. 
D(1)=QS/(6.*SQRTF(i.+(FTA*C1A)/3.)) 
8(2) =-O.01189 
B(1)=0.0068 
•E(1) 	ETA*D(1) 	 . 
NINT=0 
EJ\PT=NPTS-1 
DX(XF-XI)/ENPT 

	

C 	CLEAR CHANNELS V FOR ACCUMULATING INTENSITIES. 
DCI045IPT=1,NPTS 

1045 V(IPT)=0. 

i48 
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C 	SET UP INITIAL E200 1-IAMILTONIAN INN CRYSTAL. FRAME 
:DC1O5OIL=1,2 	 •1 

NXS (II ) =2..0*XS( IL )+l. 01 
CALL FRMS(S(1,193*!L-2),NXS(IL)) 
CALICOCLR(HY2( 1,1, IL) ,NXS( IL) 
CALL v20p(s(191,3SIL-2)90( IL),E(IL),HY2(l,t,IL),NXS(IL)) 

L050 CCNTINUE 
C 	CHECK 10 SEE IF SINGLE. CRYSTAL SPECTRUM, IF NOT, THEN GENERATE 
C 	BE!, GM! WHICH LEAD TO MOST EFFICIENT INTEGRATION STEPS 

IF(NID.EQ.1) GO TO 4040 
GMI=PI/(4.*NIO) 
RE i=ACOS( 1.—. 5/N ID) 

4040 CCNTINUE 
C 	START BETA LOOP 

DCBE=1./NID 
CeE=DCBE + COS(BEI.) 
CC 1063 IS=1,NID 
CBE=CBE—DCBE 
.BE=ACOS(CBE) 
DC 4001 1L1,2 

4001 CALL FRMOJI3(OJB(I,l,IL),BE,NXS(IL)) 
C 	START GAMMA LOOP 

OGM=PI/(2.SNID) 
GM=GMI—DGN 
DC 1064 IG=1,NID 
GM=GM+DGM 

C 	CALCULATE THE EFFECTIVE MAGNETIC FIELD AT THE NUCLEUS FOR THIS 
C 	.1 CRYSTAL ORIENTATION 

CALL ANI(BE,GM,HAPP,LX,LY,LZ,HEFF) 
C 	START LEVEL LOOP 

DC 1061 11=1,2 
C 	RCTATE THE QLJADRUPOLE HAMILTONIAN INTO CRYSTAL FRAME 

CALL FRMDJflDJ2,GM,NXSIIL)) 
CALL COMPY(0J2,DJB(l,1,!L),DJI,NXS(IL)) 
CALL CCROT(HY2(1919IL),DJ1 9 DJ2,NXS(I1)) 
DC 1049 K=1 9 3 

1049 GB(K)=L(K)*B(IL)*HEFF 
C 	ACOQUACRUPOLE AND MAGNETIC HAMILTONIANS 

CALL LEEMAN(S(1,1 9 3*IL-2),GB,OJ1,NXS( II.)) 
CALL COMAD(DJ19DJ29H(191,IL),NXS(IL)) 

C 	D!AGCNALISE 
1061 CALL ALLMAT(H(1 9 1 9 IL) ,VAI(1,IL),NXS(IL),4,NXS( IL)) 

C 	AT THIS STAGE H IS IN A BASIS WHERE THE AMPLITUDES CF 
C 	RIGHT AND LEFT POLARISED PHOtONS ARE GIVEN BY MATRIX ELEMENTS 
C 	OF UNIT TENSORS BETWEEN EIGENVECTORS 

CALL PDRHIN(N1,N2,H,XINT,TOTX) 
CC 2014 J1=1,N1 
DC 2014 J2=1 9 N2 
E12(J1,J2)=VAL(J1,1)—VAL(J2,2) 
EIE12=(E12(J1,J2)—XI)IJX+l. 
-1E12=EIEI2 
IF(1E12.GT.NPTS)GO TO 2014 
IF(1E12.LT.1) GO TO 2014 
Y(1E12)=Y(1E12) + XINT(J1,J2) 

2014 CCNT!NUE 
•NINT=NZNT+1 

C 	END.CF GAMMA LOOP FOLLOWS 
1064 CCNTINUE 

C 	END OF BETA LOOP FOLLOWS 
1063 CONTINUE 

C 	AT THIS STAGE THE LINE SPECTRA ARE IN Y 
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C 	FCRM BREIT-WIGNER LINESHAPE MCSStAUER INTENSITY SPECTRUM 
X(l)=XI 
OC3000IPT1,NPTS 

3000 X(IPT+1)X(IPT)40X 
PRINT 1029TITLE 
PRINT 402 9 HAPP,CS,ETA,PUN,NOGRPH,BEI,GMI 

402 FCRMAT(lX,*HAPP=*,F6.1/1x,*QS,F8.hh1X,*ET,F8.3h1x,**#F2 
lx, 	Qp4=*, 12/ lx, *BE I=* ,F6. 31X ,*GMI=*, F6. 3) 

PR INT 4039 	 AX,AY,AZ,GX,GY,GZ, ALIGN 
403 FCRMAT( IX, 	 *AX=*,F7.3/IX,*AY=*,F7. 

2 3 /ix9 *AZ =*,F7.3/1X,*GX=*,F5.311X,*GY=* 9 F53h1x9*G1_*,F5. 3 1x,*M 

3N=*.F2.0) 
ENINTNINT$GMALCRGMMA*8. 	/(ENINT*TCTX) 
0X2=CX*DXSG2GMMA*GMMA 
DC3010K=1,NPTS 
ENK1 =K-1$FLOR( K )=GMALCR/ (G2+DX2*ENK1*ENK 1) 

3010 CCNTINUE 
DC 30 12 K 1, NPTS 
YOMY(K)=0.0 

3012 CCNTINUE 
DC3014ILIN19NPTS 
IF(Y(ILIN).EQ.0.) GC TO 3014 
003013 IFOLD=I,NPTS 
ICEL1ILIN-IF0L0 
IF(ICELT.LT.0)IDELT=-IDELT 
KC=IDELT+1 
YCMY(IFOLD)YDMY(IFDLO)#Y(ILIN) * FLUR ( KD )  

3013 CCNTINUE 	 - 
3014 CONTINUE 

, TCTIo. 
DC 10 IN=i,NPTS 

10 	TCTI=TOTI+YDMY(IN) 
PRINT II,TOTI 

11 	FCRMAT(IX,*THE SUM CF THE INTENSITIES IS*,L12.2/1X,*(NOTE ... ABSO 
1RPTICNAT CHANNEL(I) = 100 MINUS INTENSIT 1Y AT CHANNEL(I).)) 
IE(NCGKPH.NE.0) GO TO 35 
LGND(1,I)1OHC 
CALL GRPLTR(X,YDMY,NPTS,LGND,PUN ,INCH) 

35 	RETURN 
ED 

FUNCTION: XMINI(X,N) 
C 	FIND THE MINUMUM OF X 

DIMENSION X(399) 
XMINI=X(1) 
.DC.20 J=2,N 
IF(X(J).LT.XMINI) 	XMINI=X(J) 

20 	CCNTINUE 
RETURN 
END 

SUBROUTINE FRMDJB(A,BETA,N) 
C 	FCRS A ROTATION MATRIX AROUNC AXIS V, FCR EULER ANGLE BETA 
C 	SEE BRINK AND SATCHLEM 

DIMENSION A(8 9 4) 
CC 3 1=1,4 
DC 3 J=I,4 
A(2*I-I9J)=A(2*I,J)0.0 

3 	.CCNTINUE 
C=COSF (BETA/2.0) 
S=SINF(BETA/2.) 



IF(N.EQ.2) GO TO I 
IF(N.E(.4) GO TO 2 
IF(N.NL.4) STOP 

	

1 	A(1,1)A(392)=C 
A(3,1)=—S 

1,2) =—A ( 3, 1) 
GCTC4 

	

2 	A(I,1)=A(7 9 4)=(COSF(BIeTA/2.0))**3 
A(7,3)=A(3,1)=—SQRTf(3.)*(C**2)*(S) 
A(5,4)=A(I,2)+SQRTF 43. )*(C**2)*(S) 
A(7,2)=A(3 9 4)A(5 9 I)A(l,3)SCRTF(3.)*C*(S**2) 
A( I,4)+S**3$A(7,1 )=—A(1,4) 
• A( 5, 3) =A( 3,2) =C( 3. *C**2-2. 

3 3) =-5*( 3 • * S**2-2. ) $A( 5,2) 	( 3,3 

	

'1 	

, 

 

END 

SLBRCUTINE ALLMAT(A,XLAM,M,IA,NCAL) 

	

C 	DIAGCNALIZES ANY 5X5 ARRAY OF COMPLEX NUMBERS 

	

C 	CALCULATES EIGENVECTORS AND EIGENVALUES 
C 

	

C 	PROG.AUTHORS JO)-N RINLEL,R.E.FUNDERLIC,UNION CARBICE CORP. 

	

C 	NUCLEAR DIVISION,CFNTRAL DATA PROCESSING FACILITY, 

	

C 	OAK RIDGE TENNESSEE 
C 

DIMENSION A(IA,l),H(5,5) ,HL(5,5),LAMBDA(5),VECT(5),MtJIT(5), 
• 	 •1Sl-IFT(3),lNTH(5),tNT(5),XIAM(5),KEY(5),XIAMA(5),B(5,5) 

CCMPLEX A , H , 1-11 , LAMBDA , VECT , MIJLT , SHIFT , TEMP , SIN , 
1 COS , TEMPI , TEMP2 , B 
•ILCGICAL INTH , TWICE 
INTEGER INT , R , RP1 , RP2 

• 	 DC 6C 16=1 9 M 

	

60 	LAMBDA(16)=10.,C.) 

NC AL 
•IF(N.NE.1)GO TO I 
.LAMBDA(1)=A(1,I) 

GCTC 57 

	

I 	ICOUNT=O 
S)-IFT(1) = 0. 
1F(N.NE.2)GU TO 4 

2 TEMP=(A(1,l)+A(2,2)+CSQRT( (A(I,1)+A(2,2))**2- 
2,2 )*A( I, l)—A(2, 1) *A  (1,2) ) ) )/?. 

:IF(REAL(TEMp).NE.o..oR.AIMAG(TEMp).NE.0.)GQ TO 3 
LAMBCA(M) = SHIFT(1) 
LAMBDA(M-1) = A(1,I) + 4(2,2) + SHIF1(I) 
GC.TC 37 

3 LAMBCA(M) = TEMP + SHIFT(1) 
• LAMBOA(M-1)=(A(2,2)*A(I,l)-4(2 9 1)*A(1,2))I(LAMBDA(fr)—SHIFT(1))+ 
tSP-IFT(l) 
GC TO 37 

C 

	

C 	REDUCE MATRIX A TO HESSENBERG FORM 
C 

4 Nfr2=N-2 
CC 15 R=1 9 NM2 
RPIR+t 
.RP2=R+2 
AEIG=O. 
INT(R)RPI 
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DC 5 1=RP1,N 
A8SSQ=REAL(A(t,R))**24AIMAG(A(.L,R))**2 
IF(ABSSQ.LE.ABIG)GO TO 5 
I$T(R)=I 
AC IG=A8 S SQ 

5 CCNTINUE 
II'JER=INT(R) 
IF(INTER.EQ.RP1)GO TO 8 
IF(ACIG.EQ.0.)GO TO 15 
DC 6 I=R,N 
TEMP=A(RPI,1) 
A(RPI,I)=A(INTER,1) 

6 A(INTER,I)TEMP 
DC 7 I=1,N 
TEMPA(I,RP1) 

I,KP 1) =A( I, INTER) 
7 A(I,INTER)=TEMP 
8 DC9 1=RP29N 

MtJLT(I)A(I,R)/A(RPI,R) 
9 A(I,R)MULT(I) 

DC 11 I=1,RP1 
TEMPC. 
DC 10 J=RP2,N 

10 TEMP=TEMP+A(1 9 J)*tU1T(J) 
LI. A( I,RPL)=A( I,RPI)+TEMP 

DC 13 I=RP29N 
TEMP=Q. 
DC 12 J=RP29N 

12 TEMP=TEMP+A(I,J)*MULT(J) 
13 A(I,Rp1)=A(I,RP1)+TEMP-MULT(1)*A(RP1,I) 

DC 14 IRP2,N 
DC IA JRP29N 

14 A(I,J)A(I,J)_MULT(I)*A(RPI,J) 
15 CCIIT1NUE 

C 
C 	CALCULATE EPSILON 
C 

EPS=C. 
• 	 DC 16 I=1,N 

16 EPS=EPS-+CABS(A(1,I)) 
DC 18 1=2,N 
SUM=0. 
fl1=•i-1 
DC 17 J=IM1 9 N 

17 SLMSUM+CABS(A(1,J)) 
• 	 IF . (StjM.GT.EPS)EPS=SUM 

18 CONTINUE 
EPS=SQRT(FLOATU%))*EPS*l.112 
IF(EPS.EQ.0.)EPS=l.E - 12 
CC 19 L=1,N 
DC 19 J=19N 

19 H(I,J)A(I,J) 
20 IF(N.NE.L)GO TO 21 

LAMBCA(M) = 4(1,1) + SHIFT(1) 
GC To 37 

21 fl(N.EQ.2)GO TO 2 
22 MN1=?-N+1 

IF(REAL(A(N,N)).NE.C..OR.AIMAG(A(N,N)).NE.O.) 
I IF(AI3S(REAL(A(N,N-1)/A(N,N) ))+ARSIAU.IAG(A(N,N-1)/A(N,N)))1.E9) 

2 24,24,23 
23 IF(A8S(REAL(A(N,N-1)))+ABS(AItAG(A(N,1))).GE.EPS)GO TO 25 
24 LAMBOA(INl) = A(N,N) 	SHIFT(1) 

152 
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ICOUNT=O 
N=N-1 
GCTC 21 

C 
C 	DETERMINE SHIFT 
C 

25 SI IFT(2)=(A(N-1,N-1)+A(N,N)+CSQRT( (A(N-1,N-1)+A(N,N) )**2 
I. - 4.*(A(N,N)*A(N-19N1)-A(N,N_I)*A(N_j,N))) )/2. 
IF(REAI(SHIFT(2)).NE.O..OR.AIMAG(SHIFT(2))_NE.o.)Go TO 26 
SI-IFT(3)=AtN-1,N-l)+A(N,N) 
GCTO27 

26 SHIFT(3)=(A(N,N)*A(N-1,N-I)-A(N,N-1)*A(N1,N))/SHIFT( 2) 
27 IF(CAFS(SHIFT(2)-A(N,N)).LT.CApS(SHIFT(3)-A(N,N)))GC 1028 

ftDEX=3 
.GCTC 29 

28 IPDEX=2 
29 .IF(CA8S(A(N-1,N2)).GE.EPS)GO 10 30 	H 

L*MtCA(MN1) = SHIFT(2) + SHIFT(1) 
LAMRBA(MNI+l) = SHIFT(3) + SHIFT(1) 

.ICOUNT=O 
N=N-2 

.GC..TtJ2O 	 . 
30 SI-IFT(1) = SHIFT(1) + SHIFT(INDEX) 

DO 31 I=1,N 
31 A( I,,! )=A( I,1)-SHIFT(INDEX) 

C 
C 	PERFCRM GI.VENS ROTATIONS, QR ITERATES 
C 

:lF(.ICOUNT.LE.I0)GO 10 32 
NCAL=M-N 
GC TO 37 

32 fM1=N-I 
TEMPI=A( 1, 1) 
TEMP2=A( 2, 1) 
DC 36 R=1,NNI 
.RP1=R+I 
.RI-OSQRT(REAL(TEMP1)**2+AIMAG(1EMp1)a*2. 
I REAL(TEMP2)**2+AIMAG(TEMP2)**2) 
IF(RIO.EQ.0.)GO TO 36 
CCS=TEMPI/RIlO 	 . 	 I. . 
SIN=TEMP2/RHtJ 
INDEX=MAXO(R-1,1) 	 . 	. . 
.00 .33 I=INOEX,N 
1EMP=CONJG (COS) *A( R,I) +CONJG( S IN) *A( RP1, I) 
A ( RPI, I) =-SIN*A( R, I) +COS*A (RPI,J 

33 A(R,J)=TEMP 
TEMP IrA ( RPI,RPI) 
TEMP2=A(R+2,R+j) 
DC 34 I=1,R 
.T.EMPrCOS*A(I,R)+5[N*A(I,Rpl) 
A(.I,RP1)=-CONJG(SLN)*A(19R)+CCNJG(CflS)sA(I,Rp1) 

34 A(I,R)=TEMP 	. 
IIDEX=MiNO(R+2,N) 
DC 35 I=RP1,INDEX 
A(I,R)=SJN*A(I,RpI) 

35 A( I,RPI)=CONJG(COS)*A( I,RP1) 
3bCCNTINUE 

ICOUNr=ICOIJNT+1 	. 
GCTO22 	 .. 	. 	.... 

C 
C 	CALCULATE VECTORS 
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C 
31 IFINCAL.EQ.0)GO 10 57 

N=M 
NIL=N-1 
IF(N.NE.2)GO TO 38 
EPS=AMAX1(CABS(IAMBOA(t)),CABS(LAMBOA(2)))*i.E8 

• IF(EPS.EQ.0.)EPSI.E -12  
HI 1,l)=A( 191) 
H( 1,2)A(1,2) 
H(2,1)=A(2 9 1) 
H( 2, 2 )=A( 2, 2) 

38 DC 56 L=1 9 NCAL 
DC 40 I=19N 
DC 39 J=19N 

39 HL(I,J)=H(I,J) 
40 HL(1 9 I)=H1(1,I)—LAM8DA(L) 	. . 

00 44 I=19P4NI. 	. 
MULT(I)=O. . 	. 	 . 	. . 
INTH(I) = 0 
Ip1=I+1 	 . 	.. . 
IF(CABS(HL(I+L,I)).LE.CABS(HL(I,I)))GC 1042 
IP4TH(I) = 1 
DC 41 J=I,N . 	. 
TEMP=HL(I+1,J) . 
HL(I+1,J)H1(1,J) 

41 HL(1,J)=TEMP 
42 IF(REAL(HL(I,I)).EQ.0..AND.A1AG(HL(I,I)).EQ.0.)6O TO 44 

MULT(I)=—HL(I+1,fl/H1(I,I) 	 . 	. .. .. . 
DC 43 J=IP1,N 	 . 

43 Hi( I+1,J )=HL( 1+1, J) +MULT(1) *HL (I,J) 
44 CONTINUE . 

DC 45 I=1 9 N 
45 VECT(L)=1. 

TWICE = 0 
46 IF(REAL(HL(N,N)).EQ.0..aNO.AIMAG(HL(N,N)).EQ.0.)HL(N,N)EPS 

VECT (N )=VECT(N)/HL.(N,N) 
DC 48 1=1 9 NM1 
K=N—I 
CC 47 J=K,NM1 

47 VECT(K)=VEC.T(K)—HL(K,J+I)*VECT(J+l) 
IF(REAL(HL(K,K)).EQ.0..AND.AP'AG(HL(K,K,)).EQ.0.)HLIK,K)EPS 

48 VECT(K)=VECT(K)/HL(K,K) . 	 . . 
B IG=C. 
DC 49 I=1 9 N 
S1M=AfS(REAL(VECT( I)) )+ABS(AI1!AC(VECT( I))) 
IF(SUt'LGT.BIG)BIG=SUM 

49 CCNTINUE 	. 
DC 50 I=19N 

50 VECT(L)=VECT(I)/BIG 
IF(TWICE)60 TO 52 	 . . 
DC 51 I=1 9 NM1 

:IF(.NCT.INTH(I))GO 1051 
TEMP=VECT (I) 
VECT(1)=VECT(1+1) 
VECT(I+1)TEMP 

51 VECT ( I+1)=VECT( 1+1 )sMULT( I )*VECT(I) 
TWICE =.1 
GO TO 46 

52 IF(N.EQ.2)GO TO 55 
NP2=N-2 
DC 54 I=1,NM2 
NLI=N—I—I 
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.NIIN-I+1 
CC 53 J=NI194 

53 VECT(JI=H(J,N1I)*VECT(N1I+1)+VECT(J) 
INDEXINT(N1I) 	. 
TEMP=VECT(N1I+1) 
VECT(N1I+1)=VECT(INDEX) 

54.VECT(INDEX)TEMP 
55 DC 56 I=l,N 
56 A(I,L)SVECT(I) 

57 :CCNTINtJE 
DC 61 1619N 

61 XLANA( 16)=LAMBOA( 16) 
CALL SORT(XLAMA,KEY,N) 
DO 63 1510 
XIAM(15)=XLAMA4N-15+1) 
DC 63 14=10 S  
IT=KEY(N-15+1) 

63 	.8(14 9 151A414,!T) 
• DC 64 121,N 
00 64 I319N 

64.. A(13,12)=8(13912) 
DO 67 17=1 9 N 
•SNORM0. 
DC 66 181 9 N 

66 	SNORISN0RM+C2MAG(A(169I7)) 
• IF(SNORM.GT.99994AND.SNORM.LT.1.0001) GO TO 67 
SCALESQRTF(L./SNORM) 
DO 68 19=19N 	 .. 5. 

68 	A(19,I7)SCALE*A(19,I7) 	 •. 
67 	CONTINUE 	 •. 	 •. 

RETURN 
END 

SIBRCUTINEFRMS(S,N) 
C . 	FRMS GENERATES PAUL! SPIN MATRICES 

DIMENSION S(8 9 4,3) 
100 XS=(FIOATF(N-1))/2.0 
105 0C1251=1,N 	 . 
110 0C125J=19N 	 . 
115 DCI25K=1 9 3 
120 S(2*I_1,J,K)=0.0 
125 S(2*I,J,K)0.O 
130 .D01851=1,N 	. 
135 X!1 
140 XM=XS'-XI+I.O 
145. •.S(2*I_l,I,3)XM 
155 IF(I-N)160 9 185,185 
160 XP=0.5*SQRTF(XSS(XS+1.0)-XM*(X-1.0)) 
165 S(2*1-1 9 I+1 9 1)XP 
170 S(2*19I+192) XP 
175 • S(2*I+1 9 I 9 1)=XP 
180 . S(2*I+2 9 I 9 2)-XP 	. 	. 	. 	. 	 . •. 
185 CONTINUE 
190 RETURN 	. 	. 	. 

END 

SUBROUTINE FRMDJZ(DJ,THETA,NJ) S 	 . •, 

C. • . FORMS A ROTATION MATRIX FOR ANGLE THETA ABOUT Z AXIS 
C. 	SEE BRINK AND SATCHIER 

DIMENSION DJ(8,4) . 	. 	 . 	•• S  
CALL COCLR(DJ,NJ) 
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IF(NJ.EQ.4) GO TO I 
C=COS(THETA/2.) 
S=SIN(THETA/2.) 
DJ(1,l)=DJ(3,2)=C 
DJ(2,i)=-S 
DJ(4,2 )=S 
GCTO2 
C1=COS(THETA/2.) 
C3=CCS(THETA*3./2.) 
S1=SIN(THETA/2.) 
S3=SIN(THETA*3./2..) 
OJ(l,1)=DJ(7,4)=C3 
DJ(3 9 2)=DJ(5,3)=CI 
DJ (2,1 )=-S3 
OJ(4,2)=-S1 
OJ(6,3)=S1 
OJ(8,4).=S3 

2 RETURN 
END 

SUBROUTINE Y20P 	(S,D,E,H,N) 
C CALCULATES Y20P MATRIX AND ADDS 	IT TO H 
C ECUIVALENT OPERATOR FOR DI3SZ**2+S(S+L))4E(SX**2-SY**2) 

DIMENSION 	S(8 9 4,3),H(8,4)9DK(3) 9 DMY(8,4) 
DK(l)=E-D 
DK(2)=-E-D 
DI< (3 ) =2 • 0*0 
N2=2*N 
DC 	1 	K=1,3 
CALL 	COMPY(S( 1,1,K),S(1,1,K),DMY,N) 
DC 	I 	I=1 9 N2 
DC 	i.J=l,N 
H(I ,J)=H(I,J)+DNY(I,J)*DK(K) 
PRINT 	29DK(l),DK(2),DK(3) 

2 FCRMAT(LX 9 *HQ=*,F8.3,5HIX**2,F8.3,5HIY**2,F8.3,5H1z**2) 
RETURN 
END 	 - 

SUBRCUTINEZEEMAN(S,GB,H,N) 
C CCMPUTES ZEEMAN HAMILTON IAN 

DIMENSION 	S(8,4,3),GB(3),H(8,4) 
N2=N+N 
DCIJ=I,N 
OC1I=1,N2 
H(I,J)=GB(1)*S(I,J,l)-iGB(2)*S(I,J,2)+GB(3)*5(I,J,3) 
RETURN 
END 

SUBROUTINE ANI(BE,GM,HAPP,DX,OY,OZ,HEFF) 
C GIVEN THE MAJOR COMPONENTS OF THE G AND ATENSORS AND THE 
C DIRECTION AND MAGNITUDE OF H(APPLIED, THIS SUBROUTINE RETURNS THE 
C DIRECTION AND MAGNITUDE OF HIEFFECTIVE FOR 5=1/2 SPIN SYSTEMS WHEN 
C S(EFF) 	AT THE NUCLEUS EITHER ADDS OR SUBTRACTS FROM THE APPLIED 
C FIELD, DEPENDING ON THE VALUE CF ALIGN 

CCMMCN/TEN/GX,GY,GZ,AX,AY,AZ,ALIGN 
REAL LX,LY,LZ 
DATA 	(H=10.174) 
ST=SIN(BE) 
CT=CCS(BE) 
SP=SIN(GM) 
CP=CCS (GM) 
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C 
	

DIRECTION COSINES OF F4(APPLIEC) 
LX=ST*CP 
HI X= HA PP *1 X 
LY=ST*Sp 
HLY=HAPP*LY 
LZ=CT 
HLZ=F4APP*LZ 

C 
	

SPIN EXPECTATION VALUES 
.Z=SQRT((LX*GX)**2+(LV*GY)**2+(iZ*GZ)**2)/H 
t4SXLX*GX*AX/Z 
HSY=LY*GY*AY/Z 
HSZ.=LZ*GZ*AZ/Z 

C 
	

CHOOSE COUPLING OF FIELDS 
IF(ALIGN-2.) 19292 

1 
	

HEX=HLX—HSX 
HEY=HLY—HSV 
HEZ=HIZ—HSZ 
GOlD 3 

2 
	

HEX=HSX+HLX 
HE V t1S V + HLV 
HEZ=HSZ+HLZ 

3 
	

HEFF=SQRT(HEX**2+HEV**2+HEZ**2) 
8X=HEX/HEFF 
BY=HEY/HEFF 
BZ=HEZ/HEFF 
DX=CP*CT*8X+SP*CT*BY-8Z*ST 
DV=—SP*8X+CP*BY 
DZ=BX*LX+BY*LY+BZ*LZ 
RETURN 
EPID 

C 
C 

SUBROUTINE PDRHIN(Ni 9 N2,H,XINI 9 TcJTX) 
CALCULATES THE INTENSITY OF A TRANSITION FOR STATES Ni, $2 WHERE 
RADIATION IS PROPAGATED ALONG Z—AXIS CF BASIS SET COORDINATES 
DIMENSION H(494 9 2),XINT(4,2) 
COMPLEX H,C1,C3,C4,C6 
TCTX=O, 
00 1 J1=1,N1 
DC 1 J21,N2 
C1=M(L,JL,1)*CONJG(H(X 9 J2,2)) 
C3=H13,Ji,1I*CONJG(H(1,J2 9 2)) 
C4=H(29J191)*CONJG(H(2,J2 9 2)) 
C=H (4, Ji, 1) CONJG( 11(2 ,J2 ,2) 
XINT(J1J2)=C2MAG(C1)+C2MAG(C6)+(C2MAG(C3)+C2MAG(C4)+REAL(C4sCONJG 
1(C1)+C6*CONJG(C3)+C1*CCNJG(C4)+C3*CIJNJG(C6))),3. 
TCTXSTOTX+XINT(J1,J2) 
RETURN 
•EPD PORHIN 

SUBROUTINECOCLR(A,N) 
'THIS SUBROUTINE SETS COMPLEX MATRIX 'A' TO ZERO 
DIMENSION 448,4) 
DC 2 I=1,N 
DC2J=i,N 
A(2*I-1 9J)=O.O 
A(2*I,J)O.O. 
RETURN 
EtD 	 ' 	' 



SLBRCUTINECOTRAN(A,8,N) 
C. 	THIS SUBROUTINE FORMS THE ADJCINT OF COMPLEX MATRIX •A' AND 
C 	STORES IN -B- 

DIMENSION A(8,4),B(8 9 4) 
DC115J1,N 
001151=l,N 
B(2*I-1,J)=A(2*J--1,I) 

115 B(2*I,J)=-A(2*J,I) 
RETURN 
END 

1. 	SCBRCUTINECOMAD(A,B,C,N) 
C 	THIS SUBROUTINE PERFORMS THE COMPLEX MATRIX AUDITION (A + B = C) 

DIMENSION A(8,4),B(8,4),C(8,4) 

DC211,M 
OD•2J=1,N 

2 	C(E,J)=A(I,J)+B( I,J) 
RETURN 
END 

SUBRCUTINECOMPY(A,B,C,N) 
C 	THIS SUBROUTINE PERFORMS MATRIX MULTIPLICATION--(A X B = C) FOR 
C 	COMPLEX MATRICES 

:DIMEN5ION A(8,4),B(8,4),C(8,4) 
0C21=1,N 
002J=1,N 
C(2*I-1,J)=O 
C(2*I,J)=O 
002K=1,N 
C(2*I-1,J)=C(2.*I-1,J)+B(2*I-1,K)*A(2*K-1,J)- 
IB(2*I ,K)*A(2*K,J) 

2 	C (2*1 ,J)=C(2*I ,J)+B(2*j-1,K)*A(2*K,J)+B(2*I,K)* 
1A(2*K- 1,J) 
RETURN 
END 

SLBRCUTINE COROT(A,P,B,N) 
C 	PERFORMS THE COMPLEX ROTATION (P*XAXP=B) 

DIMENSION A(8,4),(6,4 ),P(8,4),DMY(8,4) 
CALL CUTRAN(P,B,N) 
CALL CONPY(B,A,CMY,N) 
CALI COMPY(OMY,P,B,N) 
RETURN 
END COROT 

FUNCTION C2MAG(C) 
C 	FORMS THE SQUARED ABSOLUTE VALUE OF A COMPLEX NUMBER 

TYPE COMPLEX C 
TYPE REAL I?4 
R.E=C 
IM=(O.O,-1.0)*C 
C2MAG=(RE*RE+IM*IM) 
RETURN 
END 

158 
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SLJBRCLJTINE.SORT(X,KE.Y,NO) 	. 	. 	 . 	 . 	 .. 
C ORDERS THE ARRAY X 
C ?1 UCSD SORT  

• 	 . 	 . 	 . 	 .. DIMENSION 	XC 	23,KEY( 	.2) 	• 	• 	 • 	 • 	 • 	 • 	 • 

DC 	1 	I=i,NO 	• 	: 	 • 	 • 	 • 	 •• 	 • • 

• 	 I KEY(I)=I 
• 	

•. 
• 

MC=NIJ 	• 	 • 	 . 
• 	

• 	 2 •: 
• 	 • 

IF(MC-15)21921923 	• 	
• 	 • • • 	 • 

21 • IF.(MC-1)9,9,22 	 • 	 • 	 • 	 . 	 • • 

22 MC=2*(N014)+1 	 • 	 • 	 • 	 •. 	 • 	 • 

Gc1c24 	 . 	. 	 .• 	., 	.•• 	•. 
23 MC=2*(MO/8)+L . 	 . 	 . . . 

24 . . 	 . 	 . KC=NO-MO . 	 . 

JO=1 
25. I=JO 	 . 	 . 

26 	'•. •IF(X(I)-X(I+NC))28,28,27 	. 	 . 	 •• 

.27 	•TEMP=X(I) . 	 . 	 . 	 . 	 . 	 . 

2.01X(I)=X(I+MO) . 	 . 	 . 	 . 	 . 	 . 

2102 X(I+NC)=TEMP 	. 	 . 	 . 	 . 

2703 .KEMP=KEY(I) 	. 	 . 	 .. 	. 	 . 	 . 	 . 	 . 	 . 

2704 KEY(I)=KEY(I+MO) 	 . 	. 	 . 	 . 	 •.• 	. 

2705 KEY(I+MO)=KEMP 	. 	. 	 . 	 . 

11N0 	 . 	 . 	 . 	 . 	 . 

.IF.(I-I)28,26,26 	. 	 . 	 . 	 . 	 ., 	. 	 . 	 . 	 . 	

. 

28 J0JC 	1 	. 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 . . 

IF(JO-KO)25 9 25 9 2 	. 	. 	 . 	 •.. 	 •: 	 .•• 

RETURN . . 	. 	. 	 •• 	 •• 	 ... .. 	 . 	 ••.• . 	 . 	 . •. 
END 	 . 	 . 	 . 	 . 	 . 	 . 	 . 	 . 
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APEIX II 

ENERGY CONVERSION TABLE 

The following formulae and constants were used to form this table: 

EkT 

E=hc/ 

• LE=Fry 

E=hv 

E=gH 

• 	• • •• • 	•E = g (57e1 	1/0 
flH 	• 

E=Jq 

k = 1.38053 x 10 6  erg/ °K 

h = 6.62554 x 10_27  erg s 

c 	2.997925 x 1010  cm/S 

E = 14.4125 keV 

g= 2.00229 

e 9.27314x 10_21  erg/gauss • 

g (57Fe1 	1/2) = 0.18048 

5.05048 x i_2  erg/gauss 

J = 4.18400joule/cal 

• 	L =6.0226 x 10 23/mole 

1eV = 1.60209 x 10-12  erg. 	::. • 

1 erg = iO joule 

Read chart: A XB 
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LL¼JFtL IN'J I 

This report was prepared as an account of Government sponsored work. 	
LI 

Neither the United States, nor the Commission, nor any person acting on 
behalf of the Commission: 

Makes any warranty or representation, expressed or implied, with 
respect to the accuracy, completeness, or usefulness of the informa-
tion contained in this report, or that the use of any in formation, 
apparatus, method, or process disclosed in this report may not in-
fringe privately owned rights; or,  
Assumes any liabilities with respect to the use of, or for damages 
resulting from the use of any information, apparatus, method, or 
process disclosed in this report. 

As used in the above, "person acting on behalf of the Commission" 
includes any employee  or contractor of the Commission, or employee of 
such contractor, to the extent that such employee or contractor of the 
Commission, or employee of such contractor prepares, disseminates, or pro-
vides access to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 
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