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ABSTRACT 

The measurement of the width of a resonant state and the associ-

ated erro± depend in a complex way on the number of events, the 

resolution function and its error, and the background. Because of 

these dependences, the best result may not necessarily be from the 

experiment with the best resolution. Some simple approximations 

for these dependences, avoiding the errors of Gaussian formulae, 

are given. This enables the experimenter to determine where a more 

precise treatment is demanded and useful. Our application is to 

the problem of. the width of 1  .he w meson as seen in the reaction 
+ 	+ 0 	 I 
ir p - pw . The data are taken from 180 000 pictures in the LRL 

727inch hydrogen bubble chamber, incident momentum 3.7 GeV/c. The 

simple formulae indicate tht for this experiment a precision in 

the wwidth comparable to the.world average value may be obtained. 

A near-optimal method of unolding the true w signal is described 

and justified. Application to these data yields 

= 783.7±1.0 MeV, 

rw 	9.5±1.0 MeV. 
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1 INTRODUCTION 

An ideal experiment always has resolution much finer 

than the effects.it tries to detect. In practice, high 

energy physics experiments often attempt to measure mass 

spectra with resolution of the' same order as the width 

of the peak or dip. being investigated, and the effects 

of measurement error cannot be neglected. This paper 

describes a technique for proper calculation and use of 

resolution functions in a general situation, the objec-

tive being the ctual analysis (with new data) of the 

width and central mass of the w meson 

Section 2 deals with recognizing when such calcu-

lations are in order; in particular, it develops simple 

quantitative estimates for deriving true widths and their 

errors, from observed ones. Section 3 describes our more 

precise mathematical treatment of data and tests thereof. 

Section 4 discusses the motivation provided by the simple 

formulae for.finding a new value for the w width from our 

experiment on if 
+p 	

1r+pw, the testing of ourresolution 

functions, and the result for the w width. 

2. ESTIMATING THE NEED FOR CORRECTIONS 

Before commitment to a large unfolding calculation, 

one should answer the question: Are such corrections 	
I 

necessary and (or) useful? In a very-good-resolution 

experiment, the corrections are unnecessary and thus not 

useful. In a very-poor-resolution expriment, the correc- 
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tions are quite necessary, but the magnification of errors 

is so large (as we shall soon see) that the results are 

not useful measurements. •How can we answer this question 

for experiments with moderately good resolution? Usually 

an estimate of the broadening effect of resolution on 

a peak is made by comparing the full width at half maxi- 

	

mum (FWHM) of the observed spectrum peak 	with the 

FWHM of the resolution function, rR.  The latter is calcu-

lated from a R'  the standard deviation of a single measure-

ment, by. the relation 

rR = 2 GRV'2 Lfl 2 	2.35 a 	 , 

which is exact if the error is Gaussian-distributed. The 

comparison is then often made by extracting the true. 

width (r.T).  as if all shapes were Gaussian, i.e., 

r - 	 - 
.LT - V 	 ' 	. 

and seeng if the change from re, ,  to rT  is appreciable 

We stressthat this procedure: can be quite.misieading if 

the shapes of the three distributions (true,observed,. 

resolution) are not Gaussian, as will be shown below. An-

other technique used isrto say that ,  all shapes are simple 

Breit-Wigners, which leadsl)  to a s.trictly additive formula, 
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FTI?FR 

The same words of caution apply to this linear case. 

Consider the following realisti.cexample. Suppose. 
'I 

the true distribution in mass T(m) is of the simple 

Breit-Wigner form. 	 v 

C T(m)= 	 , 
( 	 '2+-l-r2 0 1 	4 T 

where m and FT  are the center and FWHM respectively, 

and Cis a normalizing parameter. Let the resolution 

functiôn.R(m',m) be defined as the experimental response 

(in observed mass in') to a Dirac 6-function signal (in 

true mass in). For simplicity, we restrict this resolution 

function to be a symmetrical function of rn - rn': 

R(rn',m) = R(Im - m'J) 

We now ask what the experimental distribution E(m') in 

observed mass in' will be, and thisisthéusual folding 

integral 

E(m') = f 1 2 
R(jm - m'I)dm 

j 	(in -rn) rT  
0 

Without loss of generality, we take in = 0, but neglect 

"end effects" by integrating from - to + in m, 
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E(m') = f 	
C 	

R(Im' - mI)dm 
m 2  + F/4 

With. reference to fig. 1, we can see that F0  is 

determined by 

E(I'0 ) = E(0) 

or 

r 2R(I 2  - mJ). - R(ImI) 

J din=O  
- 	 in 2  + 

Although eq (1) determines 	we have no explicit result 

until the shape of Ris given. If the events used in deter-

mining the experimental spectrum have errors which are 

indivi4uallyGaussiàn-distributed, but with each error from 

a different i$jjL.with different 	then often a near- 

triangular resolutiOn function is obtained (see fig. 2 and 

sect. 4 ) 	It is enlightening to use this model for R to 

compare with the usual square-root-of-difference-squares 

unfolding. [From Monte Carlo calculations we have evidence 

that theapproximationofR by either a triangle or a 

Gaussian is not crucial to the formula (the triangle is 

simply integrable), but the use of a Breit-Wigner-triangle 

combination rather than two Gaussians (or two Breit-Wigners) 

is important.] Straightforward integration of eq.. (1) 

then yields the following implicit equation .for.y 	r O/FT . 
in terms of 1< = 2 FR/I'O : 	. . 
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+ 1)2 (çy 2  + I) 

(y 2 [1+K] 2  +l)(y 2 [l - K) 2  +1) 
2 2 tan. y + K tan 1  Ky- (1 + K)tan (y[l 	K]) 

- (1 - K)tan'(y[l -. K1) 

A plot of the solution y(K) is shown by the solid line in 

fig. 3a, flanked by two dashed curves yielded by (a) the 

combination of Gaussian distributions (in T, E, and R) and 

by (b) the. strictly additive relation F0 = FT + FR• Some 

lines of constant p= 2FR/FT,  in case FR  and  FT  are given 

but F0  is not, are also shown. 

Now let us use this result in a numerical example 

Suppose the resolution width FR.  is known to be 80% of the 

observed width. F0 . Then K= 1.6 and.a Gaussian unfolding 

yields y = 1.65, and consequently rT(GauSs) - 0.600 F0 . 

Theunfolding That takes.account of a Breit-Wigner rèso-

nance distorted by a triangular resolution function gives 

y = 3.7 and consequently FT(t 	- BW) 	z 0.270 F0. Thus the 

usual estimate for FT errs by a faOtor,  2.2! When 

FR = F0 , the error incurred in rT by Gaussian unfolding 

is down to 15%, although.the error in F0 - FT IS still a 

factor. of 2. In summary, the unfolding. curve ,  (solid, line. 

in graph 3'a) behaves somewhat like quadrature unfolding 

1 	 . 	 . or r4 .  <. 	 i but changes n character as a function of 

• FR/F6 ,  becoming more like additive unfolding for FR > 

This effect has been shown to be mainly from the large 

Breit-Wigner tails. 	. 	. 	 . 
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The relative errors in each width and the "unfolding 

factor" K- are the.only terms needed. Note that the 

latter factor constitutes a "geometric penalty" one must 

pay if the width measurement comes from poor-resolution 

data. (as K -'-2, y' diverges) 	. . 

The problem is then reduced to finding estimates for 

rR/rR and AJ'0J 0 . Although the former number is obtainable 

only by some calibration process using a peak of known 

width, the latter is a prOperty only of.the number of 

counts, their distribution, and background Appendix 1 

gives the results for Lr 0/I' 0 for three cases: (a) a 

Gaussian-shaped observed bump on a flat background, (b) a 

Breit-Wigner-shaped observed bump on a flat background, 

and (c) a semi-empirical treatment of a Gaussian or tri-

angular bump on a flat background.. The results for (a) 

and (b) are best given in graphical form (figs. 4 and 5), 

but in the limit of small background they approach 

r0. 	
. 1 	. 	 but see..graphs for finite 

-. 	 (a) -  r-  - /2 N S 
. background, noninfinite 

fitting limits, 

Ar /1  

+ 	
66)

2N 	4 
~ S)2 

AN 
N is the number of events in the peak, and 	is 
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its uncertainty due to background Thus (a) and (b) pro-

vide fairly extreme limits between which the real error 

is almost sure to fall [i.e., formula (c) seems to give a 

reasonable interpolation for the experiment to be discussed]. 

14 

	

	 These formulae work quite well in practice, as will 

be evident in sect. 4, where we compare them with results 

of a more correct fitting program (fig 16) 

The immediate general statement that can now be made 

is that there will be useful information obtainable, if 

and only if signal-to-noise ratioand resolutiOn function 

are well enough known. The formula puts this condition on 

a quantitative basis for judgment, but knowledge of the 

shapes of the pertinent distributions can still be important. 

This section has given some hints about the eventual out-

come and ways to estimate it, but final details of how.a 

spectrum is distorted must rest with a treatment such as 

that given in the next section. 	 . 

3.. METHOD OF UNFOLDING 

The following procedure for, unfolding data is only 

one of.manypossible.such schemes,but has the following 

advantages: 

Numerical calculations are separated in such a way 

as to keep the computer program small and to eliminate 

repetitive calculations. . 	 . 

Folding integrals need be done only Once per •bin (per fitting 

iteration) rather than once per event (per iteration) as 

for the maximum-likelihood method. 



than a bulky maximum-likelihood technique which has no such 

contact points from input until final output). 

4. A confidence-level test on the result is available. 

We assume two sets of data: First, a histogram of the 

experimental specfrum, binned so that 

any details of shape of the spectrum are not obscured 

by too large a bin size; 

the number of events in any bin is about 10 or greater. 

If (a) and (b) are simultaneously possible then this method 

should be effectively as good as the theoretically optimal 

maximum-likelihood method. We call this spéctrumN the 

number of events in the bin centered at m'  (m' is the 

abscissa of the histogram of measured values). 

The second set of data is the distribution P(ci) of 

standard deviatiorof m' for events on the histogram, sub-

ject to the requirements that 

each a is assumed to be the standard deviation of a 

Gaussian error distribution; 

there is assumed to be no large correlation between 

a and rn' over the region of interest on the histogram (if 

there is, the region can be subdivided). 

We calculate a symmetrical, normalized resolution 

function by simply weighting individual Gaussians with 

the distribution.P(a) such that 	- 
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f
max 	 2 2 

 P(cY) 	
1 	e 	-m) /2ada 

R(m' - m) = 	mm 	
o 

a. 

jCr
max  

mm 

where m is considered to be the abscissa of the histogram 

of true value and d 	and cy 	define what restrictions, min 	max 

if any, have been placed upon the errors of events used in 

the histogram 

The expected dis.trjbution in rn',. E(rn'), is then given 

the usual folding, 

(Co 

E(m') = 
	

R(m' - m)g(m,c)dm, 
CO 

where g(m,a) is the theoretical model desired to be fitted 

to the data, with parameters a= '.' 
2' 	 ' 

Mi.  

The relative number of events expected in the bin of 

width A centered at m'. is then 
.1 

fm!+/2 
r. 

= 	

1 	E(t)dlnI, 
1 	m!-L/2 

and the similar normalized number is 

rN 

i 
ni= 	I:o 

all bins 

whereN0  is the total number of events in all bins under 

consideration. This. number is to be used in the formation 
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of the usual. X 2 /2 function, which is.to be minimized with 

respect to all the set : 

X2/2 = 
1 (N1  - fl 1 ) 2  

It is clear that n. contains a triple integration, and 

the complexity and time requirements of such a program 

of calculation would usually be prohibitive.. For a given 

spectrum, however, the R(m' - m) can be calculated 

first,.indepen•dently of the integrations on mand.m'.. 

The order of integration of m and rn' may then be inter-

changed, and evaluation of the integral 	. 	. . 

m'+t/2 

J R(rn' - in)dm' 

carried out, giving us the "binned resolution function" 

S(u.) = 	 R(u)du, 
Ju 	1 1-/2 

where u. = m-m. The meaning of S (u.), a continuous 
1. 1 

function of u i ,, is that it gives the number of events 

falling in a bin centered at u 1  (with bin s.ize uniform 

and equal to ), from a Dirac 6 function representing 

.one event centered at .u. = 0. (See fig. 6.) We then 
1 

have only a single integral (per bin) left to be performed 

in the fitting procedure, namely 	. . 
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00 

r1 
= J

S(u 1 )g(m - u 11 (t)du 1 , 

- 00 

in which the infinite limits can be contracted to cover 

just the, region for.wh'ich S(u 1 ) is appreciably different 

from zero 

A detail of the numerical calculations should be 

mentioned here, since it can be quite unsettling Many 

fitting routines eventually require 3r/act,  which would 

then appear as a different numerical integral, leading to 

numerical disagreement between the function. X 2 /2 and its 

derivatives. This problem can be circumvented by obtaining 

the series used to approximate ri,  and.then differentiating 

this serIes term by term as if it were the exact value of 

r. 

Before using the scheme outlined above for physical 

applications,we must assure ourselves that it would work 

properly if the resolution were correctly known. This 

requirement has been met by use of a Monte Carlo calcu-

lation which generates a histogram with the shaof a 

Breit-Wigner (center = 100, width 	10) that has :1e1' 

spread by Gaussian-distributed random "measurement errors" 

(OR = 1.0). The resulting "data," shown in fig. 7, were 

then subjected to the fitting procedure described in sec. 3, 

where R(m - m')was just (l/)e_(m_m) /2 and g(m,) 

was simply 
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0. 

1 

(m 
- 2 

The starting values used were, such as to give the dashed 

curve in fig.. 7, clearly far from the expected value in 

all parameters. The final results were the numbers 

a = 100.019±0 006, 
2 

a = 	0.9914±0.018, 

and signal-to-background ratio (at peak of 

B-W) = 900/0 43 = 2095, 

i.e., negligible, background. Thus the unfolding works 
triangle- 

properly. [Note that application of the A  B-W formulae 

for rT  and FT  developed in sect 2  with FR = 1, F 0  = 1.68 1, 
AN 

= 0, Ns = 9800, and '-s. = 3.90 gives a = 1.0.44±0.017, 
Ns 

which is reasonably close even though the Gaussian reso-

lution function has been approjmated bya triangle'. Note 

that the error ±0.017 agrees quite well with the programs 

±0.018. .A strictly Gaussian unfolding (in both resolution 

and data) gives . 

a = 1.35±0.015, 
3 

which is clearly wrong The conclusion is that the ob-

served distributions in cases such as these are signifi-

cantly non-Gaussian.] 
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4. THE WIDTH OF THE 

The wi6th of the u as given (circa 1970)by the 

Particle Data Tables is 12.6±1.1 MeV, and the mass is 

783.4±0.72). [Following the preparation of this paper, 

• several changes occurred in the Particle Data Tables to 

bepublished in Jan. 1971 (UCRL-8030,, Aug. 1970). Two 

new experirnents') were included in the average, and 

one old experiment6)  was deleted because of our calcu-

lation in Appendix II. The result of our paper was not 

announced in time for this average. The world average 

we quote at the end of this paper includes all results 

included in UCRL-8030, Aug. 1970, plus our version of 

the result from the data of Barash et al., plus our 

new independent result, which dominates the world average.) 

This result for the width is based on three experiments )  

of good to excellent resolution, but poor statistics and 

moderate background, and one experiment6)  of moderate 

resolution, low background, and poor statistics. We pro-

pose here to measure the w width from data on the reaction 

+ 	+ +-o 	 9) .ir p -- Tt pit ir ir at 3.7 GeV/c, , where in fact we have 

moderate resolution and background, but very good statistics. 

The suspicion that the best-resolution experiment 

may not always yield the best width measuremen :t. is implanted 	
..• . 

by the functional dependences of the approximate formula 	•• 

(sect. 2.) for LrT/rT, the figure of merit for the width 	I 

measurement. Let us apply this formula to the old experi- 



ments and to our present experiment to see what it implies. 

Table 3 gives the reaction and total number of events in 

the u peak for each experiment, the values of F0, FRI  and 

signal-to-background, ratio, and the errors in these quanti-

ties We compute from the approximate formulae both FT 

and ErT/rT  for each experiment, and register these in the 

same table. It is clear that the figure of merit for our 

rr+p experiment is comparable to the world average result 

ArR 
if the resolution function is well known (_--- 	2%). If 

FR 	
R 

it is not so well known( 	8%), then this uncertainty 
FR 

begins to dominate the figure of merit, but it is still a 

quite useful measurement. In a nutshell, one pays for 

poor resolution in that he must have more precise knowledge 

of the shapes of distributions to regain a good figure, 

of merit.. One can do this, by some combination of (a) re-

ducing LFR/FR  by making cuts on the data, (b) increasing 

the number of events, (c) decreasing or Ietter determining 

background. 	 . 

We now summarize the experimental details of our irp 

exposure. Four-prong events detected in the 72-inch 

Lawrence Radiation Laboratory hydrogen bubble chamber were 

measured by the LRL FSD system, with failing events 

remeasured by this system for about one-half the film. 

Another remeasure on the LRL COBWEB system was performed, 

if necessary, for this sample of the data. Reconstruction 

and fitting  of the events was carried out in the TVGP-

SQUAW series of programs, which have been modified to use 
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a complete error matrix for calculation of physical 

quantities such as invariant masses (given error-related 

parameters such as the setting error of.  the FSD) 	Assign- 

+ ment of the event to the reaction it p 	pit it 7T . , 

+ 	+.+-o 	+ 
it p -* pit it it it , or it p - piT it it (MM) was done on the 

basis of x 2  cutoffs and -- for the first half of the 

data -- by a physicist's decision at. the scanning table. 

For the second half of the data, a program analyzing the 

FSD ionization measurement (described elsewhere 

replaced the physicist. For the study of the w, only ,  

unambiguous events of the type it p - pit ii it it 	were used. 

A spurious or biased w signal is unlikely to be generated 

by the above procedure, but the amount of background 

could be a function of the technique used. 

Before turning to the U) spectra generated by these 

data, we must dwell on the crucial point concerning knowledge 

++o of the resolution function for the it it it mass. As out-

lined in •sect. 3, we can calculate the resolution function 

from thecorrelated error in m(it+rr_irO) delivered by 

SQUAW, but here we are trusting bothour input parameters 

to TVGP-SQUAW and the operation of that program. How do 

we confirm that the whole sequence gives correct results? 

Although we may check the shape of the x 2  distribution 

for the 1C events, or look at pull uantitkes for different. 

variables (and we have done so and found good agreement 

with prediáteddistributions), we need a quantitative test 

at the level of a few percent. A final arbiter of the 



precision with which the resolution functiOn is •known 

would be a. good-statistics comparison between the observed 

mass spectrum of a physicalcielta function (stable or 

semistable particle) and the resolution function generated 

solely by the calculated errors for each event in that 

mass spectrum. 

The Tj meson is a neighbor to the w in the 

spectrum, and would be an adequate calibration peak except' 

for (a) lack of good statistics, and (b) background. Although 

we will, use this peak as anadded ôheck, something better 

is required. 

We have chosen to 'eneratd' ic events by choosing a 

large ( .5000-event) random sample of unambiguous events 

+ 	.+- of the type it p + it out it , then dropping, the constraints ofmeasured 

Pout  angles and known p 	 mass.'. This gives us iC eventsout 

with good statistics and negligible background. Although 

the distribution of errors on the p 	 mass (fig. 8) does. 

not simulate that for the irn it 0  mass (fig. 9), we are 

testing the input parameters and,operations of TVGP-SQUAW. 

This is not as directly comparable a test peak as 

the r, but since the error on the proton mass is coupled 

to all track measurements (correlations for lC are non- 

negligible), and since piritir dynamics spans about the same 

rangeas pir ifir 7t 0 , we are testing properties not of the 
19 

proton méasurement.alone, but of the whole configuration. 

The procedur' outlined in sect. 3 is then followed, 

starting with the error distribution in the proton mass 
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(a projection, fig.. 8) to get a resolution function, 

calculating the binned resolution function for 2-Mev bins 

[S (u 1 ), fig 101, and making a x2  comparison of this 

function with the mass spectrum for the proton. 

Fig 11 shows the fit of the calculated function to 

the proton mass distribution. Although for known proton 

mass and a given number of events there are no free 

parameters, we have permitted a variable proton mass to 

establish our.mass calibration. In addition,we have 

inserted a variable scale factor on the mass scale (width) 

of the resolution function to check the bias and sensi-

tivity.in its shape. The solid histogram shows the best 

calculated resolution function, the dots show the data 

The insert shows x2  contours in the twoparameters, plus 

a marker at the ideal value. Our result is that a good 

fit (confidence level = 18%) is obtained with 

m 	= 938.3±0.3 MeV (accepted 938.25,6) , 
rout 

trR 
= -6±2% 	(ideal 0%). 

R 

Thus no detectable bias in the mass is:observed and 

a small résolutjoñ-width bias (known to 2%) is detected, 

that is, uncorrected calculated resolution functions would 

be 6% too narrow.  

We should point out that if this procedure was done 

as a function of proton error, Le., done independently 



for subsamples of the data with a given range of Gm , a 
p 

detectable bias in mass was noticed, which apparently 

averages out in the total sample. This will be discussed 

in connection with a similar effect seen for.the w. Another 

unpleasantry is that when the calibration procedure was 

tried with 3C events (drop P0  mass only) a bias of 

-9±2% was observed with the same events indicating a 

possible dependence on constraint class, and thus a slight 

malfunctioning of the error system. 

Although this is our prime calibration, a check of 

the r shape would be reassuring if it were to agree within 

the statistics. The above procedure was also applied to 

the n (548) peak as seen in the Tr 7T Tr spectrum for our 

	

total sample of irp 	ff p 7 ff ff (fig. 12), with a small 

background correction. The result is shown in fig. 13, 

where we see a very good fit (confidence level 80%) 

obtained with 

m = 548.0±0.4 MeV. (accepted 548.8±0.6), 

	

= Q±8% 	 (expected -6±2%) 
R 

These results are certainly consistent with no mass shift 

and the resolution width bias seen before, but, as expected, 

do not contribute signifiOantly to a better knowledof 
r. 

(unless one seriously questions the extrapolation 
R 

from the proton mass calibration technique). 

It 
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At this point we can apply the formalized unfolding 

prOcedure worked out in sect. .3 to the w itself. The 

mass spectrum for the total data sample has been 

shown in fig. 12, and subsamples thereof with different 

cuts on the error distribution for mr+_.iro  are shown in 

fig. 14. This error, a, is divided into regions as shown 

in the table (where the division is historical and has 

no significance). 	. 	. 	. 	. 

Bin size of 	 No of wts, 
Region plot used for 	No of events, 	oub1e w's 
(MeV) 	fit (MeV) 	. total spectrum 	cOunted twice 

0 < Cr <co 	 2 	 14491 	 4268 

0 < a < 6 	2 	 1015 	 674 

6 < a < 8 	2 	 1966 	 930 

8 < a < 10 	2 	. 	2549 	 705 

10 < a < 16 	2 	 5693 	 1274 

16 < a < 32 	5 	 2968 	 692 

32 < a < 	 20 	 300 	 142 

The purpose of the division was to provide another check 

on the unfolding procedure (to see if the unfolded w width 

is independent of the observed width) and to check the 

approximate formulae in different regions of applicability.  

The calculated resolution functions for these regions are 

shown as the curves in fig.. 15a-g, where the correction 

for the -6% bias has not yet been made. 
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Background was dealt with in fitting seventh-degree 

polynomials to the spectra of each of the error regions, 

excluding the r and ir regions. The resulting background 

shapes (eséentially straight lines in the w vicinity) 

were then fixedfor the fits to the w, but.a variable 

signal-to-noise ratio was allowed. This philosophy avoided 

the realpossibility that the background polynomial would 

try to accommodate vagaries in the w shape. If the fit 

were internally consistent.the signal-to-noise •ratio would 

necessarily adjust the background to match absolutely the 

empirical value found outside the region of the w. The 

•background, being empirical., was not.folded with the resolu-

tion function. The •above method also saved computer time 

over a: simultaneous fit to resonance plus the complete 

background spectrum, but probably does not optimize the 

uncertainty in the signal-to-noise ratio. 

The model'used for the true spectrum g(m,a) (sect. 3) 

was the same simple Breit-Wigner used in the approximate 

theory. We have calculated the distortions induced by 

a Breit-Wigner in m 2  or a P-wave Breit-Wigner, and for 

this narrow a resonance .they are negligible. Other effects 

demanding a different g are discussed later. Table.2 

gives the results of application of the techniques of 

sect. 3 , via the fitting program EXTPACT 11 ). The high 

confidence levels for each individual fit in regions of 

limited a attest to the adequacy of the above model. 
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Fig 16 summarizes the results on the w width from 

these fits The regions of different c are represented 

by vertical bars with a. height equal to the observed width 

of the resonance above background... The open circular 

"data" points are the unfolded width and associated error 

due to statistics and background (assuming no error in 

resolution at this point). The solid triangular "data" 

points are the results of the approximate formulas given ..... 

in sect 2,  again with no resolution function uncertainty.  

The value and its error come from different formulae and. 

should independently agree with the machine-calculated 

values. The open triangles show the results of a Gaussian 

unfolding. The leftmost column shows these results for 

the combined data It is clear that no detectable systematic 

dependencies in the unfolding process occur. It is also 

clear .that the approximate formulas are in .ernbarassingly 

good agreement with the computer values (ratio of the cost 

of machine unfolding to the cost of physicist—slide rule 

time for the simple formulae is about35). The Gaussian 

unfolding fails abjectly, as we have seen .before in the 

Monte Carlo runs. . The one disagreement of any significance 

is the mismatch between machine-generated error (±10 MeV) 

and formula error (±3 MeV). for 16 < a < 32. It can be 

understood by noting that the fb.rmula is for a percentage 

error, and requires a correct rT t. get an absolute rT. 

In this case the formula predictedi00% erzor, which for 
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FT z 10 MeV (a reasonable value) gives LFT 	10. The 

fluctuation giving r T = 3 MeV is completely consistent 

with ArT = 10, but then gives the absoluteerror AFT =3. 

The machine unfolding does not suffer from this coupling 

effect, so although it gets the same downward statistical 

fluctuation in FT (same. data),• the fluctuation does not 

propagate into ArT.  Thu.s we believe the machine value 

in this case. 

If we now combine the results of the different 

regions: (by the usual Gaussian weights for independent 

measurements) we get 

r'= 9.5±0.8 MeV. 

The unfolding of the total sample, however, gives 

r = 8.6±0.9 MeV, 

where, the details of the fit and the unfOlded signal are 

shown in fig. 17. 

The reason for the difference between these results 

is not obvious, but they need not be identical, because 

the data of each individual region of cy is fitted with 

a different, value of m,  whereas in the total data sample 

a single value of m(  must suffice. Fig. 18 shows the 

value of rnf - ''standard as a function of the cut on G 

both for tr 4 ir 7T data and for the proton mass calibration 

data. A clear systematic shift of mass with error is 

observe4. If the fit to the entire data sample is being 

influenced by this effect (small in the sense that a small 
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fraction of the events are so affected) , then we would 

expect it to be of lower confidence level and greater 

width. The confidence level is low (1%) but the width 

is narrower, so this may not be the sole cause. We also 

redid the entire process, using plots in mass-square, 

and resolution functions in mass-square Then F shifted 

to 10.0 MeV, but the fit had the same low confidence 

level. Another reason for the low confidence level may 

be that at the statistical level of the total sample, 

real physical distortions of the w Breit-Wigner become 

significant. For i.nstance,,the decay p° 	T1+TtTr is 

supposed to contribute up to 10 to 20% of the events in 

the w peak, with a distribution depending on details of 

the p-u interference We have not tried a fit with a 

simple p-w interference model because the w should still 

modulate slowly varying terms in the interferen.ce model. 

That is, no first-order term varying like the real part 

of the w amplitude shouiappear12).  The deviations from 

a simple w would then be hard to detect Another possi-

bility is the w + nry mode, where the y would be labeled 

and fitted as a rr 	We have used n - rriry and n' + flrY 

(f itted as Tr +7rO)  to calibrate the expected position of 

+ rrffy, and expect a small number of events displaced 

upward 20 to 30 MeV No effect of real significance is 

observed, though there is a clustering of events between 

810 and 820 MeV that may be due to this misidentification. 

Our conclusion is that the width measurement is more 
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reliably found from the combination of individual cesults 

because (i) most of its significance comes from ré;ions 

of Cr where the background is lOwer than for the total 

sample, since the regions of good a (narrow r. ) have low 
background, and (ii) the mass parameter can colnpen.3ate 

for mass biases in the individual fits. 

it remains only to add in the contribution to Ar 

coming from the uncertainty in the resolution function, 

and we can do this either by (a) using our simple formula 

of sect. 2 or by (b) re-unfolding witha slight change 

in the resolution function. We apply these techniques 

to the total sample (the only sample for which a figure 

for ErR/rR  is available), and modify the result slightly 

for the improved sample. 

If we use 

KY' 	 (from the computer 

	

r- 	0.9 MeV result for unfolded 

	

0 	 width with perfect 
resolution),• 

= 0.02 
	

(or 0.08 if very pessimistic), 
rA 

and 

= 

we find - = l2.6o, ir = 1.1 MeV, a 0.2-MeV increase FT 	 T 

in the error corresponding to an independent source of 

errOr ±0.6 MeV. 

By narrowixig the resolution fundion by 2%,  we 

get a machine-unfolded width of 
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= 9.0±0.9, 

or 

trT (due to LrR alone) = ±0.4 MeV, 

in fair agreement with the ±0.6 MéV found in (a). Thus 

we assign to the improved subsample an overall error of 

1.0 to the w width coming from 0.8 MeV (statistics and 

background) and 0 6 MeV (resolution uncertainty) combined 

in quadrature. 	 - 

The final quotation is then 

F = 9.5±1.0 MeV, 

which is significantly better than any previous single 

experiment, and is comparable in precision with the world 

average 

r. 	12.7±1.2 MeV. 

The confidence level for the consistency of our result 

and the old world average is 4%. 

Some of this "disagreement" is removed because both 

old eperiments contributing most significantly to the 

world average used strict Gaussian unfoldings after proper 

calculation of resolution functions. In one case') the 

resolution almost justified this procedure, but the other 6 ) 

- 	
2FR 

was a region where K = 	= 1.25, just as for our Monte F O  

- Carlo case in set. 3, where a GausCian unfolding greatly 

overestimates the width (by 40%). A corrected plot of 

the world resuits)•js shown in fig. 19, where we have 
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\used our simple formulas to correct the width and insert 

the uncertainty caused by lack of knowledge of resolution 

functions. For the experiment of Miller et al. this is 

.a small Oorréction in width and no. appreciable correction 

in Ar. For the experiment of Barash et al. the correc-

tion was so large ee table 1) that we felt hesitant to 

trust the approximate formulae and instead, with the help 

of one of the authors (DM), obtained the original data 

and used our machine unfolding routine to obtain the 

correction (Appendix 2). The authors of this older result 

are in no .way responsible for the new value quoted herein, 

derived from their data. 

The new world average r is found to be (including 

all experiments in fig. 19) 

r = 10.1±0.7 MeV, 

and a confidence level for the agreement of all data .is 

20%. 

We are hesitant to claim, with the same sense of 

security, that we know the mass of the w to be the value. 

m =784,1±0.3 MeV, 
CA) 

as gen by the fits, because of, the mass bias and uncertainty 

of background'systematics. The absolute calibration of 

1 mass can be checked by observing the resiLlting spectra 

of kinematic fits in which p, n, ir ° , r, and K masses are 

free. Table 3 gives our result for the fitted or weighted 
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mass and the resulting bias and its significance. It is 

meaningless to determine an average bias, but all biases 

except the neutron are less than 1 MeV. Because of this 

uncertainty, we choose to quote only m = 783.7±1.0, using 

the region of errors 'where no upward mass shifting of m 

was evident (a < 16 MeV). 

Have the data beenexploited to the fullest by the 

above technique to determine the width? The background 

calibration is probably not optimal, but in view of the 

lack of a priori knowledge of its shape is probably the 

most conservative, approach. What about other cuts on the 

+ 	+++-o data, such as using ir p -- t ir ii it' , which is known to 

have much lower background? Could this not lead to a 

better value because of the reduction of 10 ? 
rbackground  

We used the approximate formulae to predict that this 

gain would. be  wiped out by the loss in statistics in the 

signal, to say nothing of an increase in the.precision 

required in LrR/rR.  . Actual fits confirmed this result. 

The same result held for subtracted plots, which give 

cleaner u..sig.nals. Other cuts, such as momentum-transfer 

cuts, or requirements for slow protons, seem roughly 

equivalent to the a cuts we have already performed. Thus 

we feel we have optimized the result. 



5. CONCLUSION 

We have outlined a scheme for obtaining near-maximal 

information about the real structure of spectra when there 

is knowiedge of the errors of measurement. Simple formulae 

for estimating the pertinence and merit of .such co.rrections 

have been derived. Finally, by choosing an extreme example 

(a resonant state appreciably narrower than the resolution) 

we have demonstrated with a new value Of r 	9.5±1.0 MeV w 

that these ideas are essentially correct and useful even 

in such extremes. We áertainly urge the application of 

these or similar techniques to the less extreme situations 

now commonly occurring as measurements of fine structure 

in mass (and other) spectra are attempted, namely, the 

width of the K*(880),  the A structure problem, the p ° -w 

interference possibilities, and the predicted sharp minima 

in momentum-transfer distributiOns. 

/ 
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Appendix 1 

Suppose we have N events which are distributed in x 

according to the distribution P(x,a), where a is a parameter. 

oimitz') gives a formula for the lower, limit cn the 

error in the determination of a as 

-N (p(x,a) 
2&nP 

 dx. 
(Aa) 2 	I 	a 2  

This limit is usually reached by the maximum-likelihood 

method of fitting for a, but can be closely approached 

by a x2  method if a reasonable number of events exist and 

care is given to the binning. 

We apply this formula to find the expected error in the 

observed width (r0) of a resonant-like bump (either Gaussian 

or Breit-Wigner) sitting on top of a flat background, in 

which the data are taken over n full widths of the bump, 

and b = background density/signal density (at the peak of 

the bump). 

For a Gaussian, we have 

L m21
P(m,r) 	--a 	

202+b] 

Er f (n) + ii?f 

wheras for a Breit-Wigner we have 
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r 	4rn2 
1+ —  

P(m,F) 	
[tan_in + flb] 

The results were achieved by numerical integration 

and were shown in figs. 4 and 5, respectively. It should 

be remembered that N is the actual total number (signal 

plus background) of events used in the region that is n 

full widths in extent. These formulae correspond to cases 

which may or may not arise in a given experiment. A real 

Breit-Wigner presumably gets distorted by resolution before 

we observe it. If the distortion is small, or if the 

resolution function has a Breit-Wigner-like shape, then 

the observed distribution follows the Breit-Wigner formulae. 

If the resolution width is appreciable, but the function 

has tails which cut off sharply, then the Gaussian shape 

for the observed distribution may be more pertinent. 

These two cases appear to be useful extremes. 

A less rigorous argument provides another way of 

evaluating 	'°r 	• 	Rather than the. general limit 

them.above•, we use the explicit maximum-likelihood 

solution for the standard deviation. (and its error) of a 

Gaussian distributed variablem, 

[N 

/ 	(m.-rn) 

Cr 	a =/ 	
1=1 	

± 	0 	 . 
0 	0 	V 	N 
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where N5  is the number of events in the signal and m is 

the average of the individual measurements m. C is a 

1 constant relating standard deviation.and FWHM(C  
2/21n2 

The error here is purely due to the statistics connected 

with the number of events in the peak N.  If background 

is present, we might expect another source of error in 

that events contributing to the width determination may 

be background events, i.e., N has an uncertainty AN 5 . 

A nonThigorous derivation of this additional uncertainty 

in r when a flat background is present is given below.  

If we think of the N s events above having an uncertainty 

(events which may belong to background), this can 

induce an uncertainty 	 . 	. 	. . . 	. 

N 

= .i=O 	N 
S 	. 

S 

N+N 	 .. 

+ 	
1N+11 

which gives 	 . 
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N+AN 

(r\ 	= i 	= 1 	i=N5 +1 1  

	

2 	r) 	2 N3 	
C2FNS 	

ILN5I - 

= 1. 	S 	 . 

2 N 
S 

As a check, if the "uncertain" events distribute exactly 

like the "real" events, 

N 

	

AN  S 	S 	 S 	.2 

Z (mi-) 	IN5 Ir 2 c 2  

	

i=N5 +l 	 S i=]. 

and F = 0 Thus if the background is identical to the 

signal, it leads to'no error, as would be expected. Thus 

we need to estimate how."uncertain" events distribute. . 

If we define 	. 	. 	 . 	 . 	. 

v/ 
i=N±11 

JANI 

then 	 . 

The "uncertajn"events are presumably in the vicinity of 

the peak., or would not be cOnfused with it. If the model 
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for the signal and background is a triangular bump on a 

flat background (so that the uncertain events are flatly 

distributed over -r <m < r ), we have 
0 	 0 

	

- 2ff 0_  m2dm 	
= 2 r 	 . 

0 	2 I 	rl - 

soF=l. 

If the model is a Breit-Wigner on a flat backgroun6 

(more physical), then a 2/a 2  depends on a cutoff in 
U 	0 . 

m (because a 2  is 	for unrestrained m). If we neverthe- 
0 

less take the same region -I' < m < r as for the above 

	

•0 	 0 

case, we get 

-2f 	m2dm 

a2 - Jo . 2 	
/[ 

r0  

i 2+r2 	o 	m +¼F 2 	. 	. 

	

0/ 	 • 0 

= 	1/3 	= 1.656  
• 	 I 	I 

•
'2 tan Ow 2 2 - 	. 	 • 

• 	thus F 	0.656. 
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In checking these two results against empirical fits, 

it is found that the case F = 1 always gives too large an 

error, whereas the case •F= .0.656predi•cts.errors correctly 

almost without fail. We thus empirically choose the more 

physical case, without implication that a rigorous derivation 

• 	 has been made. 	• 

The combination in quadrature of the statistical and 

background uncertainties then leads to 

2 / \ 	
2

r= 	j +  (
AN
-c) (0656)2, 

and the user must provide an estimate (usually by eye) of 

how many events lie in the uncertain category. In practice, 
Ar 

this result for -.!4 lies somewhere between the limit • 	•• r o  
cases given at the first of this appendix, but tends to 

favor the Gaussian limit because l//2W was used for the 

statistical error in the width.. 	. 	• • 	. 

S. 



-38- 

APPENDIX 2 

We have fitted the original data of Barash et al 
6),  provicledto 

us in 5-MeV bins as shown in fig. 20. The model used was 

g(m,m ,r ,f) = p(m)I 	 + 11 
U) U) 	 (m-rn) 2  + r 2 /4 

L 

where p(m) is the phase-space curve generated in the original 

thesis) and f is a signal-to-noise parameter. The resolu-

tion functionwas taken from the paper, and since therein 

it had been ideogrammed, was narrowed by a factor , 2 to 

remove the broadening effects of ideogramming (thus 

FR = 7.77 MeV, down from the 11±1 shown). The observed 

width of thehistogram appears to be about 12.5 MeV (this 

does not come from and isnot used in the fitting program). 

The ünfoided result also appears on fig. 20, and gives 

= 5.8±1.3, 

= 780.2±0.8, 

with x2 = 2..3 for 7 degrees of freedom, giving a confidence 

level = 97%. The errors are both statistical and from back-

ground, but do not include resolution uncertainty, which 

is important in this case. Now, although the authors 

rR 
quote a 	r 	z 10%, no quantitative calibration scheme 

R 
is shown and 10% is the best one could do from the statistics 

alone. To be conservative, and using the momentum distri- 

ArR 
bution (by, which the authors estimated-y-- ) as a guide, 
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rR 
we assign -- = 20%, including systematics. Our simple 

formulae then predict the AF incre,ases to 2.9 MeV, 

• 	thus the resulting width is r = 5.8±2.9. No information was 

availabletolEthdetermine mass calibration systematics. 

It thus appears that the unflding is closer to the 

• 	additive formula 

r = 
Ui 	

r - F 	12.5- 7.8=4.7MeV o 

than to the quadrature formula 

F = /12.5 2  - 782 =/95= 98 Mev 
Ui 

(The authors used quadrature on the ideogrammed widths 

= /16 2 _112 = vii= 123Mev) 

This is completely expected from the location on the un-

folding curve for the simple triangle-Breit-Wigner model 

shown in fig. 3a, which gives F = 7±3.5, as in table 1. 

a 
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Appendix 3 

For •a colliding-beam experiment, our simple formulae 

(derived in Appendix 1) for the error in F are not appropri-

ate, because thecolliding-beam data are collected at 

discrete values of total center-of-mass energy and are not 

distributed over the mass spectrum in a manner proportional 

to the theoretical intensity. 

We can, however, start from the same theorem as in 

Appendix I, 

< -N 
f 

P(m ) 	dm 
2 	0 - 	Ii 

where P(m) is the probability of findnga count at rn11 , and 

is 

	

P(m) = 	F(m3)o(m) , 

where c is the absolute total cross section at m (a Breit-

Wigner) and F(m) is. the time-integrated luminosity per 

unit m (this is a sum of 6 functions at the discrete points 

taken). 

	

2m 	 (running time efficienöy) 
If we letv=— andr = 

31 	F 	 (running time o efficiency 

then the solution is 
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/Ar \2 
1 	0% 	 1 

0 	

N\ (v + 1) 	
(r2 

2p\
12 

1) 

where 

1 

P(m) = m 2  + r2/4 V p 	p 

• 	 r)  

A m 2  + F 2 /4 

Note that since the resolution with FR  is effectively 

zero, this will be the error in rTrue  as well as 

FObserved• Usingvalues from the Orsay experiment ) , 

for which r 0  = 16.2 MeV, we get 

= 3.1 MeV, 

in striking agreement with the 3.2 MeV error quoted. 



-42- 

REFERENCES 

• l.W. R. Frazer,, J. R. Fulco and F. R. Halpern, Phys. 

Rev. 136, B1207 (1964). 

2 Particle Data Group, Rev. Mod. Phys. 42, 87 (1970). 

R. Armenteros, D. N. Edwards, T. Jacobsen, A. Shapira, 

J. Vandermeulen, Ch.:d'Andlau, A.AstiGr, P. Baillon, 

H. Briand, J. Cohen-Ganouna, C. Defoix, J. Siaud, C. 

Ghesquière and P. Rivet, Sienna Conference Report, 19.63 

P. C. Miller, Thesis from Co1umba Univ. (Nevis Lab. 

Report #131 (1965); prelim. version published Phys. 

Rev. Letters 11,436 (1963). 

J. E. Augustin, D. Benaksas, J. Buon, V. Gracco, J. 

Haissinski, D. Lalanne, F. Laplanche, J. Le'francois, 

P. Lehmann, P. Mann, F. Rumpf and E. Silva, Phys. 

Letters 28B, 513 (1969). 	. 

N. Barash, L. Kirsch, D. Miller and T. H. Tan, Phys. 

Rev. 156,. 1399 (1966). 

7 H.. ,Blumenfeld, F. Bruyant, V. Chaloupka, J. Diaz., L. 

Montanet, J. Rubjo, M. Abramowitch, A. Lvêgue and 

C. Louedec, Proceedings of the Lund mt. Conf. on 

Elementary Particles, 1969 , paper #125, Properties 

+ of the B Meson Produced in Reaction 7 p + pir n ir n 

at 3.9 GeV/c. 

8.H. W. Atherton, W. M. R. Blair, L. M. Celnikier, V. 

Domingo, B. R. French, J. B. Kinson, K. Myklebost, 

B. Nellen, E. Quercigh, R. Schafer, J. Bartke, J. A. 

Danysz, J. Debray, J. L. Frolow, G. Pichon, M. Rumpf, 

• 	••• 



-43- 

REFERENCES, con'.t. 

C. .DeLa Vaissièr.e and T. P. Yiou, Nuci. Phys. B, 

18, 221 (1970) 

9. First publication of these data in connection with 

anOther probiem.was in G. Goidhaber, W. R. Butler, 

D. G. Coyne, B. H. Hall, J. N.MacNaughton and G. H. 

Trilling, Phys. Rev. Letters 23, 1351 (1969). 

J. N. MacNaughton, Trilling-Goidhaber Group Tech. 

Report #TG-174, 1970 , Lawrence Radiation Lab., 

Berkeley, Calif. 

EXTRACT: General Purpose Fitting Prograni, Trilling-

Goidhaber Group Tech Report #TG-175, 1969 , Lawrence 

Radiation Lab., Berkeley, Calif. 

Private conununication with C. Quigg. 

F. Solmitz, Ann.. 	Rev. 	Nuci. Sci.14, 374 (1964). 



Cd 

0 

.0) 

41 

Cd 41 
co 

Cl) 

Cd 

ci) 
: 

cd 0  

(-4 	(1) 
Cd 

0z 

-d 
440 

0) 	rr) 
+ 
o 

Cl) 	0 U) 
-4 

o 

4) 	Ci) 

-44-. 

II N C) 

Cl) 

cu 

Cd 

ci) 

/ 

C_c'J ('1 cn 
-H -H -H -H 

(Y) ('a Ln 

a . (';LC 

Cd 
4-4 

Lfl  *-. . C ,  -; - 

-H 
;-4 

4 -H 
CO 

-H 
N ra 

-H-H. 
It  b E-o -. 

. . 
cO 

- 

(I) 

C) 

-H -H 4-I-H 4 
0 -ico 

r'a 

Cd 

o RN a 

<1 	> 4-I #141 -H ci) '.Olr) ('a '1 4  

o CIO 

- - 

Cl) 0 

- 
N C 

<1 
If)  

-H 

-H 
- 

-H 
CO 

4-I 4-I 
C) 

4-I 
0 

cn C) N C) r- 
4 ('a ('a 

z . 

3 3 

3 . 3 
- ± - 3± 

cd 
0) t t t I . 

I--4 
0) 

± 
0) I 

Cd 

0) • — 
— 

Cd 

0 Cd ) Cd 
•4 Q) 0) 

0 
41 ,- 0) 

U) 

Cd 0 0 



S 

Cd 

cd 

r co 'zt NO D 

• •,-1 

C) - 

I-I l in \O . in 0 
m 'O 

I 
'0 

Z '.0 '.0 '0 '.0 co 
N .• N N N N. N 

N 4-i 

— 
— 

N co N -4 N N '.0 in 
X 0 cC N N N 

N 

s-I 

'3 
in"0N' 

o i d 
o -H -H -H -H -H -H -H 

N.0 N\0'.ff N 

3rco 
co 00 co 00 cc co cc 
N N N N N N CO N 

'.0 

V 

( I 0 -I .•-I -I  c 0 
-H 

'.0 C') 0" fl ifl in 

° 	H ' 

3 •  . .5-I 

o CO Q. in -zt N N.  
'.0 N fl 0 .  N o-  CO 

o N '.0 0" N N '0 -- •-d 

• b • 0 1.0 N N 
Q) — '0 CO -I ,-4 c'n cn - I I I. I I 

A 
b . 



-46- 

a). 
ai 

fli(FJ 
Lfl 

• 0 
• 0 () 0 i—I + 

+ I 

c,,o 

00 

(W • 0 0 
•- + 

'C 
rj 

a) • 0 
• o -H 

m 
a a 

0 
• 

co 
• 

N 
0 
0 CO LC) CO 

en 
 r- 

o' 
0t i—I Lfl 

C-' 

cs 
(fl 0 0 H 0 

• 	U) + +1 +3 +3. 	• CO 
0 0 0 CO 

• a a • 
o CO Lfl CO N 

• rn 
cd • •• 0% 0 H lf 

rro
,.0  

0. 

U) o 
U) 

OW 
• WU) 

Ha) 
0)0 

+ 
, 
o 0 I 01 C) I UI U t U 

-1.4 .t= H H + N 
+ + + + 1-7 

• 04 04 04 Q. 
—. + + + + + 

• $i trz 
-I-) 0 
in •  °i-i + -I- -f- + 4- 

0 C) 0 0 U 
o Q. H 0. 0 0. 0 0. H 0. 

= - 	•0 + •.+ + + + 
r4 17- 

0 
11-40) 
—4.3 

a) 

C) 
H 
0 

• 	4-' a4 Z 
-• 

('j 



-47- 

FIGURE CAPTIONS 

Fig. 1. Relations between width and amplitude for simply 

peaked curve. 

Fig 2 Some analytically simple resolution functions 

with width 14 MeV "B-W" stands for Breit-Wigner.  

"True" is a typical p.hysical resolution function 

from the experiment referred to in the text. 

Fig. 3a. Relationships among r0, R' "T for foIdingand 

unfolding. 

Fig. 3b. The derivative of the Breit-Wigner-triangle 

unfolding function. 

Fig. 4. For Gaussi .aagr with a constant background: Pre-

cision of width measurement as a function of 

• the region of data used. The parameter b.= back-

ground density/signal density at peak of Gaussian. 

N is the number of events in signal and back- 

	

• 	 ground included in the £ it to determine F 0 . 

Caution: N is not constant. N =Erf 

Ern(n/I) + 2bn/ 	, •4here NR  is the number 

of resonance events from - to +. 

Fig. 5. As for fig. 4, except for Breit-Wigners on 

constant background. Again, N is not constant: 

N =NR (tan m n +bn). 

•Fig. 6.• The meaning of the function S (u i). 

Case 1 A grid of bin width A may be superposed 

I 	upon SA(ul) arbitrarily placed in u1,and the 
Y11

(  
J 	.f 	•/. 
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FIGURE CAPTIONS con't. 

a=dEAfte value of S(u) at the center of each 

bin will be the number of events in that bin 

(shown as a histogram) coming from the resolution-

widened 6 function at u. 1 
= 0. 

Case 2: The limit of the above where the reso-

lution is perfect. 

Fig. 7.. Monte Carlo "data" used in check of unfolding 

: scheme . Dashed line is the starting "solution" 

for the fitting program. 

Fig. 8.. •Scatter plot of the fitted final-state proton 

mass vs the error on that mass for events of ,  

the type Tr. p - p'i 7T (1C fit). 

Fig. 9. As.in Fig. 8, except the invariant mass is that 

of Tr 
+0 

 (two combinations) in the reaction 

+ 	+ + - o Trp -*IrprrIrlr 	(lCfit). 

Fig. 10. The binned resolution function S 2 (u) for the 

mass of the final-state proton in 

n p - It p -it it (lC fit). A 6% broadening deduced 

from this calibration has been included. 

Fig. 11. Calibration of resolution functions via proton 

mass. The inset shows the x2 contours in the 

parameters m and AFR/FR.. 

Fig. 14. The n and w signals as seen in the  

invariant mass (two combinations) in the reac- 

+ 	+ +.-0 
tionItp-11pItIt7r . 
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FIGURE CAPTIONS .con't. 

Fig. 13. Calibration of resolution functions via eta 

mass. 	The inset shows x 2  contours in the 

parameters m 	and tr.R/FR. 

Fig 14 	As in 	fig 	12, except that subsamples of the 

mass are used with the mass error (a) 

limited as shown 	Each combination (of two) 

appears in the piot appropriate to its a. 

Fig 15 	Resolution functions (not binned) for the data 

shown in figs. 12 and 14. 	The 6% bias has not 

been co•rretèd here. 	The region of masses used, 

was 720 <m 	<880 MeV. 	a) Total data rr+7T1ro 

sample; b) 	0<ci<6 MeV; 	c) 	6<a<8 MeV; 	d) 	8<a<10 

MeV; e) 	10<a<16 MeV; 	f) 	16<a<32 MeV; g) 	a<32 MeV. 

The FWHM in MeV is given on each figure. 

Fig. 16. Results on the w width. 	Solid triangles are 

prediction of simple formulas for unfolding. 

Open triangles are prediction of Gaussian unfold- 

ing. 	Open circles are the machine-computed. 

result. 	Error bars include statistical and back- 

ground contributions only, and are from the 

• 
• same source as the associated data point. 	Data 

• are shOwn both combined and in intervals of 

different a, .wherethe vertical bar graph repre- 
I 

• 	sents observed widths for the data in that 

interval. 	Upper and lower horizontal shaded 

areas are the old and new 1-S.D. bounds for the 

w width, respectively. 
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FIGURE CAPTIONS con't. 

Fig. 17. Observed and unfolded w signal in the combined 

data sample. Dots are data (histogrammed), solid 

histogram is the folded binned prediction derived 

from the unfolded signal (solid curve) and the 

• resolutiOn function (shaded). Dashed line is 	• 

background level of the solution. 	• 

Fig. 18. Mass bias vs. mass error alfor fitted proton 

and w masses. The reference level is arbitrarily 

taken as the Particle Data Table Values (1970). 

The curve is a hand-drawn fit. 	• • 

Fig. 19. Summary of world data on the w :width. The result 

from the data of Barash @t al. is due to the 

reanalysis by us. Right-hand and left-hand 

shaded regions correspond to the old and new 1 - 

• 	 • S.D. limits on the w width. • 

Fig. 20. The original Barash et al. data and resolution 

function, our fit thereto, andl.the unfolded 

w signal. 
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This report was prepared as an account of work sponsored by the 
United States Government. Neither the United States nor the United 
States Atomic Energy Commission, nor any of their employees, nor 
any of their contractors, subcontractors, or their employees, makes 
any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness or usefulness of any 
information, apparatus, product or process disclosed, or represents 
that its use would not infringe privately owned rights. 
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