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WAVELENGTH MODULATION SPECTROSCOPY OF SEMICONDUCTORS 

Ricardo R. L. Zucca 

Inorganic Materials Research Division, Lawrence Radiation Laboratory 
and Department of Physics, University of California 

Berkeley, California 

ABSTRACT 

A sensitive wavelength modulation spectrometer with a spectral 

range from 1.75 to 6.0 eV is described. The spectrometer employs a 

two-beam system with two feedback loops in order to compensate the 

dispersion of the optical components. The principles of operation, 

construction details and operational techniques are described. 

Wavelength modulation spectra of GaAs, GaSb, InAs, InSb, Ge and 

Si at 5, 80 and 300°K are presented. The results are compared with 

electroreflectance and thermoreflectance data. New structures are 

found in the spectra of all crystals. 

With the help of existing band structures of these crystals, all 

the reflectivity peaks can be consistently assigned to proper critical 

transitions between the valence and the conduction bands. Values of 

spin-orbit splittings at several symmetry points can be calculated. 

Temperature effects on the band spectra are discussed. 
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I. INTRODUCTION 

In recent years the subject of band structures of semiconductors 

has again attracted much attention. Although the gross features of the 

band structures of the most common materials were already well known, 

the availability of high speed computers stimulated attempts of more 

precise calculations. Calculations from first principles, i.e. starting 

1 
from free ion potentials have been attempted with some success, but due 

to the complexity of the problem, they must rely on simple models that 

hamper the accuracy greatly. The introduction of the empirical pseudo

potential method
2 

has led to a great improvement of the calculations with 

a better agreement with the experimental data. Further progress requires 

improvement of the resolution of experimental spectra. 

Experimentally, some of the early information about the band 

structure in the vicinity of the gap came from cyclotron resonance 

measurements. 3 But the most powerful tool for obtaining information 

about the band structures of semiconductors is the measurement of 

optical transmissivity and reflectivity. The first gives information at 

energies below and about the band gap and the latter above the gap. A 

4 large amount of optical spectroscopical work has already been done in 

this direction and was the basis for the early band structure calcula-

tions. Recently the application of optical derivative spectroscopy has 

greatly improved the resolution of the optical spectra, and has had a 

strong impact on the recent advances in band structure calculations. 

Many different modulation schemes have been invented for derivative 

spectroscopy. For measurements of reflectivity spectra of solids, 

. . 5 6 . 7 8 9 10 11 
electroreflectance, ' p1.ezoreflectance, ' ' thermo:reflectance ' 
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and wavelength modulation12 ' 13 methods have been most successful .. In 

all these schemes, except the wavelength modulation method, modulation 

of the light beam is obtained through application of a direct ac 

perturbation on the solid, and hence, interpretation of the derivative 

spectrum depends very much on how the solidresponds to the perturbation. 

Thus, in electroreflectance, we must know how the band structure of the 

solid changes with an applied electric field. 14 In piezoreflectance 

and thermoreflectance we must know the variation of the band structure 

15 . 11 
as a function of pressure and temperature respectively. Unfortunately, 

our knowledge of these properties of solids is generally rather limited. 

Therefore, the fact that no perturbation on the solid is needed makes 

the wavelength modulation method most attractive. Since the wavelength 

modulation spectrum is simply the derivative of the normal spectrum, 

there is no ambiguity in the interpretation. 

However, unlike the other modulation schemes, wavelength modulation 

requires careful construction of the experimental system in order to 

eliminate a huge background i~ the derivative spectrum. This background 

appears as a result of wavelength modulation on the spectra of various 

optical components in the system. In particular, because of the many 

strong spectral lines in the arc source, it is difficult to apply the 

scheme to the uv region. For this reason wavelength modulation has not 

been as popular as the other modulation schemes. Work done with wave-

length modulation has usually been limited to a narrow region in the 

visible and near infrared. 12 ,l3,l6,l7 

.In this work we present a wavelength modulation spectrometer which 

practically eliminates ~l the background by employing a feedback system. 
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-4 The sensitivity of the spectrometer is as large as 6R/R === 10 . This 

spectrometer has been used to obtain derivative spectra of Si, Ge, GaAs, 

GaSb, InAs and InSb from 1.75 to 6 eV. In order to reduce lifetime 

broadening and to resolve fine structures in the spectra, the measure-

ments have been made at liquid nitrogen and liquid helium temperatures. 

The results of our measurements will be presented and discussed in the 

following sections. While the gross features of our spectra agree with 

6 11 the results of others, • new structures and more fine details 

generally appear in our spectra, particularly in the uv region. 

In the following section a complete description of the experimental 

set-up is given. This section is divided into four parts: part A 

contains the principles of operation of the spectrometer; part B a 

description of the spectrometer and operation procedures; part C a 

description of the Dewar; and part D a description of the samples and 

their preparation. In Sec. III the wavelength modulation spectra of 

the six semiconductors at 5, 80 and 300°K are presented. In Sec. IV 

the theoretical situation is discussed. Starting from the basic 

assumptions of band structure calculations, the pseudopotential method 

is described and recently calculated band structures of the six semi-

conductors are presented and described. The exciton problem is also 

briefly introduced. In Sec. V the experimental data are compared with 

the theoretical calculations: the derivative spectra are analyzed and, 

with the help of the existing band structures, various reflectivity 

peaks are assigned to proper critical transitions between bands. 

Emphasis is on the new structures observed. Variation of the derivative 

spectra with temperature is also discussed and some comments on the 

contribution of hyperbolic excitons to the spectral structures are given. 
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II. EXPERIMENTAL DESCRIPTION 

A. Principles of Operation of the Wavelength...;Modulation Spectrometer. 

Let S(.\ ) be the signal response of a photomultiplier to a quasi
o 

monochromatic light beam with a spectral distribution fUnction 

I(A}g(A-A ), 'where g(A-A ) is a normalized, symmetric slit fUnction 
. 0 0 

-

centered at the wavelength A with an effective bandwidth W. Then, we 
0 

have 

S(A
0

) = 1
00

00 

g(A-A
0

) G(A) I(A) dA 

where Loo g(A-A
0

) dA = W, and G(A) is the coefficient for converting 

the input light signal to the output electrical signal. 

If now A varies with time, such that18 

A = .\ + A coswt 
0 

Let T(A) - I(.\) G(A). Then Eq. (l) becomes 

S(.\ ,t) = · {oo g(.\ 1-A -A coswt) T(.\' )dA' 
0 )[

00 
0 

( l) 

( 2) 

(3) 

In order to understand the effect of the modulation better, let us 

expand T(A') in a power series about A : 
0 

S(A ,t) = 100 

g(.\ 1-A -A coswt) (T(A )+T'(A )(A 1-A ) + .±_ T"(A )(>-'-.\ )
2 + 

0 -00 0 0 0 0 2 0 0 « 

+ ···]d.\' (4) 

Such an .expansion converges quickly if A and W are small. We now 

integrate term by term;, taking advantage of the symmetry and normalization 

'r'l 
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of g{A) and, after some algebra (see details in the Appendix), we 

finally obtain: 

S(A ,t) = [WT(>. ) +!(~if+! A2 )WT"(A ) + •••) + 
0 0 2 2 2 0 

+ [•••] cos2wt + ••• 

where ~2 is a constant of order one (~2 = 1/6 for the ideal slit 

function of Fig. 1). 

For our wavelength-modulation spectrometer we are only interested 

in the de component and the component varying with coswt. If we retain 

only the leading term in each component, then we have: 

DC AC S(A ,t) ~ S (A ) + S (A ) coswt 
0 0 0 

where: 

Equations (7) and (8) show that SDC is proportional to the signal 

intensity per unit wavelength T(A ) at the wavelength A , while SAC is 
0 0 

( 6 ), 

( 7) 

(8) 

proportional to the first derivative of the intensity T(A ) with respect 
0 I 

to the wavelength at A . But we must keep in mind that this is an 
0 

approximation valid only as long as the effective bandwidth W and the 

modulation amplitude A are kept smaller than the width of the narrowest 

spectral structures of T(A ) (see the Appendix for details). 
0 
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Up to this point we have seen how a wavelength-modulation spec-

trometer can measure T(X) and its derivative T'(X), but we notice that 

T(X) is proportional to the product of the spectra of.all the-optical 

components in the optical path from the light source to the photo-

multiplier .. Usual~y the sam.ple sp_e_ctr_um is weak compared witb those of 

other optical components. In order to get a good sample spectrum we 

must eliminate the backgrotind spectrum due to other components. This is 

often done by a two-beam meth9d. !n our system the two beams have 

identical optical paths except for the,, fact that the "sample beam" 

undergoes an extra reflection from the sample. 

At the output of the photomultiplier we detect the ac and the de 

signals coming from the two beams, both being wavelength-modulated. 

Then, from the reference beam we have, following Eqs. · ( 7) and ( 8) , 

where T (X) is signal intensity per unit wavelength from the reference 
0 

beam at X. The signal intensity per unit wavelength from the sample 

(9) 

(10) 

beam is R(X)T (.A), being R(X) the reflectivity of the sample. Therefore 
0 ·. . .· 

we have from the sample beam: 

SDC(X) = WT (X)R(.A) s . 0 
(11) 

SA8C(X) = WAd(T R)fd.A = WAR(X)(dT /dX) + WAT (X)(dR/dX) 
. 0 0 0 

(12) 

and, replacing Eqs. (9) and (10), 

I 
'd;' 
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SDC(A) = SDC(A) R(A) 
S R 

(13) 

(14) 

For transmission measurements R should be replaced by the transmissivity 

T. 

By means of two feedback loops (described with details in Sees. II.B.l 

and II.B.2) it is possible to simultaneously make 

(15) 

and 

(16) 

Equations (13) and (14) then yield: 

(17) 

(18) 

The system therefore measures R(A) and dR/dA simultaneously. 

With another choice of feedback loops we can make 

(19) 

(20) 

instead of (15) and (16). We then find, from Eqs. (13) and (14), 

'SDC ( A ) = V /R (A ) 
R c 

(21) 

(22) 
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The system measures 1/R and dR/RdA. = d(R.nR)/dA. simultaneously. 

As a final remark for this section, it is convenient to discuss 

why we prefer to measure dR/dA. (or dR/RdA.) instead of simply improving 

conventional measurements of R. The reason is that while direct 

measurements of R are quite sufficient for obtaining general shapes of 

spectra, small fine structures hidden in broad peaks are often of great 

importance in the optical spectroscopy of solids, as it is true in most 

fields of optical spectroscopy. These small structures can be most 

easily recognized by the derivative spectroscopy, a fact well known in 

magnetic resonance spectroscopy. An' example is given in Fig. 2 where 

the curves resulting from the superposition of two Gaussian peaks at 

three different separations are compared with their corresponding 

derivatives. We notice that when the small peak starts hiding behind 

the other, the derivative still shows the splitting very clearly. 

The above example indicates that derivative spectroscopy has 

better resolution than conventional spectroscopy. It is also interesting 

to compare sensitivities. We may do this by comparing two ideal exper

iments, a standard reflectivity measurement and a wavelength modulated 

reflectivity measurement, both performed with the same basic equipment 

(light source, photomultiplier, spectrometer, etc.), both employing 

two-beam systems, and differing only in the use of modulation. We 

assume both techniques having their best signal-to-noise ratio, which is 

reached when all the noise introduced by the measuring electronics is 

negligible with respect to the photomultiplier noise. Under such 

conditions the amount of noise is the same in both experiments. The 

signal-to-noise ratio for the wavelength modulation experiment is 



'l 

-9-

(23) 

where A is the modulation amplitude and N is the noise. 

In order to compare the standard reflectivity measurement with the 

wavelength modulation measurement we differentiate the reflectivity 

spectrum; the noise, superimposed on the reflectivity spectrum, is also 

.differentiated. Therefore the S/N ratio is: 

(S/N)R- dR/dA.) 
[ 

2 Jl/2 

(d.N/dA.)2 

For a comparison of the two S/N ratios we can reasonably estimate 

(N2 )
1

/ 2 - [(dN/dA.) 2]
1

/ 2 ~A./4, ~A being the average period of the noise 

variation. We obtain, after replacing (dN/dA.) 2 ih Eq. (24), 

G 2 2J 1/2 
(S/N)R - L(dR/dA) ~I>A/4) 

If we compare Eqs. (23) and (25), we notice that, as long as we choose 

(24) 

(25) 

A > ~A./4, we get (S/N)WM > (S/N)R. which means more sensitivity for the 

wavelength modulation experiment. 

Unfortunately we cannot increase the modulation amplitude A at will 

if we want to avoid distortion of the spectra, because A [see Eq. (12') 

of the Appendix] cannot be chosen larger than the width of the narrowest 

spectral peak of the spectrum. Such a width can also be taken as an 

estimated value of the average noise period, because the electronic 

system cuts off all wavelengths smaller than the width of the narrowest 

II' 
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spectral peak, for maximum noise elimination.. Therefore the restriction 

on A for distortionless spectra can be written as A < !:,/.., and we are 

limited to play with A in the interval !::,A./4 < A < 61... Consequently 

(S/N)WM cannot be improved above 4(S/N)R, if we are not willing to 

accept some distortion of the spectra. 

There are also practical considerations to bear in mind when 

discussing the advantages of wavelength modulation. Among them an 

important one is that it is easy to reach high sensitivity with wave

length m6dul.ation, e.g. !:,R/R -lo-4 in our spectrometer, be.cause we are 

handling differential quantities. Reaching the same sensitivities with 

standard reflectivity is difficult when there is a large background, as 

in the spectra of solids; matching the sensitivity of our spectrometer, 

for example; would require a 4-digit accuracy from a conventional 

spectrometer. These facts, coupled to the better resolution and the 

improvement of sensitivity strongly support of our choice of wavelength 

modulation. 

B. The Actual Experimental Layout 

1. The Optical System 

'l'heblock diagram of the optical system is shown in Fig. 3. The 

scheme is typical of a two~beam system. Different parts of the system 

are described separately in the following. 

a. The Lamp. Above 3500 A, a quartz-iodine filament lamp is used. In 

the uv, between 2000 and 4500 A, a 75-Watt xenon arc lamp is employed. 

b. The Spectrometer. A 1/2 meter Jarrel-Ash monochromator is used. 

The slits are adjustable with a maximum opening of 3 mm. The exit slit 

width is chosen as a compromise between spectral resolution and output 
. ~ ' .. 
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light intensity. The entrance slit is kept at its maximum opening. 

However an external slit S (Fig. 4) with narrow slitwidth is inserted 

between the lamp and the entrance slit E, at the image position of the 

entrance slit E. It is this external slit which does the real function 

of the entrance slit. 

c. The Modulation System. Several devices have been proposed to produce 

wavelength-modulation: a quartz disc that vibrates or rotates in the 

19 20 21 optical path inside the spectrometer, ' ' a mirror that oscillates 

22 inside the spectrometer, oscillation of the exit slit of the 

12 23 spectrometer or oscillation of an external slit after the spectrometer. 

They are all based on the same principle that consists of perturbing 

the light path inside the spectrometer and they differ only in the 

technical scheme to achieve this purpose. The choice between systems 

depends only on practical considerations. 

We designed our own system, slightly different from the others, such 

that no modification of a commercial spectrometer is necessary and that 

the light beam passes through the modulation device before entering the 

spectrometer. Wavelength-modulation is achieved through the vibration 

of a mirror M between the entrance slit E and the external slit S (see 

Fig. 4). The mirror oscillates about a vertical axis, driven by a 

power oscillator through a pfezoelectric bimorphous solid, with a 

.... 
frequency adjustable in a small range about 100 Hz. The image of the 

external slit S is focused on the plane of the entrance slit E by the 

concave mirror C. When M oscillates, the position x of this image also 

oscillates on the plane of E with 

x = a coswt (26) 



... 12.:;.;. 

· where a is the geometrical ainpli tude of oscillation; ·!! can be selected 

by varying 'the amplitu<le of the ~lect~o~ic signal .. that driv~s the mirror 

M, but cannot be larger than one half of .the maximlllil opening of the 

entrance slit ( 3 mm.). 
. ~ . 

The effect of this oscilie.ti<m is the same as if an entrance slit 

with the size of the imS:ge, of s were oscillating.~ The nearly monochro

.. mati~ light beam which exits from the spectrometef has a modulated 
·\. 

· wavelength 

A A +A coswt . 0 . 

Between x and (~-A } there is a on·e to one correspondence given by 
. 0 

A-X = (dA /<lx)x 
. 0 • .. 0 · ... 

(27) 

(28) 

where .dA:
0

/dx is .the.rec;iproG~linear dispersion.of the spectrometer at 

the entrance slit. Therefore th~ modl.,l.lation alllplitude A is col'!nected 

with the geometrical amplitude !! by 

. f' 

A :: (dX /dx}a. 
. 0. 

(29) 

Here, d~)d.X varies .w:f.:th ·x.. For our spectrometer .we derive from .the 
.•. 0 . . ..... 0 

·geometry .of the instrument: 

, dX .. /dx = 16.9. f(l-X /.16900)1/ 2 +A xo.083/16900l. 
0 . . . . [ 0 . . 0 . J A/mrn. (30) 

where A
0 

is in Angstroms... From 2000 to 7000 A d\/dx varies bY: 6% .. 

Sin1e .~is kept constant during 1.1 wavelength scanning, and.since S~C is 

proporti<?nal to d.R/dA {.Eq. (18)), or to d.R/RdA (Eq. (22)), through the 

proportionality "constant" A, the output S~Cmust be divided by dA/dx 
I 

. ,·\ 

.... 
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in order to compensate·the variation of A with .:\. This correction is 

done numerically when the output is processed (see Sec. II.B.3). 

d. The Feedback Diaphrap. A diaphragm is used as a feedback control 

to make S~C = 0 as required by Eqs. (16) and (20) for background 

cancellation. This diaphragm, called D in Fig. 4, is located at a point 

in the optical path in front of the entrance slit. The opening of the 

diaphragm is just as large as necessary in order that the diaphragm 

edges don't touch the oscillating beam when the diaphragm is at a 

centered position as in Fig. 5a. However, when the diaphragm is shifted 

from such a centered position as in Fig. 5b for example, part of the 

beam intensity is cut off by the diaphragm edge. This cutoff is made 

gradual by giving the diaphragm edges a sawtooth shape and also by 

having the diaphragm at a point of the optical·path where the beam is 

rather broad. 

In order to describe the effect of the diaphragm on the electronic 

signals, we want to plot the total signal SR ( 1..
0

, t) of the reference 

beam, a function of time given by Eq. (6), as a function of x, the 

geometrical position of the oscillating beam. We obtain by inserting 

Eq. (26) in Eq. (6), 

(31) 

If .the diaphragm is centered, the function SR(\,x) is given by Fig. 6a. 

If the diaphragm is shifted from the centered position, as in Fig. 5b, 

SR(.A
0

,x) changes to Fig. 6b. As a result of the diaphragm cutting off 

the light, SR(.A
0

,x) decreases more and more as x-~a. Correspondingly, 

S~C also decreases. If the diaphragm is shifted farther, S~C becomes 

, I 
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. · . AC 
smaller and smaller until we find a position such that SR = 0 as-shown 

in Fig. 6c. This is the desired position for background cancellation. 

It wOuld be ~:;till better ifw~ ·could ge~·sR(.A0 ,x) to be perfectly flat 

like the dash~d ·1ine of Fig. 6c, "but such a perfection· could be achieved 
. ·. • .I ... 

only _with. a very careful and ,difficult design of the edges of the 
-: : I . , . ,. ' • ,.· .. • • 

., .. -

diaph~~gJn and .the distr~fbu~iqn of light.intensity within the beam. This 
. . '' ., . . . 

is ~ot necess~ bec_ause we .ai-'e only interested ·in s~c' th~ arnpli tude of 

the Fourier component of SR(.A
0
,t) that goes like coswt. ·Lack-of 

linearity of SR'(.Ad,:X) oniy' introduces higher harmonics of win the ac 

signals that are completeiy filtered out by the lock~in detectors of the 

electrohi'c system (see next. ~section) ~ 

Finally·· we want ~ automatic opera~ ion, i.e., the diaphragm ·must 
·' . . ' . .. 

• . '·· •· • •.• • . . • •• .1 AC • · 
adjust its position _automatic~lly to mak.e SR . = 0. This is easily 

· · ·. AC 
achieved by negative feedback Uf?1ng SR as an error signal to· drive a 

de motor ;which positions th~ diaphragin. :'I'here.fore, whenever SAC . . ~ R 

deviates fromzero, th,e diaphragin moves imtil S~C is brought back to 

zero. 

e. The, beam con1ingout of the spectrometer is split 
. . 

into.two by a rotating wheel, which.has holes on the 1st and 3rd quadrants. 

The light beam is then alte:r"natively pa,ssing through or reflecting from 

the wheeL' The switching frequen~y is chosen-to be '5Hz , much smaller 

than the-modulation frequency, in order not to interfere with the 

detection of the ac signal~ 
. ?•'. . . 

f. The Detectdr .. An 00._95·58Q photo~ultiplier with a q,uartz window 

and an S-20 · spectral respott.e;e is used, 

; .. 

r ! 
··; 

. - Ill 

'wf.· 
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g. The Overall Optical Setup. Aluminum mirrors . coated with MgF 
2 

are 

used to direct the beams in order to ensure a good reflectivity in the 

·ultraviolet. 24 Quartz lenses have good transmissivity in the uv, but 

their focal lengths vary appreciably with the wavelength. 

As described in Sec. II.A, the sample andthe reference beams 

should be matched such that when the sample reflectivity R is 1, the two 

beams should yield the same intensity at the photomultiplier. ·We must 

therefore do our best to make the two beam paths equivalent. For this 

reason the equivalent mirrors in the two paths were coated together. 

When the sample is in the optical dewar, a set of quartz plates is 

inserted in the reference beam to match the windows of the dewar. 

Matching is also the reason for our choice of a design that employs the 

same photomultiplier to detect the reference and the sample beam. Two 

separate photomultipliers would ease both the optical and electronic 

. 18 22 
des~gn, ' .. but at the expense of an imperfect matching of the spectral 

responses. 

We show in Fig. 7 the arrangement of the two-beam system in detail. 

It looks rather com:plicated because the beams cross several times, but 

it has several merits: the number of mirrors is minimUm, a convenient 

·condition because each reflection implies a loss of light intensity; 

the .angles of incidence of the light beams on the spherical mirrors are 

rather small (less than 25°), keeping the image distortion low; the 

angle of incidence on the sample is only 4.5°, a good approximation to 

normal incidence; 25 finally the angles of incidence of the light beams 

on the photomultiplier are only 6° simplifying the problem of matching 

the response for the two beams because at oblique incidence, the response 
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-~-

. ··. -16'-

.·.would. d~p:end. ori the an~les veri critica.lly. · . with this. arrangement we 

get a. goodmatching.o:f the sample and re:ferenc~ beams if the optic¥ 
. . : : 
' : : . ~. -.. - -. . . . . . 
alignment ·is· done carefully. Certainly' we could have found some other 

·' . .. '·_ . . 

arrangerJient with a simpler ~e()metry of the optical paths' but 

only ~t the e.tpeilse of }arge $,ngies o{ i.rtci.dence on the mirrors (-45°) 

if the ntunl)er 'or iJurro~s .:Were' not t6 'tie increased; thus specially 

designed toroidBJ. mlrZ.qfswqU].d be.nec~ssary, a ~hoice·not convenient 

for a. :first design, when-quick changes for testing are useful. . . . ' . . . . . - . . 

. We tested· a scattering chamb~r in front of·. the· phot~mul tiplier23 

iri order to tnake matching easier by averaging small differences of 

incidence angles and beam sizes, but the advantages did not justify the 

loss of light intensity: due to backsc~ttering from the chamber. There-
... 

:fore we. ;chose to focus ·both light b~ams directly on the photomultiplier 

cathode, ·taking care to get spots of the same size at ,the same place. 

FQr tests of beam matching we would like to have a good 

reflectirl ty standard but, uri:t'or~unate!ly, such a material does not 

exi~t; rt~vertheless·w,e·can·do satisfactory tests 1Jy.observing the 

spe~trwi o:t' an UuminUJ!l coated mirror, whos~ lE!-ck .of fine structure in 
. . ' ·. .· :'. ' . . 

the spectra! range of our i~te:rest is "ell know.
26 

This .test is also 

. used to check·. that there·· is no structure in. the spectra due to 

condensation on the windows of the dewar after several hours of operation 

at low temperature. 

... _ . .., 

I • 

. 'lj 

':.1., 
1''. 

·!. 

I 
1,.1 

,, 
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2. The Electronic System 

The block diagram of the electronic system is shown in Fig. 8. _The 

modulated sample and reference beams hit the photomultiplier alterna-

tively. Since the intensities of the two beams are usually different, 

the output from the photomultiplier appears as a 5 Hz-square wave, with 

-100Hz a.c modulation superimposed on it (see Fig, 9a). The frequency of 

the square wave is equal to the frequency of the optical switching (5Hz). 

The photomultiplier output is fed into a high input impedance 

preamplifier, which Shifts the zero level through the addition of a 

constant voltage V and amplifies the shifted input with a constant c 

gain y. The preamplifier output is shown in Fig. 9b. 

After the preamplifier an electronic switch unit; operated 

synchronously with the optical sw:i tching, separates the signals from 

the sample and the reference beams into two channels. Capacitors are 

connected at the output terminals of the electronic switch in order_ to 

hold each output at a constant level, just before the output terminal 

is switched off. The two outputs are shown in Figs. 9c and 9d. 

After the switching unit each channel has a lock-in detector to 

measure the modulated ac components S~C and S~c.· The detectors 

AC AC 
actually measure ~ySR and asySS where ~ and as represent the gains 

of the lock-in detectors. The lock-in detectors are synchronized with 

the modulator. 

The output from the reference channel aRy~c, amplified by a power 

· - · AC 
amplifier, is used to drive the diaphragm so as to keep aRySR _= 0 

AC and hence SR = 0. As described earlier in Sec. II.B,l, this is 

required for background cancellation (see also Eqs. ( 16) and ( 20) .. A 



( 

. ~: 

-1.8- .. -
. . 

. · . ·· · ;: .. '-. ·-.. •., AC 
recorder .is used 'to ~onitor the sJ.g~~: :anrs:R .in _order to ·-assure the 

-~ .· ·. 

correct functio~ of this ·feedback; 1o6p. • . ·- .· . 
. . ' . : . . . . ~ .. . . ·. .. . . 

· AC ' : . · 
· .. 'fhe output a.

8
ys

8 
(.~) of the SI3Jliple. ch~el is recorded on the chart 

r.ecorde~< · This ou~put is, ac_cording to Eq: (16) ,under the ~ondition of 

Eq. (15 )., 

. . 

With'. the ~ondition of Eg.. ( 19), the ·output is (from Eq. ( 22)}, 

. : . . ··.·.. ·. . .·. . . . . .... ,·· 

Iri •parallel with t}le lot:k"-in ~etector ~ each channel has a de 

amplifier- and filte'r. to .me~s~re the de co~ponents. The.outputs are 

· · .. · • . · . 1 · . · .. ·. DC 
In one mode Of operation we woUld like to keep· S · = V = 

· · · R c amplifiers. 
. . : . . . 

. constant· (Eq. (15.)). This is .done by using the output ySR(S~C - Vc) as 

an erro:r ·. signal in a negative feedb_ac1t to control the gain of the 
... ···... ·· .. ·. ·.. ( 

photo~u.l.t~pl!i:er. This keeps ySH(s~c- __ Vc) at zero,·and hence s~c = 

Correspondingly, the ot}ler de output is: 

[(see Eq. (17)]. This output goes to a recorder. The output levels 

v . c 

( 34) 

. correi;W<#icling to' R :: .0 and ·R ::: l CaJ:l easily be calibrated (see Sec .. II .B. 3). 

... :-j}i'd:r.t:he other n:tode _·of ,-o~er~tion .we would like to keep s~c constant . 

. [~(E9._:,_, ( +9,) ]~ -Then: ~~~}~\it~~-~: :y(38(S~C,:-:. V c) should be used instead of 

-~S~--(~~C~.··V~): ~s the_ er;or f!{gnfw.··.for h¥g-8.tive. feedback .. Consequently 

the other de ou:tptit is: 

. ':. ; .·.' 
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dc output ;:, ySR(S~C - Yc) = ySR(V/R- Vc} = ySR Vc(l/R-1) (35) 

We notice in Eqs. (32) to (35) that all the output signals contain 

the voltag~ shift Vc at the preSlllplifier as a common factor. Therefore 

a choice of Vc implies a choice of' the gain of the whole system. This 

overall gain is no longer determined by the photomultiplier gain, as it 

would be in a system without feedback. 

In what follows we give a brief description of each electronic 

component. 

a. The Oscillator. The frequency is adjustable between 90 and 100 Hz, 

with amplitude and frequency stability .better than·o.l%. In order to 

dri "ire the piezoelectric bimorph that moves the mirror to modulate the 

light beam, the oscillator output H3 amplified by a commercial audio 

amplifier. 

b. The~Photomultiplier .. and HV. Power. suPply. The EMI 9558Q photomulti-

plier tube has the conventional voltage-dividing network for de measure-

menta with its cathode at high negative voltage. 

The high voltage power supply is a commercial unit with a 

modification such that the output voltage can be controlled by an 

external feedback. ·This is done by applying the external error signal 
. . 

to the internal feedback loop for voltage regulation in the power supply. 

c. The Preamplifier. This is an operational amplifier with high input 

and low output impedances. The constant voltage V is subtracted from c 

the negative photo:multiplier signal (Fig. 8) by applying a negative 
. . . .. -~ 

volt~e. ~6· ·.t~e. n~gative imput of the operational amplifier. The constant 

. volt~e·.·.:t~ .. :j~~;~,::~:rrom a mercury battery through an' adjustable voltage 
·' • ': .• ~·· ~~-· c, ;.:~~·l.:t\ .. ,:;<:".~"·' >,. 

divider.· T:tlept€ba.mplifier is linear (10KHz. bandwidth) and the gain y 
.... '.' 

. t • 
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can be -ad.j usteii betwe.en { and '100 by' s'teps -~f 10. 

d. The Ele~tro~:i~ .Switching Unit. This unit consists of two mercury 

relays . {A and. B qf: Fig •. 10) and thei~ control circuits. Fig. 10 shows 
. . . ' . . . . . . . 

that relay B performs the switching between sample and reference channel, · l.i-1 

' . 

wh~le relay' .A disconnects· both channels whenever it moves to position 2.-
. ' . . . . . : . . 

The timing of the relays . is ~hown i.ri Fig. 9e. I.f we compare this 

' diagram with the sigl1als bef~re and after the switching unit, shown in 
. ' .. , . . . '·: 

Figs. 9a; 9b and .9c' we realize 'thiit relai A determines a short blarlking 

interval. encompassing the a.'ctual swit'ching between channeis. This 

blanking is necessary because' the opt'i,cal switching of the light .beams 

by the'Jjeam chopp~r is.slower than the elect]:'onic switching. The 
. . . ' 

. blank.ing interval g:i. vetl by relay A· as~ures that each channel is 

conn~cted only.:When.the,proper signal with its steady value is' fed in. 

The switching system is -triggered by an adjustable lamp-photocell 

unit mounted in front' of the beam chopper to monitor the passage of 

the eQ.ge~ of the mirrors. The photocell trigge;rs relay A, beginning 

the. blanking interval that has an adjti,stable length. A delay circuit 

tr~gg~rs relay B after relay A, the actu~ amount of delay being 
·. -

immaterial, as long as it is Short., since.both channels are disconnected 
. . 

dur.ing·the blanking interval. The beginning and the length of the 

blanking period are choseri such that it. is as 13hort as possible in 

order not ·to -waste signal intensity. 

The capacitor at the. ou,tput of each channel (Fig. 10) holds th~ 

output signal constant when the channel is disconnected because it can 

discharge only through the high input resistance of the following de 

amplifier (see Fig. 8). 
·.' 

\I 
! , ' I ..... 

When 
rj 
,l 

l 
the relays connect the channel, the time 

.. ,,. 

•;, " 
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constant isl.owered by'the low output resistance of' the preamplifier and 

the capacitor does not affect the signal. 

e. The· de Amplifiers. They are built _with operational amplifiers 

working as active low pass, filters. Gains are adjustable. The de 

amplifier whose output is used as an error signal to control the photo-

multiplier voltage is usually operated at a gain of 200. 

f. Other Electronic Components. The lock-in detectors are standard 

units 27 with a conventional design; they allow for a wide choice of' gains 

( 1 to 1.000) and time constants ( 0. 01 to 100 sec) . The recorders are 

commercial units built by Hewlett-Packard (680M. models). 

3. Operati6n Procedures . 

The use of' feedback controls in our wavelength-modulation spec-

trometer makes the operation automatic~ requiring only a simple 

surveillance while scanning over broad wavelength ranges. Therefore 

there is nothing important to say about operational techniques during 

measurements. On the other hand the criteria for choosing some param-

eters of' the system such as slitwidths~ modulation frequency~ etc. 

deserve some .consideration. 

We start by discussing the choice .of modulation amplitude A and 

slitwidth. For this purpose the effective bandwidth W defined in 

Sec. II-A can be assumed.equal to the slitwidth measured in Angstroms. 

We notice in Eq. (8) that the ac signals are directly proportional to 

W and A; therefore both must be chosen as large as possible in order to 

maximize the signal, and hence the signal to noise ratio. However W 

and A cannot be increased at will; they must be kept smaller than the 

width of the narrowest peak we want to observe without distortion 



';. <· -.: . 

. ·.., 

_,(se~ A~pend.ix). 
.."? . 

Sirice._such all upper bound is the s~e for w a.lld ·A 
·..• ,,, -;'i :; 

[ Eqs: (-ll~' ) a.lld ( i2 t. )'} j and the ·ac sigri8.ls ,are directly proportional to 
' ,··.. . .· . ·. ·.· . . . .. . ·. . 

l?oth of thei!l, the best choice is to keep W a.lld A.· approximately equal a.lld 
A ~ ~ ", • "• • >" •' ,. ' • • • • ,• ' 

as large as possible without distortion. A convenient procedure is to 
• !. ~· • .. • • • ._... ; ·, .. • •: 

_ sta.i-t ~ith a ten.tative: choice, rather large, and decrease . W and A until 
0 ··~ ~ ,. • '. • 

a f~t~{;;i-):a:E;h:reased.oes n~t ~edify the~iheshapes of-the ~pectra. 
; ' -'<:')\( \ '. ' > _·_. - ; ' ': . "· .· . . . . 

. .Atiotb,er restriction. on W and A is detei'inined by th~ IJI.$-Ximum. opening 
.·. . ~ 

of. the s'pe~trometer enti-ance .slit E of Fig. 4. In order that the 
. ; . . 

oscill'a:tfng image oi' S never touches the edges of E: '-:(2A+W) 'must be 
~ ·, . - . . 

smaller: than the opening of E. Since. this opening is 51 A in our 

spectrometer, w anc;l A, .if c}lo~en ai>proximately equ~, cannot exceed 

17 A~ ~l-(e•·did not reach. this•limit in our m~asurements; h~wever, if 

nece_ssary_, ~he iimit can be-~asily raised using a diffraction grating 

with l~ss d.i'spers'ion_. ThiS :may be con..Venient. for spectra with very 

brdad peaks· . 
. ; .. 

. ~<)~~~:t- important ~~e~atic>na.l ,c.he>ice is the modUiation frequency w • 

- AlthoUgh: at least 1 KHz ~oU14 be desirable in order to reduce the l/f 
. . 

el~ctr~nic.noise, the low mecha.llical resona.llce frc::quency of the 

oscillating lilil'ro:r fbrces us to choose w at _about 100 Hz. This frequency 

is .below resonance of. the-,inirror and ensures a good_ amplitude stability 

of the <)~cill•at'ions. Ati important· precaution is tl;at w must not coirtcide 
. . 

with amu1tiple of the beam switching frequency (5Hz) because switching 

intrQduce~:~ some noise at- t~e switching . frequency and it.s harmonics. Our 

choice is ~7-5 Hz. The 2.5 Hz difference from the next multiples of 5 Hz 
, ... 

is _larger than the, bandwidth of the phase sensitive detector in a. typical 

operation and the switching noise cannot interfere with the signal. 

:. -~,' ... .•: ·, · .. ,i•. I 
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The choice of time constant of the lock-in detector which detects 

s~C (sa.niple channel in Fig. 8) depends on the scanning rate of the 

spectrometer and must be kept as large as possible without distorting 

the spectrum. Data of Sec. III were obtained with a time constant of 

10 sec at a scan rate of 50 A/min. For the other lock-in detector, the 

one that detects S~C and whose output controls the diaphragm for back

ground cancellation, the same choice would be convenient. However, since 

the motor that positions the diaphragm has a fast response and the gain 

of the feedback loop is very high, a long time constant would make the 

system oscillate. Therefore the time constant is kept low (0.1 sec for 

the spectra of Sec. III) a.t the expense of some jittering motion of the 

diaphragm due to noise. This jittering of the diaphragm adds extra 

noise to the signal S~C which is nevertheless eliminated effectively by 

the other lock-in detector. 

Here we conclude our discussion of choice of operational parameters. 

We only touched those parameters that deserve special considerations 

associated with the design of the wavelength-modulation spectrometer, 

omitting those parameters that are chosen following standard rules,·i.e., 

electronic gains, scan rates, etc. 

We now describe how we process the raw recorded output of our 

wavelength-modulation spectrometer in order to have the spectra the way 

they are presented in Sec. III, suitable for a theoretical discussion. 

The first step is to determine the scales of the recorded spectra. The 

de output that is proportional to (R-1) in one mode of operation 

[Eq. (34)] and to (1/R-l) in the other mode [Eq. (35)] can be calibrated 

to read directly R (or 1/R) on the recorder chart: we first block the 
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light· of the sample beam. (or referel'l:ce beam) arid the re.corder for the 
~ - '.., 

DC sign13-l indicates R=O (or,l/R=O). We then set the r~corder input 
." I •.' ~·. • 

signal' at zero, this. correspondsto R=l (or at '1/R;.,l in the other mode 
•. . . . . 

of ~p~ra.tion). ·The'first operation is rigorous becall:se blocking the 

sami>le (or re:f'er~n:ce) light beam is strictly equivalent to. make R=O 
.· . . . -~ 

(or lfRi::O). The·second operation, however, is done electronically and 
'· . . . 

is therefore sensitive to errors due to loss of light intensity; such 

as light scattering by iiii.perfe~tioris of the sample surface. Therefore 

many careful tests would be necessar'J if we were-interested in good· 

absolute measurements of R. · Since this is not ·our goal we prefer t? .. · 

regard our R values as given in arbitrary scales, although we notice that 
'' 

our reflectivity data agree within 5% other ;reported reflectivity 
·. ' .. > : 28 

measurements. 

The calibration of the ac output [Eqs. ( 32) and ( 33)] in units of 

dR/d.A (or dR/RdA) is indirect. It can be done only by comparing the 

i~tegre.i Of dR/dA (or dR/Rd.A):with R for some sample whose absolute 

ref;t.ectivity- R is previously measured accfu.ately. Again, since our 

main concern is with detection of small spectral structure and orily 

relative comparison. between spectra, we choos.e to work with an arbitrary 

scale. Nevertheless we scaled the spectra presented in Sec. III by 

·roughly comparing Rand dR/d.A for GaAs, such that the ac scales, 

although arbitrary, reflect the approximate magnitude of the actual 

scales.· Ratios between scales for different measurements are accurate 

because we took account. of changes .·of ·electronic gains and modulation 
' ' 

a.ti!.plitude. Scale ratios between different samples are accurate within 

5% estimated above for R _Scales, for the same reasons. 
1 
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The ac spectra, either d.R/dA or dR/RdA, as recorded, need the small 

correction for changes of spectrometer dispersion, indicated in Sec. II.B.l. 

The ac output is divided by d.A/d.X given by Eq. (30). We actually 

norin:alize Eq. (30) such that dA/d.X is equal to one at the center of the 

wavelength interval covered by the spectra. 

For a theoretical discussion of spectra it is also necessary to 

convert the wavelength scales of the recorded spectra into energy 

scales. The relationship between wavelength A .and energy E is 

.A - C/E (36) 

where C=l2398.05 eV A. 

For R or 1/R spectra only the wavelength must be converted to 

energy scales. For ac spectra, we also want to convert dR/d.A (or 

dR/Rd.A) into dR/dE (or dR/RdE). Since 

d/ dE = ( dA/ dE ) d/ dA = - ( A·2 I c ) d/ d.A (37) 

we multiply the ac spectra by a factor proportional to ->.2 . Such a 

multiplication makes the structures at low wavelength (high energy) 

much less pronounced. Therefore, when we analyze the spectra presented 

in Sec. III, we must remember that small wiggles in the uv region were 
. . 

large and clear structures, very well distinguished from noise, in the 

original spectra. 

In order to perform all the above operations, we punch the 

coordinates of the recorded spectra on computer cards, employing a 

facility currently used for punching coordinates of bubble chamber 

tracks. A simple computer program performs the dispersion correction 



' 

. . . 

and energy scales conversion, ~lus a test of integration of the· 

derivat'ive spectra. The output' of the computer program is plotted 

directl; ,by an on.'-li!le plotting faciifty of_·the computer .. 

. We .find it convenient to conciude this section presenting some 

tests (>f the wa:velengtp.~modulatiori \spectrome:ter·. Here we omit the 

description of ~nnum47rable tes~s done while.· debugging th~. 

system and .'Y'e ~imit ourselves to give an example to .show that the s~stem 
. : .·· . •', 

is operating properly. 

The essential test is the verification .of background cancellation 

and this test becomes particularly crucial at the 'wavelength of the· / 

xenon spectral lines when the xenon arc lamp is used. If the ac feedback 

lo~p w~re not working properly, the xez10n ·lines· woUld introduce a back-
r , . -

ground· two orders of magnitude 'large~ than the signals .usually observed . 
. , . 

Figure lla shows our derivative spectrtml.. of G.aAs appearing on the .· . ·,. . .. _ .. 

recorder chart. The arrows indicat.e the posi tiona of the xenon lines. 

It fs .seen that small resid.u:U structure of the xenon lines is still 

present, but it is within the tolerable limit. . _. 

, . .' 
We could ask 9urselves wh~the.r a slower scanning rate plus a 

' ' 

larger integration constant b"f the ·lock;.,. in detector, or some improv~ment 

of the feedback scheme, would iilake'cancellation of xenon lines still 

bett'er~ The r~sidue we see .in the Ga.As spectrum of ~ig. lla are due to 

harmonic distortion becau8e the xenon lines are narrower than the 

!./ 

modulat~on aJ!lplitude. In fact let us recall that, in a lock~in detector, ., 

·when harmonics of the modUlation frequency are superimposed on the 

signal,onl.Y even harmonics of the modulation·frequency are totally 

d . d . . 29 rejecte by the synchronous etect~on scheme .. Odd harmonics are only 

Ill. ,, .,, 

.-.-. ·.• ,.,·". )<. 
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effectiv;ely rejected by the tuned amplifier stage of the lock-in 

detectors. The rejection, is quite satisfactory for normal operation 

in our lock-in detectors, only less than 0.1% of third harmonics is not 

I' 

"" rejected). However, when the oscillating wavelength sweeps through a 

narrow xenon line, distortion of the ac signals from a sinusoidal shape 

becomes gigantic, and third harmonics become so huge that the unrejected 

amount ceases to be negligible. An addition of third harmonics to the 

normal signal explains the distortion of the output spectrum at the 

fr~quency of a xenon line. A way to reduce the incidence of such effect 

farther would be to reduce the modulation amplitude below the xenon lines 

width, but this would decrease the signal to noise ratio to an extent 

untolerable for the kind of broad spectra we are measuring. We prefer 

to tolerate the small residual wiggles left in Fig. lla. 

Another test of the system is to see whether ac and de outputs are 

consistent. Figures lla and llb give part of the spectra dR/dA and R, 

recorded simultaneously, of GaAs at liquid He temperature as they 

appear on the recorder charts. Numerical integration of Fig. lla 

(after dispersion correction) yields the spectrum of R in Fig. llc. 

Comparison of Fig. llb and Fig. llc shows good agreement between the 

two. We have also tried to differentiate R of Fig. lla and then compare 

the result with dR/dA of Fig. llb, but the calculated derivative was 
.,_ 

too noisy even when R was measured with a digital recorder to increase 

sensftivity. Good·agreement·could be reached only after smoothing 

the noise by a least square fitting at each point of R before differ-

entiating, but the choice of how much smoothing was necessary was 

possible only because dR/dA was already known. This proves the 
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s~per:i:.ority of our wave:tengt}l-7~()dul~tiofl: 'spectrometer. Incidentally 
' ' ' 

the advantage of derivative spectroscopy is clearly manifested in Fig. ll . ,_ - . 

since it wquld be difficult to recognize the. small structure in R 

without the help of the derivative spectrum dR/dJ... 

C . The Dewar . 

The optical dewar is a commercial unit built by Janis Research 

Corporation. It is a variable temperature dewar: liquid helium stal-ed 

in a separate reservoir flows into a sainple chamber where it is 

evaporated by a heater. Both the rate of helium flow and the heater 
. . 

current can.be varied to adjust tlie temper~ture of the sample, helped 

by an additional heater in the sample holder. The sample temperature 

can be varied from liquid helium to room temperature arbitrarily. Also 
. ' ~ 

samples can be changed by removing the sample holder from the sample 

chamber while the helium reservoir remains undisturbed. 

Temperature is measured with a copper-constantan thermocouple 

soldered to the sample holder, with its reference junction immersed.in 

liquid nitrogen. We measure the thermocouple e.m.f. with a.Model K5 

Leeds and Northrup potenti6meter. Although a thermocouple is not.very 

sensitive at low temperature., we chose it because it co:vers the 

temperature range from liquid He to roo!Il temperature and because the 

thermocouple dbes riot need.a previous calibr~tion. We just·checked 

available calibration curves30 at liquid helium, liquid nitrogen and · 

room temperature. With a carefully constructed thermocouple, temperature 

measurements can be made with a ±l°K accuracy. With frequent :readings 

of the temperature and n:J.anual adjustments of the heater. current while 

surveying the spectrometer operation, we ·can easily keep·the sample 

!tl 
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te:mp~rature stable withi,n ±1 °K, while scanning a spectrum for about one 

hour or longer if necessary. 

The dewar optical windows are :made of Suprasil quartz and keeping 

them clean is extremely important, because very thin layers of oil from 

the vacuum pumps, that have no effect in the visible part of the 

spectrum, produce strong absorption and structure iri.the uv (2000 to 

3000 A). In order to solve this problem, we use liquid nitrogen traps 

with the oil diffusion pumps that evacuate the vacuum jacket and the 

sample chamber of the dewar. Even so, when the dewar is kept in 

continuous operation for several days, some condensation takes place. 

An additional h~ater, very close to the windows, proves very successful 

in evaporating this fil:m when necessary. While recording the spectra 

presented in Sec. III, we :monitored the spectrum of an aluminum coated 

mirror very frequently (Sec. II.B.l) in order to be sure that the 

spectra were free of structure due to oil condensation. The mirror is 

mounted on the back of the sample holder, so designed that a rotation 

of 180°, controlled from the outside of the dewar without disturbing 

the temperature, puts the mirror in the place of the sample. 

D. The Samples. 

All the samples are wafers of single crystals, com:mercially 

available, We chose all of them with (1,1,1) orientation, although 

this orientation is immaterial for reflectivity measurements, because 

all our samples have cubic symmetry. 3l 

The samples are of either n- or p- type, with a carrier 

concentration in the range between 1013 and 1017 cm-3 . Values for 

each sample are given in Table I. We would expect wavelength-modulation 
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spectra to be independent of carrier concentration to the s~e extent as 
.• . . . 6 

reflectivity, because, unlike other techniques such as elect;oreflectance, ·. '"' 

the wavelength-modulation scheme. has nothing to do "(1 th .carriers. This 
I . '.·· ... ,:···· . ·, .:. . . . . 

is supported by our measurements on Si samples with .a carrier concentration 

of 10~7 cm"'3 that give wavelength~modulated ~pectra identical to those of 
. ' :;, :'. ·~~·:: •· .· . )(3' . . ' . . 
sa.mpJ,es witl+. 10 carrier pe:t: cubic centimeter, 

···- ................. -, ... . . . 
Surface prepara"tion is very important, althoush the penetration 

. . . . . • ' .· . 32. . 
depth of light is of the order of several thousands Angstroms for our 

samples in the wavelength range of our interest. In o~'der to have good 
J 

reprodlJ.cibillty, it i~ important to have a sl;lTface free of mechanical 
. . 

distortion and chemical contamination. We followed the standard 

procedure for reflectivity meas~ements, namely mechanical polishing 

with finer and finer ·abrasives ending with 0. 01 micron levigated al.umina, 

followed by chemical ~tching. 33 , 34 The etchants us~d and etching times 
. . 

are listed in Table I. After etching, all.the samples w.ere rinsed 'With 

r~riing distilled water in order to remove the etchant before exposing 

to the air. The· samples w.ere put into the evacuated sample chamber 

immediately after etching for the measurements. 

Although, as a: precaution, all measurement's were done·on freshly 

etched samples, not all of them.exhibited the same aging effects due to. 

surface.· contamination: · Si and InSb in particular showed no change of 

their spectra after ·several weeks of exposure to dry air. 

·surface contamination effects produce large distortion, mostly a 

cutoff in the uv, and are much less severe in the visible. 

1;1 

•• 
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III. EXPERIMENTAL RESULTS 

In Figs. 12-17 we present the derivative spectra dR(E)/RdE of GaAs, 

GaSb, InAs, InSb, Ge and Si respectively at three different temperatures, 

The spectra of the six Cry'stals are very much alike, reflecting the 

similarity of their band structures. Hence, a uniform notation for 

·labeling the structures can be used. Following partially the notation 

. . 6 
of Cardona et al. , we divide the structures in each spectrt.un into 

groups labeled by E
0

, E1 , EJ,, E2 , E}, etc., as shown in the figures. 

Similar groups (having the same label) in different semiconductors are 

believed to come from transitions in similar general areas of the band 

structure. 

Figure 18 shows the derivative spectrum dR/RdE of InSb at 5°K 

together with the normal reflectivity spectrum R(E). Group E , 
0 

corresponding to transitions ,near the direct fundamental gap, has not 

been covered by this experiment. Groups E1 , E2 and E} correspond, in 

terms of R(E), to three broad peaks with some splitting, and group E~ 

is an intermediate region with only small structure . This pattern is 

generally the same for all the six crystals. 

·several general conclusions can be drawn after a survey of all the 

spectra and a comparison with available data: 

·(1) Compared with the derivative spectra obtained from electro

reflectance6 and thermoreflectance11 measurements, our spectra give the 

same gross features, but show more fine structures in the E~, E2 and E} 

regions, especially at low temperatures; As an example for comparison, 

we reproduce in Fig. 19 the electroreflectance spectrum of InAs obtained 

•i! 
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6 . ··_ •. _.·.. . . 
by C~dona. et al. · and. in _ F:ig • 20 the thermoreflectance spe~trum. of the 

same crystal. obtained by !'fatata.gui et al. 11 

. . -

(2) Fo~_most str_uc~ur~i3 in our •sp~ct~a,they agree;well in positions 

with th~se obta~ned fr~~ ~oTlllai reflectivity data at ro'?m3.5 and liquid 
.. · _·._... . 36 . . .· ' -· - ' : . . · ... _ 

_ riitrogeh temper~,tture ,, electroreflectance data at room temperature 
,· ", :: ~· . 

·-._ _··' 11 .. 
and thermoreflectance data at liquid _nitrogen temperature. . 

(3) The temperature dependence of the spectra is striking, although 

the change is r~ther _gradual. All the main structures shift· t() higher 

energy when.the temperature is lowered. The shift has a temperature 

coe£:ficient that doe~ not vary too much ;for different structures and 
·' . : . 

for different samples. -· The structures become· sharper at low .temperature ; 

this effect being particularly strong for the E1 doub:let and the main 

- E
2 

structure of the III-IV compounds. 

( 4) The spectra at liq.uid_helium. temperature are new in the sense 

that no complete sp~c_tra-of all these materials at temperatures.below 

liquid nitrogen could be found in the literature. 
. ·, 

However, the 5.°K 

spectra-are not very different from the spectra at 80°K except for more 

shifting and sharpening of structures~ 

As shown in Figs~-. 12-17, e~ch group may contain many structures, 

the E2 group being the most complicated. These structures presumably 

come from. several refl~ctivity peaks superimposed on top of one another. 

Decomposition of a composite line into incli vidual reflectivity peaks is 

somewh~t arbitrary. In our case the decomposition was made with the 

following general rules: 

(i) The lm~-temperature spectrum of a composite line __ should be 

-decomposed into a minimum number of individual lines with simple line shapes. 

'II-

·-~ 
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(2) Recomposition of these individual lines with broadened linewidth 

should yield the high-temperature spectrum of the composite line. 

(3) Similarity in the spectra of different semiconductors should be 

used as a guide line in the decomposition. 

With these rUles, the ambiguity in the decomposition of our spectra 

is suprisingly small, although the positions of some components may not 

be very accurate and their shapes may be somehow arbitrary. We show in 

Figs. 21-26 the decomposition of the spectra at 5°K of the six semi-

conductors. In Table II we list the positions of all the reflectivity 

p~aks (zeros with negative slope in the ~ ~ spectrum) obtained from 

such decomposition. The accuracy of the values, also listed, was !Ilainly 

due to ambiguity in the decomposition, except for the E1 structures. 

We now proceed to comment on the low-temperature spectrum of each 

semiconductor separately: 

GaAs (Figs. li, 21): Although the spectrum below 2.7 eV is not shown 

in Fig. 12, we have explored this region carefully at 5°K. We have not 

been able to find the small structures at 2.3 and 2.6 eV observed by 

. 36 
Greenaway. In the E1 region our spectrum confirms the absence of the 

small structures suggested by Lukes et al. 37 The spectrum in theE' 
0 

region looks somehow peculiar, but it can be decomposed into two 

reflectivity peaks, consistently with the other III-V compounds. 

Decomposition of the E2 region is rather arbitrary because part of the 

E2 spectrum above 6 eV was cut off by our spectrometer. To be consistent 

with the other III-V compounds, we decompose the E2 group into a strong 

broad peak with three small peaks at higher energy. 

The temperature dependence of the spectrum of GaAs was studied more 
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careM;ly than tha.t of" the other crystals. Spectra at 150 and 225°K 

were ni.~asured irt addition to the other three temperatures, but they are 

not reproduced in Fig. 12 in order not to crowd the t'igur~. They show 

a graduU transition fro~ the B0°K to the 300°K spectra. The dependence 
. . . 

, of tlle_ position_ C>:f' the El re:flectivi ty peaks and the main E2 peak on 
:· .~· .',_ . ~- . ' ' '' . ; 

temper,at:tll'e ·is plotted in Fig. 27 •. 
··.· 36 

GaSb {Figs. 13, 22) •. The structure at 1. 9 eV observed bY Greenaway _ 
~ ... 

is absent in our spect:r:um'. Decomposition: of 'the spectrum give~, 
. . 

unambiguously two peaks ., in 

observation of three peaks 

the E"• r~gion (in disagre~ment 'with an 
. 0 . . 

. . ; . . . 11 . 
in a thermoreflectance · spectrum) , one· 

strong and three weak peaks in the E2 region and two peaks in the El 

region .. The shape of the spectrum·near6 eV indicates the presence of 
. . . 

additional structures just above 6 eV, belonging to the-El group. 

InAs (Figs. 14, 23) . We cannot idepti:fy iri our ~pectrum the peaks at 

2. 2 and 2. 45 ·. eV suggest~d by Greenaway •36 'l'he spectrum .of InAs is 

somewhat different f'rom those of other III-V compounds in the sense that 

the.EJ. 8.nd the E2 regions overlap. W~ can unambiguously decompose the 

structures in theE~+ E2 region into six reflectivity peaks.· We can 

assign the two weak ones at lower frequencies to the E' group and the 
o· 

rest to the E2 group~ Note-that the spectrum of InAs appear to havea 

very strong temperature dependence. 

InSb (Figs. 15, 24). The spectrUni of InSb looks very much similar to 

that of GaSb except for a slightly stronger temperature dependence. 

Decomposition of this spectr~ gives two peaks in the E' region, four in 
0 . 

the E2 .region, and three in theE1 region. 

Iii 

1. 

·•. 
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Ge (Figs. 16, 25). The spectrum of Ge is still quite similar to those 

of III-V compounds, but with less structures. Decomposition of the 

spectrum yields one peak in the E' region, one strong and one weak peak 
0 

in the E2 region and two peaks in the Ei region. 

Si (Figs. 17, 26). The spectrum of Si is rather different from those of 

the other materials in the E1 and E~ regions, difference that can be 

attributed to the difference of band structures near the direct gap 

(see Sec. Iv-C). The discussion of Sec. V will show that we should 

assign the peak at 3.4 eV toE~ and the one at 3.45 eV to E1 . The 

spectr~ in the E2 and Ei regions is similar to those of the other 

crystals. We can decompose the spectrum into one strong and one weak 

peak in the E2 region and only one in the Ei region. The temperature 

dependence of the structures (sharpening and shifting) is the smallest 

of all the crystals we have investigated . 
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IV. THEORETICAL BACKGROUND 

All the optical properties of a crystal are determined once_ the 

dielectric constant is known. For cubic materials .in the absence o'f a 

magnetic field, the dielectric constant. t is a complex scalar:-

£ = . e:1 + i e:2 . The real and imaginary parts are connected by the 

Kramers..:.Kronig relations, i.e. 

00 

.1 (w) - "a = {2/1T) p I w·•2(..,· )(w·2 -w2)-l dw· 

0 . 
·oo 

1 . -. 2 2 '-1 
·.· .· el {w' }(w' -w ) dw' . 

0 

-(2whr) P 

If one component of 6 is known (or.can be extrapolated) over a wide 
. . . 

' range then the other is determined by one of the equations above. 

Two. other real optical constants, the refractive index n and the 

extincti<:>n coefficient k, are connected to the dielectric constant ~Y 

the expresssions: 

£ = n2-k2 
1 

6 = 2nk 2 .. ·. 

(38) 

(39) 

(40) 

(41) 

The reflectivity Rat normal incidence from air is a function of n and k: 

·. \. 
'· 

2 2 
R = (n...,l) - k 

(n+l)2 -· k2 {42·) 
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A. The One-Electron Approximation 

Approximations·are often used in the microscopic theory of dielectric 

constant of a crystal. For the energy range of interest the approximation 

often use.d is the one-electron approximation. In such an approximation 

each valence electron is treated as a single particle that moves in a 

potential V(!:_). However, in order to take the other electrons into 

account, V(!:,) is the sum of the core potentials and a self-consistent 

Hartree potential of all the other valence electrons. The Hamiltonian, 

neglecting spin dependence, is 

(43) 

V(£) has the translational symmetry of the lattice. Therefore 

application of the well-known Bloch theorem leads to a description of the 

one-electron states in terms of a band structure. 38 

We use the Born-Oppenheimer approximation. For most of this discussion 

we assume the temperature to be 0°K, so the:t; no phonons are present. At 

higher temperatures, the electron-phonon interaction is.responsible for 

increasing the lifetime broadening and producing energy shifts of the states. 

The latter will be discussed in the next section. 

Under the assumptions of the one-electron model, the expression for 

the ima,ginary. part E2 of the dielectric constant as a function of the 

t . 1 f . th d . 1 . t• . 39 . op 1.ca requency w 1.n e 1.po e approx1.ma 1.on 1.s 

~~ 
i ,j B.Z. 

2 l M .. j(k)]
2 o[w .. (k) - w] d 3k 

( 27f ) 3 l. -:-:- l J -
(44) 

where subscripts i and j refer to filled and unfilled bands respectively 

and the integration is performed over the Brillouin zone. w . . (k) is 
l.J -
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given by: 

(45) 

Mij (k) :: (uik LeJujk> /h 
- -

(46) 

~here utk and uj~ ·a.re the periodic parts of the Bloch eigenfuhctions of 

the. energies E. (k) and E. (k). 
' J.- J ..... 

Indirect (phonon assisted) transitions are neglected in Eq. · ( 44). 
. . 

.Their contribution, above the fundamental energy ga.p, is expected to be 

negligible w:hen compared with stronger direct transitions. 4 

The integral in Eq. (44) can be easily transformed so that it becomes: 

The integral· now extends over the surface (ink-space) defined by 

wij(k) =wand ds is a differential. element of area of such a surface. 

'l'he integral of Eq. (47), without the matrix element jMij (!_) 1
2

, is the 

joint den_sity of states for b.ands i and j, which we call J ij(w): 

(47) 

I 2(21Tl-3 i~(wij(~Jr1 ds '(48) 
w. (k)=w - · ·· 

J.j - . 

The dependence of E 2(w) on the ban4 structure,_ given by Eq. (47), is 

still very complicated. However, the existence of a gradient in the 

denominator within.the integral suggests that it is important to 
.. . ' ' 

investigate whether the integrand has singularities at some points in 

II 
I. 

.,.. 
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k-space. Such singularities would certainly give strong contributions 

to 82 (w) that might easily overwhelm the effect of variations of 

jMij(~)j 2 • The points ink-space where singularities in the integrands 

of (47) and (48) occur, namely where~· wij(~) = 0, are called critical 

points. The singularities, usually called Van Hove singularities, can be 

classified into four types, 40 M
0

, ~' M2 and M
3

, according to the 

mathematical behavior of the function wij(k) near the singularity: M 
0 

designates a point ink-space where wij(!!)has a minimum, M
3 

corresponds 

to a ma:icimum of wiJ (~), and M1 and M2 refer to saddle points. Phillips 
41 

showed, employing symmetry arguments, that there is a minimum set of 

critical points for each crystal structure.· Critical points usually 

occur at symmetry points, but there can be exceptions. 

The Van Hove singularities create "kinks" in the spectrum of £2 (w). 

These "kinks" give rise to structure in the reflectivity spectrum. 

Therefore an approximate analysis of the interband transitions spectrum of 

a semiconductor becomes a search for critical points of the band structure. 

Calculations
42 

show that, although the matrix element jMij(~)j 2 cannot be 

neglected in a fine analysis, good qualitative results can be obtained 

in some cases by assuming that I Mij (k) 12 is a constant. The effect of 

t:Qe matrix element is to increase or decrease the relative strength of 

some features and it is important only for comparing relative strength 

of peaks. Eventually it may become important for identi:fying structures 

only when it is necessary to Judge whether a small peak is strong enough 

to split from larger peaks nearby. 

Interesting conclusions are reached when band structure calculations 

are complemented by careful analysis of energy contours on different 
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plaries of the Brillouin zone and by separation of the contributions of 

each pair of bands to e:
2

(w). Such ana.Iysis shows that, although most 

critical points are on symmetry lines as expected, some critical points 

IDS¥ be located at points in the Brillouin zohe without any special 

symm.et&.~3 , 44 It is·aiso showed that not only critical points are 

resp9risible for st:ructure in the opticai. spectra, but, in sbm.~ ~ases, 

· optical transitions over large· regions of the Brillouin zone where't:he 

.bands are :not quite parallel (V:olume efi'ect )45 ' 46 also yield structure in 

the optical spectra. 

B. Band Structure C.alculations 

Early calculations by the Wigner-Seitz method are not practical for our 

ptirpose. ·.Simple models like the Nearlj.;...Free .Electron Model or the Tight

Binding Model are of some interest for metals and insulators r'espectively
1
, 

but theyare not good appro~im.ations for the covalent behavior found in 

semiconductors of groups IV and III~V. Calculations for such materials 

m.eeta com.putationSJ. difficulty: in order to calculate the dielectric 

constant with Eq. (44), which requires an integration over the Brillouin 

zone, the energy eigenstates and eigenfunctions must be calculated at a 

fai:r:I.Y dense mesh of points in the Brillouin zone. The finer·· the mesh, 

the more accurate the calculation is. The availability of fast computers 

has reduced the problem of numerical accuracy to the point that now . 

computational errors are no longer the limiting factor. The accuracy of •· 

the.ca1culation is now set by basic assumptions; i.e.· how to determine the 

Hamiltonian, or more precisely the potential. 

Several "first principle" methods to calculate band structures have 
f 

., 
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been developed with some success; a good description of them is given in 

Ref'. ( 4 7) ·~ These methods, such as Orthogonal! zed Plane Waves , Augmented 

Plane Waves and Korringa, Kohn and Rostoker method, differ from one 

another in calculation. procedures, but they all essentially depend on an 

estimate of V(r) as a sum of' the free-ion potentials known from atomic 

calculations, and a tertn which describes the Hartree potential of the 

other electrons. The assumptions required in order to estimate this 

potential, plus approximations in the computation, make the accuracy of 

these methods not better than 0.5 eV f'or the band energies. This is 

very satisfactory for "first principles" calculations, but it is too far 

from the accuracy we need for discussing details of our reflectivity 

spectra. 

For the reason stated above, we turn our attention to semiempirical 

methods. One possibility has been advanced by Cardona et a1.,
48 

with 

!.".E. calculations, in which some matrix elements are treated as adjustable 

parameters. We however prefer for our purposes a much more powerful 

method: the empirical pseudopotential method. This method was first 

developed by Phillips and Kleiman49 as a modification of. OPW; Cohen and 

Heine50 observed the cancellation properties of pseudopotentials and 

Austin et al. 51 analysed different kinds of pseudopotentials. The 

determination of pseudopotentials by fitting spectroscopic energy levels 

of free ions was also explored with some success. 52 Finally Brust42 

proposed the empirical fitting of pseudopotentials as it is currently 

done. 

In order to understand how the pseudopotential method works, we 

must first assume that the potential V(r) can be decomposed into a sum 
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= .E v(r~R.) 
i -"""'3. 

where R'.are the atomic positions in the crystal. Although we are 
~ 

implic~tly assuming here to have oiily one kind of' at6ms, the following 

(49) 

can be easily generalize'a whend.ifferent a.tomi~ specl~s are present. We 
.. . . ·, ·. ·. . . ' ·. 

must bear in mind that the "atomic" potentials v(r:..R.) are not just bare . . . -~. . . 

core potentials but they also include thei.r. share of' Hartree pot.ential o.f 

valence. electrons. 

The "atomic" ·p~tenti..als v(r-R.) look like deep potential wells 
~~· 

centered at the atomic sites R. , _this form being due to the strong 
-~ . . . 

attractive potential of' the cores. Such well-like po,tentials make us 

think of the.valence electrons as moving through an array of scattering 

53 centers located at the ato:tp.ic positions !4.' with'scattering potentials 

v(r.-!4,). The psewiopotentials we are going to define would be some 

smaller potentials capable of givip.g the same scattering or diffraction 

plittern f'o:r• the valence electrons as the true scattering potentials 

v(r.-R. j. 
-·~·' 

. Let us recall from ~c~tering theory, 54 that the· scattering amplitude 

in a direction making an angle e with the incident beam is 
.· . .· .w 

f(8) 

00 

E · · 2io 
= (2ik)~1 ·· · (2R.+l)(e R.-1) P (cose) 

e 
R-=0 

where oe is the phase shift of the partial wave of angular momentum R.. 

Once f(8) is known, the scattering problem is completely determine<.i, 

because f(-8) tells us how to add scattered wavefunctions, with the 

proper phase, in order ~o construct the diffraction pattern .. And we 

'I 
. I 

II. 

(50) 
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notice in (50) that f(8) is determined once the set of pha~e shifts oR. 

is known.· 

Witpout going into details about the actual calculation of phase 

shifts fro~ the potential, we just recal154 that oR, is positive for an 

attractive potential, and when the potential is deep as in our case, oR, 

may be much larger than 7T. In fact a deep potential well may "pull in" 

several oscillations ot 'the radial wave function, each one co:r;_responding 

to a phase change n. HowevE;!r, Eq. (50) shows that f(8) does not change 

if we ~Ubtra:c:t .an :f~t~gra:l multiple of 7T from o t leaving oR, smaller than 
\ ~· 

n. We g~t such reducti~n of oR, if we substitute the original scattering 

potential by a sui table shallow potential. Physically we are replacing 

a strongly oscillating wave function with large kinetic energy in a 

deep negative potential, by a much smoother wave function with less 

kinetic energy in a shallow negative potential. Neither the energy nor 

the diffraction pattern ofthe electrons outside the core wells are affected 

by the substitution. The new shallow potentials vi, called "atomic" 

pseudopotentials, must be R.-dependent, i.e. non-local, in order to allow 

us to subtract an integral number of 7T from each separate oR, without 
p 

changing the remainders le:t't by each subtraction. We can write vi as: 

v~ = L v (r-R.) pR, 
~ R, e---.t 

where pR, is a projection operator that selects the R, component of any 

wave function. The total pseudopotential is 

We.conclude that if we replace the potential V(~) in the 

(51) 

(52) 
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Hamiltonian (43) by the pseudopotentiaJ. 1', and diagonaJ.ize the new . 
. . -~~\· . . \ . . '. ' 

Hamiltonian, the energy eigenvalues are the true ones althoU;Sh the wave 

functions, now called pseudo-wave functions, coincide with the true wave 

fu.nctiqns only outside the atomic cores. 

\.ni~t we gaiti ·with the substitution of V(.!:,) by ~ is that, because 
' 

-/·is smooth, the psettd9~wave functions don't have strong oscillations 
' _·. . 

at the 6ores·as is the case with the a~tual wave functions. Therefore 

expansions of the pseudo-wave functions in a plane-wave series converge 

quickly. The price paid by this metb,od is the non-locality of the 
. . 

pseudopotential. However, tor the semiconductors of our interest, local 

approximations to the pseudopotential give very satisfactory.results. 42 , 55 

Calculations with nqn-local pseudopotentials56 show that the non-local terms 

are very small. 

In order to diag6na.lize . the Hamiltonian, all we need from the 

pseudopotential-/ are the-matrix elements of vP between plane wave states 

I~) and lk+_g.) for all the reciprocal l.attice vectors .9.=G of the crystal. 

In the local pseudopotential approximation, such matrix elements can be 

written as: 

(tk+5ill' 1 k·;) == s (q) v < q) 

where 

is non-zero only for g_i:!::G, . and 

c'J' 1 J P 3 v< q) = <!!.+Sl.. I v-1 !!.> = n v < z) exp( -i.9._·.!:,) d r 

Q being~ the atomic cell volume and N the.number of atoms. 

II 
. ! 

(53) 

(54) 

(55) 
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S(q) is cailed "strti.cture factor"because it depends only on the 

geometry of the lattice. v(q) is called "form factor" and it depends 

essentially on the properties of the atom, except for the effect of 

changes of the Hartree potential of the valence electrons when an ion is 

in different crystals. 

To treat v(q) as characteristic of each atom has proved a major 

success of the pseudopotential method and it has allowed to analyze 

regular trends in the periodic table2 and even to do some successful 

interpolation of pseudopotentials on the periodic table. 55 ,57 For this 

purpose, v(q) is considered as a continuous function of q, a typical 

shape being shown in Fig. 28. For a particular crystal, with a given 

set of. reciprocal lattice vectors G, the corresponding set of v(.G) 's is 

used. 

The _empirical pseudopotential method as devised by Brust42 consists 

of an empirical fitting of form factors. Since v(q) goes to zero for 

large q, as shown in Fig. 28, only a few form factors need to be taken 

into account and many successful calculations have been done assuming 

only the first three or four form factors to be different from zero. 

The fitting procedure is by trial and error. The whole band structure 

must be calculated for each trial by diagonalizing the Hamiltonian at a 

mesh of points ink-space; E2 is calculated with Eq. (44) and compared 

with experimental data. The form factors are-then modified and the 

calculation is repeated. This goes on until a satisfactory fitting of 

E2 is found. Although the adjustment of form factors is done with a 

very limited freedom of choice in order to take systematic trends of the 

periodic table into account, the agreement with experimental data over a 

Ill 
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'J:?r~~d eriergy .range .. is very good for many crystals. 
2 

. . 
Spin-:-orbit splitting was neglected in the early calculations. Later 

. . 48 
some semi-empirical calculation was done by ~ardona et al. in their ~.".E. 

band structures. · They assume that, given the spin-orbit s'pli ttings at 

k=O, such splittings combine linearly at any point ~ of the Brillouin 

zone With the same coefficients that mix the k=O wave functions. The 

·' 
spin-orbit splitting .at theb()ttom 'of the c6nductionbahd was taken .from 

experimental data. 
. . . . 58 

:Recently spin-o;r:bit was introduced ·in pseudopotential calculations 

adding'~ 'tor materials wfth p~bands as it is our case, only·one extra 

parameterto the calculations. This parameter is usually adjusted in 

order to get agreement with the experimental spin-orbit splitting of 

the fundamental gap. Several calculations with spin-orbit effects for 

f th t "al f . t t f "l'b .. l 46 ,56 some o · e ma erJ. s o J.n eres or us are now avaJ. a e . 

c. of Six Semiconductors 

The six semiconductors of int.ercst for us> have cubic symmetry; the 

III-V compounds GaAs, GaSb, InAs and InSb have the zinc.blende structure, 

while Ge and Si·have th~. diamond structure. The BrilloUin zone, comnion to 

both s.tructures, is the typical Brillouin zone corresponding to a face-

center~d cubic lattice and it is shown in Fig. 29 in order to illustrate 

our notation f9r symmetry points and symmetry lines. Notice that.in the 

band structures of the following figures the portion between X and K is S. 

This is possible without introducing discontinuities, because 2: and S 

can be thought of as a unique straight line, as it becomes apparent if 

we imagine another cell stuck to the side of the ceil of Fig. 29. The 

... 
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prolongation of' I: just happens to 'be S in the added cell. 

Our semiconductors have been the subject of many band structUre 

calculations, and among them we choose to show in Fig. 30 those of 

Cohen and Bergstresser. 55 Although several more recent calculations 

are available for most of our semiconductors, and we shall refer to them 

in our discussion, the pseudopotential calculation.without spin-orbit of 

Cohen and Bergstresser is a systematic work that includes all the semi-

conductors of our interest, and it is therefore very useful for the 

observation of systematic trends. 

If we compare the band structures of' Fig. 30, we immediately notice 

a remarkaple similarity among the III-V compounds. In fact, we can go 

from one to the other qualitatively, by lowering r and reducing the 

other gaps at X and L accordingly in the sequence GaAs, GaSb, InAs and 

InSb. 

For Ge and Si the existence of' inversion symmetry, not present in 

the III-V compounds, makes the bands more degenerate than those of the 

III-V. compounds. However, the only. fundamental change for the bands 

reproduced in Fig. 30, in which we neglect spin-orbit coupling effects, 

is that xl and x3 become degenerate. Except for this change the band 

structure of' Ge is very similar to that of GaAs, as expected, since Ge 

is located between Ga and As in the same row of' the periodic table. 

The band structure of' silicon seems to be very different from the 

others. However, a careful comparison with Ge shows that most of the 

difference is simply that r
2

, is much higher in Si than in Ge. In Si 

r2 , is above r
15

, leading to the existence of' an indirect gap. This is 

a trend of' group IV, where the height of r2 , above r
25 

follows the 
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sequence. C, · Ge, Si , Sn, being ·zero. for the last of them, a fact· that · 

explains the semimetallic behavior. of gray (cubic) Sn. 

In order to illustrate which spli ttings occur when we take spin"" • 

orbit coupling into account, we show in Fig. 31 a band structure of GaSb 
. . . 46 

reproduced from a recent ·calculation. Although we· f>hould label the 

representations in Fig. 31 with the double-group notation, .we keep the 

single-group notation in order to make our discussion of the next sec·tion 

simp1er.and to be able also to compare Figs. 31 and 30 more easily; 

Let us now comment on Fig. 31 in detail, starting from the top 

valence band (band 4): the point r 15' ·s·{x:..;.fold degenerate wi tbout spin

orbit interaction, splits into one 4-fold and one 2,...fold degenerate 

states, very muc}l like the splitting of atomic p states intoJ=3/2 a!).d 

J=l/2 s~ates. The 4-fold degenerate bands at 1
3 

split into two doubly 

degenerate bands; strictly speaking, they split into thr~e bands, one 

doubly degenerate and two non-degenerate, but the single .bands stick 

together once again because of time reversal symmetry. 59 

The A line has the same symmetry as L, but .the time reversal 

argument is no longer applicable (it is valid for a point on a zone face 

only59 ). Therefore A
3 

is allowed to split into three bands, one doubly 

d~generate and'two non-degenerate. However, with both ends at Land f 

.degenerate, the separation of the single bands along 'A is probably small, 

and indeed calculations find no appreciable spli ttlng. 46• 56 · Spin-o:tbi t 

effects also split the 4~fo1d degenerate bands at t:.
5 

and x
5 

·into two 

doubly degenerate bands. 

The first conduction band (band 5) is doubly degenerate at L, A, r, 

6. and X when spin-orbit interaction is neglected, and spin-orbit cannot 

. ' ~ .-
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split this degeneracy. 

The next conduction band (band 6) has the same symmetry of the 

upper valence band (band 4) at r, !J. and 1, and the split tings are 

therefore the same. Along !J. the representation is tJ.1 which goes into 

x
3 

at X; the band is doubly degenerate and it is not split by spin-orbit 

interaction. 

Along the r line all the bands, either r 1 or r2 , are doubly 

degenerate when spin-orbit coupling is neglected. When spin-orbit 

interaction is introduced, symmetry no longer requires such degeneracy, 

but calculations show very small splittings. 46 

A rough estimate based on the degeneracy of the bands60 predicts a 

spin-orbit splitting of the upper valence band at 1
3 

of order 2/3 the 

spin-orbit splitting at r 
15 

(fundamental gap). More accurate calculations 

agree with this rule. 46 Calculations predict still smaller splittings 

61 46 for tJ.
5 

(band 4) and for 1
3 

(band 6). 

For the remaining III-V compounds, spin-orbit splittings are expected 

to be in some degree proportional to the splitting of the fundamental gap. 

Such splitting increases in the sequence GaAs, InAs, GaSb, InSb. For InSb, 

the spin-orbit splitting is larger than the fundamental gap. 

The spin-orbit splittings of Ge are smaller than those of GaAs.
48 

The picture of the split bands still resembles that of the III-V compounds 

(Fig. 31) with few changes: the already described degeneracy of x1 and 

x3 is not split by spin-orbit interaction; the 4-fold degenerate x4 

remains unsplit when spin-orbit coupling is introduced, and therefore 

the valence band splits into two doubly degenerate bands along !J. between 

r25 , and x4 , as in the III-V compounds, but both ends remain degenerate. 
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Finally an()ther minor difference is that the doubly degenerate bands 

along E are not split by spin-orbit interaction. 59 

The spin-orbit splitting of the Si band structt.lre.is similar to that 

of Ge, but the splittings are quite small because the 13,toni.ic spin-orbit 
. . .. '.. ·.· .. ' . 62 
coupling constant of Si is very small. 

D. Excitpns 

' Excitons play an important role in the optical spectra of solids 

and, although they have been th~ subject of extensive investigations,63 

many questions still remain open. Excitons are collective excitations of 

the electrons for which two pictures are currently given: 
... 64 

Frenkel 

excitons are excited states of individual atoms or molecules only 

perturbed by neighbors; although localized .in space, the excitation may 

propagate through the crystal transferring energy from one part to 

another. This description applies well .to .molecular crystals. Wannier's 

description, 65 more' sui table for semiconductors, .where the atoms interact 

strongly, is that of an electron wave packet and a hole wave packet 

ni.oving rather freely through the crystal, bound to each other by the 

Coulomb interaction. 

A crude but physicall;r clear description of Wannier excitons can be 

... ~. 

givenb;r treating an electron at the bottom of the conduction ba.nd as a ~ · 

quasiparticle with effective mass ril , and a hole at the top of the . e 

valence band as a quasiparticle with effective mass~· The attractive 

Coulomb energy of the pair is V = -e2/t r, ~here r is the relative· 
0 

electron-hole coordinate and e: , the static dielectric constant,·represents 
0 

the screening of the other electrons. Such a system has a set of· 
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hydrogenic"bound" 'states below the bottom of the conduction band. 

Strictly speaking, these are not bound states but rather the first 

ex<?i i:;ed ·si(ates of ,the crystal. However, we call the hydrogenic states 

"bound" states because they are below the first excited one"-eiectron 

state,'. thei~ energy beirig lowered by an attractive interaction. 

Such ·a crude description holds because the static di.electric 

const®t is large, of the order of 10 for m~ se¥dco~ductors, and the 

effectiy~ mass -of th~ eiectron-hole system is of the order of l/10 the 
,-. ' 

true electron mass,. Since tne radius of the exciton orbit, is proportional 
'• 

to t. and inversely proportional to the effective mass, the radius is of 
·o ·'' 

the order of 100 times the Bohr radius, much larger than the lattice 

constant. Therefore the electron-hole pair extends over many core sites 

arid the effective mass ·approximation works acceptably. 

An .exciton as descriped above is usually called a parabolic exciton, 

because the electron and the hole are about a parabolic (M ) critical 
,0 

point of t~e band :structure; in fact, the fundamental gap is alwa;ys an 

absolute minimum of the energy difference between bands'(see Section IV-A). 

However, at any point in k-space where the energy difference between two 

bands is extremal, the bands are parallel at least along one direction, 

and the group velocity of the electron and hole are the same, making a 

resonant motion possible. Phillips4 pointed out this possibility and 

called such resonances hyperbolic or saddle point excitons, when they 

occur at hyperbolic (M1 or M
2

) critical points. F..yperbolic excit'o!'ls 

are metastable because they are degenerate with continuum states into 

which they decay. 

Theoretical calculations are difficult at saddle points because 
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-.the eff¢ct:i v~ ·miss. equation .is -·:not se:pai&.b:).,e, although an adiabatic 

a~~ro~j_~~ti~n can, be •done ~6{' Another approacll is to truncate the Goillomb 

interaction betwE!en electron and hole to extend to ·-l:). finite- number of 

neighboring ce11t:/. 67',68 The calculation by Toyazawa· et al. E)B with a 

simple fS.-f:uriction inter~ction predicts for the exciton part of e:2 (w) at 

a -critica.J__ point }.ii,- ~--sh-ape ,similar to the_contribution to e:2 (w) from. 

one-el~ctron states at M . ·_ : (-.a~sundng M .:i:M ) • 
; :i,+l -'. ·. ·. ··. 0- 4 

., r • 

· Ex:citons, both of' :.parabolic and ~addle point type, haVe. been 
. . • . J 

-identified .in solid rare,g~es6~ ~d iliaJ.i-halides. 70 . In semiconductors, 

which have 'J.B.z•ge dielect~ic· constants (-10 compared with 5 for alkali-· 
: '·. :,i(.\<i::lf;~.)/; --~:; .> ; -: ,, ·, . : ·.· ··. _· . 

hal':i<ie~~\AAd>2• 5 :for"sbl~d -T~e gases) arid .a smaller coh~l.icti.6n 'bMd. mass, : . · · -r '•:;::~'~5;1?" r .;-. _ ·· . - - · _-- __ _ _. . _ _ _ - _ / - ___ . . . 
the_ ~:X:~i~op _binding ei:l.e~gy is s~aller. and :tt,t~ ;~xciton stl'l;l-ctur~ ·can 

: .' ··:j·,· <<:~·-,.~~-~~~· .. ~ ~;~·.· _ _."'"> ,·.··,~ ' , -. 'I ' • ,. ,. ,.· --·· ':•:• .·._,. ~. ~ ,· • • •) • 

. hard.lY'''~.Pll.it. from the one--electron . structure. Neverthe'less, parabolic 
,. --.· .. ·_.>· .. (1·::.~~-~~·:_·-:·< .. -..... · .. :_ .. _.·· .. : ' . : . ~/~>1 .. ~' ·:, 
.exci11oril web;·~ .unmist~ing}$ observed, 71 aPd there i~- -~vidence -to support 

'•',• •! • ,•;,r • ' ' • ', • ',r; ' 

. ' .. ., ' 

__ the exis,tE'm(!e .of hyp~rbolic exci torts, 13 ' 16 although th~ir prec;is~ role 

in the--optical spectra of f!emiconquctors is still_ not clear . 

.. _,, 
:.,.., 

-

., . '~ 1-'. 

~--
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V. COMPARISON WITH THEORY AND EXPERIMENT 

There are two ways to compare theoretical calculations with 

reflectivity measur~ents. One is to compare the dielectric constant 

.obtained from the experimental data with the theoretical values, and 

the other is to compare the measured reflectivity with the one calculated 

from the theoretical dielectric constant. 

The first method is based on the relations: 

n-ik-1 
n-ik+l 

If R is measured over a sufficiently broad frequency range, then 8 can 

(56) 

(57) 

be .obtained from a Kramers-Kronig relation between the real and imaginary 

parts of the complex function lnr=lnlrl + i8: 72 

e(w) = (2'1T/w) j in I r(w') 1 (w '2 -(i )-1 dw' (58) 

0 

Once lrl and 8 are known, it is straightforward to obtain n and k from 

Eq. (57) . From n and k one finds £
2 

( w) from Eq. ( 41) . The experimental 

curve for t:2 (w) is then compared with theoretically calculated £2 (w). 

The trouble with the above procedtire is that experimental measure-

ments seldom cover a wide enough frequency range and the Kramers-Kronig 

transform of Eq. (58) must rely on extrapolations at the ends of the 

spectrUlJl. For this reason it is more appropriate to follow the second 

procedure, which compares .the measured reflectivity spectrum directly 

with the.theoretical reflectivity spectrum 

We should remark that for the III-V and IV semiconductors in the 

I. 
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energy region we are interested, Rand e:2 are very much alike. 73 They 

don't have strictly the same shape, but peaks of R usually correspond to ,., 

peaks of' e;
2 

with only small shifts of t~eir energies, and the strengths 

are also pro~ortional. The.main difference is that e:2 goes to zero below 

the gap, while Rdecreases without going to zero. 

Since our discussion is rather q~alitative, we shall assume that 

the structure of R(w) alWB\Y'S follows that of e:;(w) closely. In particular 

we expect that spin-orbit splittings and temperature shifts of the e:2 

peaks. can be measured directly from the reflectivity spectrum. 

A. Discussion. of Each Spectral Region 
. . . 

We .start now discussing each spectral region iri detail, taking 
. . . . 

advantage of the similarities between our semiconductors and the 
. . 

systematic trends described in Section !V-C~ Forthis discussion we 

refer to Figs. 12 to 17 with the original spectra~ and Figs. 21 to 26 

with our decomposition of theE~,' E2 and Ei regions into individual 

structures. 

We summarize in Table TI our assigruneilts of all the observed 

reflectivity peaks to the corresponding iriterband transitions, and we 

summarize in Table III the spin-orbit splittings at various symmetry 

points deduced from our spectra. In the· tables and in th~ discussion, bands 

(with.out spin~orbit coupling) 13.re .numbered when some confusion .may 

arise because t:wo bands have the same representation. Also, in order to 

compare quickly with .the III-V compo~ds·, we label the Ge and Si transitions 

with the representation of the zincblende structure; we add between 

parenthesis the diamond structure notation when it is different. 

.. 

. ' 
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The following discussion of each spectral region refers to spectra 

1. The E1 Region 

Except for Si, all our spectra show a sharp doublet. It is generally 

agreed that this doublet correspond to A
3

-+A1 transitions with the 11.3 
level spin-orbit split. 2 ,6 

As shown in Table III, the observed splittings 

of the doublet ag:r·ee with the 2/3 rule (see Sec. IV-C). 

The non-existence of additional reflectivity peaks for 13-+11 
. 2 36 45 transitions has been a puzzl1ng fact. ' ' That we have seen no 

additional structure in the E1 region indicates that either the 13-+11 

transitions are too weak or they are hidden in the strong A
3

-+A1 structures. 

For Si, raising of r
1 

(r2 , in the diamond structure notation) above 

r15 (Fig. 30), makes the 11.3-+11.1 transitions and the L
5

-+L1 (4-+5) transitions 

partially degenerate in energy. As shown in Figs. 17 and 26, there are 

two overlapping reflectivity peaks at 3.40 and 3.45 eV. Assuming that 

similar transitions in different crystals would yield reflectivity peaks 

of similar strength, we should assign the 3. 45 eV peak to the 11.
3 

-+11.1 

transitions, and the 3.40 eV peak to the L
5

-+L1 (4-+5) transitions, 
:~f(:."•'i-.. 

partially degenerate in energy. We already pointed out in Sec. IV-C, 

that spin-orbit coupling is particularly small for Si. The splitting is 

6 62 only of 0.04 eV at r15 (r
25

,) ' and even smaller splittings are 

expected along A
3 

and L
5

. The resolution of our spectrum is clearly not 

sufficient to show the spin-orbit splitting of either A3-+A1 or L
5

-+L1 (4-+5) 

transitions. We therefore rule out the possibility that the two peaks at 

3.40 and 3.45 eV could correspond to the spin-orbit doublet of the 

A3-+A1 transitions. 
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-~ I .. .- . ' .. 

2. . 'I'll! :E ' . Region 
·> .0 

W~ .ban identFty. S:'.doUblt)t. in the. E~ group for the four II I-V 
.,.:::.·. ,'·' 

compounds Snd a ~ingle peak. for the group IV elements. Th.ese E~ peaks 

were o~igl~ally assigrt~d to 4+5 trB.nsitions. at or ~ear r,-4 ' 6 but the low 

joint density of ~tates near 'r rules out such a.n as~ignment. 45,46 The 

peaks are more likely due to 6+6 (4~5) trB.nsitions ·awa:y from f. Our 5 1 . 

result13 agree with the prediction, mentioned in Section IV-C, that the 

spin-orbit splitting along 6
5 

should be smalie~ than the splitting at· 

L
3 

(band 4). ' The observ~d E6 doublet for the III-V compounds has indeed 
,· ·,l ;I -

a splitting (see .Table· Til} smaller than that of the E1 ·_doublet and 

proportional to s~ch asplittingwithin-5%. In Ge, the degeneracy of 

x
5 

· {X~) ( s~e Sec. IV-C) ~es . the spli.tting of !!.
5 

(band 4) small, 74 and 
.. 

we wo-4dnot expect to resolve the spin-orbit doublet in the Ge spectrum. 

We therefore assign the Single E6 peak ofGe to 65~61 (4+5rtr~.r{sitions. 
. 62 The sa.n:te is true for Si,. which has an even smaller spin-orbit coupl~ng. · 

3. Th~ E2 Region 

Our spectra for all·t!te,six crys"Fals seem rather compiicated in this 

region. They gt:merally: show more structUres than either electroreflectance 
. • . •• 'l . . . . ' • ' 

and .thermoreflecta.nce spectra. However we can always decompose the !J2 

· group 9;Ui te unambiguously into a. broad strong reflectivity ·peak and 

s~ve~~-· smaJ.l peaks ·a.t higher en~rgies •' Pseud~potential calc~ations2 ' 43 ' 45 , 4§ 

indi~a_.~e that this broad: peak should be due to E2+r1 (4+5) transitions 
. . 

over a large region·in-the Brillouin zone.· The small spin-orbit splitting 

of the III-V compounds alon,g E would b_e difficult to resolve. From the 

band structures of Figs. 30 and 31 ,· one zn:ight expect to observe a . 
.... . .. 

reflect~vity peak corresponding to x
5
+x

1 
transitions at an energy between 
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E
2

+E
1 

(4+5) and 6
5
+61 (4+5) transitions. We cannot recognize any such 

structure in all our spectra. This suggests that either x5+x1 transitions 

are too weak, or they are hidden in the broad E2+E1 (4+5) peak. 

The small E2 peaks have higher energies than the E2+E1 transitions. 

As seen from Figs. 30 and 31, they should correspond to transitions 

between the valence band (band 4) and the second conduction band (band 6). 

There is some ambiguity in decomposing the small E2 structures, but we can 

unambiguously identify one peak in Ge and Si, three in InAs, InSb and 

GaSb, and probably also three in GaAs. We then recognize that for all 

the III-V compounds, the spacing between two of the three peaks agree 

quite well with the spin-orbit splitting of the 6
5 

level (see Table II). 

We therefore assign the doublet to 4+6 transitions along 6 (close to x).* 

The same transition should give rise to only one reflectivity peak in 

Ge and Si, since the spin-orbit splitting along 6
5 

for these two elements 

is small (see Sec. IV-C). Accordingly, the small E2 peak of Ge and Si 

should correspond to 6
5
+61 (4+5) transitions. The remaining small E2 

peak of the III-V compounds is assigned to 4+6 transitions around E as 

suggested by pseudopotential calculations. 75 Such a peak did not show 

up in the spectra of Ge and Si presumably because of the slight difference 

in their band structures. 

4. The Ei Region 

Our spectra,. limited by the uv cutoff of the spectrometer, cover 

only part of theE{ region in Si, Ge, GaSb and InSb and none in GaAs 

and InAs. The Ei peaks are normally assigned to 4+6 transitions along A, 

* This assignment is also suggested by pseudopotential calculation for 
GaSb, which shows two spin-orbit split peaks coming from 4+6 transitions 
along 6 in the neighborhood of X. (Ref. 46). 
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close to L.6 ' 35 Both A
3 

levels are spin-:orbit split, but the splitting 

of A
3 

(band 6) is expected to be considerably smaller than.that of 1\.
3 

(band 4 ).·46 ;56 We should therefore expect to see two doublets separated 

by the spin-orbit splitting of A
3 

(band 4}. 

In Si, the spin-orbit coupling is sma11,62 and we have observed only 

one unresolved_ reflectivity peak, as expected. In Ge we can identify two 

peaks with a separation somewhat larger than the splitting of the 1\.
3

-+-1\.1 

doublet. This suggests that the splitting of 1\.
3 

(band .6) in Ge is very 
- - ' 

small, and the observed _A
3 

-+-11.
3 

tr.ansitions are closer to L than the 1\.
3 

-+-A1 

transitions. In InSb, where the spin-orbit coupling is larger, we have 

actually,observed three peaks with the fourth one being cut off by our 
' - ' 

spectrometer. The spin-orbit spl.i tting of 1\.
3 

(band 4) derived' from them 
' ' 

.is again somewhat larger than the splitting of the 1\.
3 

-+-1\.1 doublet. The 

separation of the two overlapping peaks gives the spin-orbit splitting of 

A3 (band ~) near L (see Table III) • In GaSb, we can observe only one 

doublet.with a small splitting corresponding to the splitting of 11.
3 

(band 

6). The other doublet at_ higher energy should be outside the. range of 

our spectrometer. 

B. The Temperature Dependence 

We can obtain from our spectra at various temperatures some 

information about the temperature dependence of the band structure. 

Figures 12 to 17 show that all the major reflectivity peaks shift to 

lower energies at higher temperatures. The temperature shift of each 

peak is rather small and gradual. 

We present in Tabl~ IV the observed temperature coefficients of 
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. the E1 and major E2 peaks for all the six crystals. Note that Si has a 

smaller temperature dependence than the other crystals, presumably 

because it has a higher Debye temperature. 

We have studied the temperature effect on GaAs in more detail and 

Fig. 27 shows the temperature shifts of the E1 doublet and the major E2 

peak for this compound. The three curves behave similarly. The observed 

temperature shifts fit well with the exponential dependence: 

~(T) = E(T)-E(5°K) = A exp(-B/T) (59) 

with, for example, A=0.28 eV, B=320°K for the E2 peak. The order of 

magnitude of B is that of the Debye temperature, indicating a close 

connection betweeri the energy shifts and the phonon spectrum. 

The principal factors governing the temperature-dependence of the 

reflectivity spectrum are the thermal expansion of the crystal and the 

thermal vibration of the nuclei (Debye-Waller effect). Since an 

expanded lattice reduces the average potential seen by the valence 

electrons, the energy splittings between bands are generally smaller at 

higher temperatures, and the energies of the reflectivity peaks decrease 

accordingly'~ The thermal vibrations of the nuclei reduce the core 

scattering potential seen by the electrons by the Debye-Waller factor 

-w 76 e This additional reduction of the cores potential also makes the 

band gaps smaller and decreases the energies of the reflectivity peaks. 

We introduce both factors, thermal expansion of the crystal and 

Debye-Waller factor, in a·pseudopotential calculation for GaAs. 77 For 

this purpose, we start with the choice of a suitable set of pseudo-

potential form factors and spin-orbit parameter (at 0°K), such that we 
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obtain a good agreement between the calculated reflectivity and the 5°K 

spectrum of GaAs. In this theoretical band structure, we identify the 

critical points respo~sible_for the E1 doublet, which corresponds to a 

A3~A1 spin-orbit split transition, and the critical point responsible for 

the main E2 peak, which corresponds to a_L:2-+I1 (4~5) transition, as 

predicted in our discussion of Sec. V-A. Thereafter, we ~alyze quanti-

tatively the temperature variation of the parid gaps at the three critical 

points. 

We introduce the thermal expansion of the lattice in the calculation 

by varying the lattice constant. The temperature dependence of the 

lattice constant is obtained from the thermal expansion function for 

~aAs. 78 The lattice constants used at 5, 80, 150, 225 and 300°K are 

5.640, 5.640, 5.641, 5.643 and 5.645 A respectively. Since both the 

volume of the unit cell and the values of the reciprocal lattice vectors 

change slightly with variations in the lattice constant, we scale the 

pseudopotential form factors, the criterion being that the actual atomic 

potentials remain unchanged. 

-w . The Debye-Waller factor e ~s calculated from the experimental 

phonon spectrum and, since this calculation is greatly simplified for a 

monoatomic crystal, we use the phonon spectrum· of Ge instead of GaAs. 

This _is a reasonable approximation because the GaAs phonon spectrum is 

nearly identical to that of Ge, and the average density of GaAs is 'the 

same as that of Ge to within 0.5%. Accordingly, we use an expression 

given by Blackman79 for 

w = 

a monoatomic crystal: 

fp('J)'J-1 [1/2 + - 1-] d'J 
hG2 . ex-1 

2 8n m f p('J)d'J 
(60) 



... 

-61-

where x=h\)/kT, p(\)) is the density of phonon modes for Ge, G is a 

reciprocal lattice vector and m is the mass of the nucleus. The values 

of (W/G2 ) we obtain by u~ing Eq. (60) at 5, 80, 150, 225 and 300 °K are 

0.0010, 0.0015, 0.0024, 0.0034 and 0.0044 respectively. 

The Debye-Waller and lattice expansion effects are incorporated in 

the pseudopotential calculation of the band structure to give the 

temperature shifts of the band gaps at the three critical points 

identified above as responsible for the E1 doublet and the main E2 peak. 

The temperature shift is also calculated at r (the fundamental gap) as a 

test, and it is compared with the experimental temperature dependence 

obtained by Oswald, 80 finding a good agreement. 

The theoretical temperature dependence of the E1 and E2 peaks is 

shown, with dashed lines, superimposed ori the experimental curves in Fig. 

27. The comparison between theory and experiment for the E2 peak is good, 

and for the E1 doublet, the comparison is excellent. 

Separate calculation of the Debye-Waller and lattice expansion 

effects shows that the major part of the energy shift is caused by the 

Debye-Waller effect, with only a small fraction caused by lattice 

expansion. 

The temperature shifts of the reflectivity peaks of GaSb, InAs, 

InSb and Ge are similar to those of GaAs. Si also behaves similarly 

but with smaller shifts presumably because of its high Debye temperature. 

Therefore·we expect that similar theoretical calculations of the 

temperature shifts of peaks for these crystals would also yield good 

results. 

A survey of the spectra of Figs. 12 to 17 also suggests that there 
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m'Ust be a close connection between bro_adening and the phonon spectrum. 

In all the spectra, the peaks become. sharper when the temperature is 

dec.reased, presumably due to reduction of lifetime broadening, but the 

magnitude o.f the effect is not the Same for all the crystals. We observe. 

that sharpening of peaks at low temperature increases in the sequence Si ~ 

GaSb, Ge, Ga.As, InAs, InSb. This correlates almost exactly with the 

sequence of decreasing Debye temperatures, which is Si, Ge, Ga.As, GaSb, 

InAS, InSb; only GaSb occupies different places in the two sequences. 

This correlation indicates that further study of the connection between 

the broadening parameter of the reflectivity peaks and the phonon 

spectrum may yield interesting results for these crystals. 

C. Excitons 

Strong experimental evidence that the E1 doublet of Ga.As has a 

large exciton contribution is presented by Rowe et a1. 16 with a measure-

ment of wavelength-modulated reflectivity of a sample under uniaxial 

stress, at 77°K. They find as the only explanation for a pol~rization 

dependent splitting of the E1 peaks, the existence of a hyperbolic 

exciton. 

Additional evidence on the existence of excitons in the E1 spectral 

region is presented by ShSklee et al. 13 with a wavelength modulation 

reflectivity measurement on InSb at 77°K. They show, by analyzing the 

lineshapes of the E1 peaks, that such lineshapes are a mixture of those 

corresponding to M1 and M2 critical points. Since it is generally 

accepted that the E1 peaks correspond to M1 critical points, 2 the M
2

-

like portion of the lines is assigned to hyperbolic excitons, following 
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the prediction of Toyozawa et al. 68 on the exciton lineshapes at 

different critical points (see Sec. IV-D). 

Our spectra show, for the E
1 

low temperature peaks of all six 

semiconductors, lineshapes very similar to those reported by Shaklee 

et al. for InSb, therefore allowing us to extend their conclusions on 

the existence of hyperbolic excitons at E
1 

to all the six crystals. 

Furthermore, we notice that the positive parts of the dR/RdE lines are 

approximately the M
1
-like parts, while the negative parts are approxi

mately the M2-like parts of the E
1 

structure. The negative M2-like parts, 

which we assign to hyperbolic excitons, are the ones that sharpen very 

drastically at low temperature in agreement with the generally accepted 

idea that lifetime broadening for exciton peaks is more sensitive to 

temperature than for one-electron states peaks. These arguments on the 

existence of hyperbolic excitons at M
1 

are also strengthened by band 

structure calculations, since the theoretical reflectivity spectra, 

which are calculated neglecting excitons, predict peaks at E
1 

much weaker 

than the experimental ones, without the sharp M2-like negative portions. 46 

As a concluding remark, we notice in other spectral regions, 

particularly in E2 , that some peaks sharpen at low temperature more than 

others. Although the complexity of the E2 region rules out a simple 
. <,• 

1'frieshape analysis, this fact is an indication that there might be 

significant exciton contributions at some critical points responsible 

for the E2 structure. Such possibility requires further investigation. 
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VI. CONCLUSIONS 

Two goals have been achieved in this work: one is the construction 

of a very 'sensitive wavelength modulation spectrometer, the other is the 

measurement of the derivative reflectivity spectra of six semiconductors, 

yieiding new information, about their band structures. 

We have shown how to build a sensitive wavelengthmodu.lation spectrom._ 

ete:r' i(:) measure 'ciR/dE (or dR/Rd.E) o\rer a wide ,spectr~ range ~hich e~terids 

to the.rieS.r ultraviolet,' employing mostly~ommercici.lly. available compo"'7' 

rients. ,Modulation is introduced without basic modification of a 

co~ercial spectrometer. •· A two-be·a.m system with electronic-optical 

feedback loops eliminates the noisy backgrom1d effectively; even when an 

arc lamp is used. 

The spectrometer was used to obtain the spectra of six semiconductors 

at several temperatures. , ~our derivative spectra show clear improvement 
0 

of resolution,over other techniques. In particular our low temperature 

spectra give more cl~ar~ydefined reflectivity peaks than either 

electr.oreflectance >or, thermoreflectance. spectra. With available 

information about the band structure, the spin-orbit splittings and 

similarities among the semiconductors, "'e can consistently assign all the 

observedreflectivity peaks t9 proper critical transitions between bands. 

Values of spin-orbit splittings at various symmetry points can then be 

deduced. Results.agree wellwith theoretical,calculations. 

Our measurements at various temperatures also yield valuable 

information about the temperature deperidl:mce of the band st~ucture. 'All , 

the reflectivity peaks shift to higher energies at lower temperature. ·A 
' I 

theoretical calculation Of SOD'Je shifts by the pseudopotential method 

I. 

. . 
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yield good agreement with the experimental values. The structures in 

the spectra generally become much more pronounced at lower temperatures. 

Sharpening of the E1 peak at low temperature is particularly striking 

and can be explained in terms of the hyperbolic excitons associated 

with A. Whether the exciton effect is als9 important in the other 

transitions remains to be investigated. 

To help us make sure that our assignment of reflectivity peaks is 

correct, measurements on samples under uniaxial stress should be 

performed. That a stress can be exerted on the sample without much 

complication is another advantage of the wavelength modulation scheme. 

The pressure dependence of the reflectivity spect~um should also yield 

valuable information about hyperbolic excitons associated at various 

. 81 
symmetry points. 

With simple modifications, it is possible to adapt the wavelength 

modulation spectrometer for transmission measurements and also to 

extend the spectral range to the near infrared. This would allow us to 

extend the investigation of this work to the band gap of the III-V 

compounds, and probably gain new information on parabolic excitons. 

Wavelength modulation can also be applied to other semiconductors, 

metals, 82 and materials of biological interest. 
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APPENDIX 

WAVELENGTH-MODULATION OF A NEARLY MONOCHROMATIC LIGHT BEAM 

We have shown in Eq. (4) that the signal intensity of a wavelength-

modulated light beam as a function of its central wavelength A and 
0 

time t can be written, after a Taylor expansion, as: 

S(.A ,t) = foo g(.A'-.A -A coswt)[T(.A )+T'(.A )(A'-.A) 
0 0 0 0 0 

-00 

+ !2 T"(.A )(.A'-A )2 + ... ] dA' 
0 0 

If we change the variable of integration replacing A' by A, such that 

Eq. (1') becomes: 

.A = .A'-A -A coswt o· 

( 1 I ) 

( 2 I) 

s(A ,t) 
0 

= f oo g(.A)[T(.A )+T' (.A )(A+A 
0 0 

1 2 coswt) + 2 T" ( A
0

) ( A+Acoswt) + ... ]dA 

-00 

Integrating term by term, 

00 

S(A ,t) 
0 

= T(A
0

) foo g(A)dA+T' (A
0

) f g(A )(A+Acoswt) dA 

-oo _oo 

1 ! 00 

2 + 2 T"(A
0

) g(A)(A+Acoswt) 

-00 

+ ••. 

If we now expand each parenthesis of the type (A+Acoswt)n and 

integrate term by term again, we find integrals of the type 

( 3 I ) 

( 4 I ) 

( 5 I ) 
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where a is a positive integer. Since g(;l.) is a symmetric f-qnction, 

only those integralswith even a a.re' diff~rent from zero. Also, because 

g(;l.) is normalized tow, we canwrite, for a=2, 

wher~ ~2 is adimEms~onal, (~2=1/6 _:for the ideal g(;l.) of Fig. 1), and we 

can write similar. expresions for a=4, etc. 

Finally Eq. ( 4' ) becomes : 

1 . . . 2 . 2 3 
+ 6 T'" ( A

0
)WA( 3~2w coswt+A cos wt) + ... 

· We now expand p()wers o:f co.swt into Fourier components cos2wt, 

cos3wt, etc. using well known trigonometric identities, and collect 

terms; we finally obtairi: 

S(A ,t) = [T(A )W + 1
2 
.. T"(). )(~2if-+ ~2 ,A2 )w + .•. ] 

0 . 0 0 . . 

+ ( ••• ] cos2wt + ... 

This is the expression we sought, in which we are interested only 

in the first two terms, that are the ones we measure. We now want to 

( 6') 

(7 I ) 

( 8 I) 

retain ollJ.V tl1c 1..:-:adlllf:: terms in each of the first two brackets. ~-le can 

do this if 

!. T"(). )(~vf + !. A2) « T(). ) 
2 0 2 0 

( 9 I ) 

... 
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and 

For a spectral line with a characteristic width 6, we can estimate 

orders of magnitude assuming that T 1 (>.. ) ~ T(>.. )/6, T"(>.. ) ~ T(>.. )/6
2 

0 0 0 0 

(10 I) 

a.ndT 1"(>..) ~T(>.. )/63 . Therefore conditions (9 1
) and (10 1

) are satisfied 
0 0 

if 

(11 I) 

and 

(12 I) 

Both requirements can be shown to hold exactly for Gaussian and 

Lorentzian lineshapes. 
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Table I. Sample properties and etching information. 

Material Type Carrier Etching Compound Etching 
Concentr~tion (parts per volume) Time 

(em- ) (sec) 

GaAs n 1016_1017 3HN0
3

+1HF+4H20 120 

GaSb p 1.5-3. 5Xl0 17 1Br2+15CH
3

COOH 30 

InAs n 2-5Xl016 1Br2+15CH
3

0H 120 

InSb n l-5Xl014 1Br2+10CH
3

COOH 30 

Ge p 5Xl015 -5Xl016 2HN0
3

+1HF+4CH
3

COOH 90 

Si p 0.5-1Xl013 6HN0
3

+3HF+3CH
3

COOH 30 



Table II. Energies (eV) of observed reflectivity peaks in the six crystals. Assignment of various peaks 
to particular interband transitions is also given. 

~ ~ -

El E' 0 E2 Ei 
l 

- f1j·+A1 b. -+b. (4-+5) 
5 l r 2 -+r1 ( 4-+5) r 2 -+r1 ( 4-+6) b. -+b. (4-+5) 5 l 11.3-+11.3 

.. ~ . 

GaAs 3.017 3.245 4.44 4.60 5.11 5.64 5.91 6.07(?) 

GaSb 2.154 2.596 3.35 3.69 4.35 4.55 4~75 5.07 5.51 5.65 

InAs 2.612 2.879 4.39 4.58 4.74 4.85 5.33 5.52 

InSb l.983, 2.478 3.39 3.78 4.23 4.75 4.56 4.92 5.33 5.50 5.96 

Ge 2.222 2.420 3.20 4.49 5.01 5.58 5.88 

Si 3.45 3.40 4.44 4.60 5.53 

Estimated 
Uncertain~y ±0.004 ±0.008 ±0 •. 01 ±0.03 ±0.03 ±0.03 

' ~ 

·~ 
.«: 

I 
~ 
0\ 
I 

·:_: 

' 
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Table III. Spin orbit splittings (in eV) at various points in the band structures of the six crystals 
obtained from analysis of our reflectivity spectra. The values of spin-orbit splittings 
at r

15 
are obtained from Ref. 6. 

s-o 
A

3
(band 4) · A

3
(band 6) 

Splitting rl5 !::,5 

at from A
3

-+A1 from /'r. -+A 
3 3 

from A
3

-+A
3 

from ll
5 

-+!11 ( 4-+5 ) from !1
5 

-+ll
1 

( 4-+5 ) 

Material transitions transitions transitions transitions transitions 

Ga.As 0.34 0.22 0.16 0.16 (esti 

GaSb-·- o.Bo 0.45 0.14 0.34 0.32 

InAs 0.43 0.27 0.19 0.19 

InSb 0.82 0.50 0.63 0.17 0.39 0.36 

Ge 0.29 0.20 0.30 

Si 0.04 

mate) 

I 
--:j 
--:j 
I 
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Table IV. Averagetempere.ture shifts·in unit Ofl0-4 eV/°K between 
80 ·e.n~ 300 °K t;or the El dou~let and tefl major E2 peak in 
the sl.x crystals. Accuracy J.s ±o.4xlo eV/°K. 

GaAs GaSb InAs· InSb Ge Si 

·.· 

El -5.3 -4.5 -5.0 -4 .. 4. -4.2 -2.2 

E2 -3.6 -4.1 -5.6 -3.6 -2.4 -2.2 

' . 

,., 
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FIGURE CAPTIONS 

Fig~ 1. Ideal shape of the slit function g(A) for a monochromator with 

Fig. 2. 

entrance and exit slit width equal to W. 

2 
Superposition of two Gaussian peaks, y1 = exp(-x /2) and 

y
2 

= 0.25 exp[-(x-d)2/0.5], for three different separations d. 

y
1 

and y
2 

are shown with dotted lines. The upper curves show 

y=y 1 +y 2 • The lower curves show dy I dx. 

Fig. 3. Block diagram of the optical system. 

Fig, 4. Optical parts for modulation and background compensation. The 

light beam is shown for the central (solid lines) and extreme 

positions (dashed lines) of the mirror oscillation. 

Fig. 5. Light beamconverging on the entrance slit of the spectrometer 

Fig, 6, 

with diaphragm D at a) central position; b) off-central position. 

SR(A. ,x) for three different positions of the diaphragm: 
. 0 

a) centered; b) off-center; c) diaphragm off-centered for 

background cancellation. 

Fig. 7. Optical parts after the spectrometer for the two-beam system. 

Mirrors c1 and c2 are a matched pair. Mirror c
3 

and the mirrors 

of the beam chopper are the other matched pair. 

Fig, 8. Block diagram of the electronic system. 

Fig. 9· Signal waveforms at different points: a) photomultiplier output; 

b) preamplifier output; c) reference 9hannel after switch, 

d) sample channel after switch; e) operational diagram of the 

electronic switch unit. The shift VC at the preamplifier is for 

the operational mode in which R and dR/dA. are measured. Sizes of 

ac signals are exaggerated, Signals are negative because they 
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come from a photomultiplier, 

Fig. 10. biagram of the Electronic Switch Unit. 

Fig. 11. Test of GaA.s spectrum a.t liquid helium temperature. a) ac 

spectrum (dR/dA); .b). ~k spe~trum (R) recorded simultaneously 

with a); c) R calculated by integration of dR/df.. The arrows 
. 

iri a) point to the. residues of xenon lines. 

Fig. 12. Logarithmic deriyative of the reflectivity spectrUlli of GaA.s 

at 5, 80 arid 300 °K. 

Fig. 1,3. Logarithmic derivative of the reflectivity spectrum of GaSb at 

5' 8o·and 300 oK. 

Fig. 14. .Logarithmic derivative of tpe refle.cti vi ty spectrum of InAs 

5, 80 and. 300 ok. 

Fig. 15. .Logarithmic derivative of the reflectivity spectrum of InSb 

5, 80 and 300 °K. 

Fig. 16. Logarithmic derivative of the reflectivity spectrum of Ge at 
, .. 

5, 80 and 300 °K. 

Fig. 17. Logarithmic .derivative of the reflectivity spectrum of Si at 

5, 80 and 300 °K. 

at 

at 

Fig. 18. Reflectivity spectrUlli and logarithmic derivative reflectivity 

spectrUlli of InSb at 5°K in the range between 1.75. and 6 eV. 

Fig. 19. Electroreflectance spectrum of IriAs at room temperature 

(reproduced from Ref. 6). 

Fig. 20. Thermoref'lectance spectrumof.InAs at 77°K (reproduced from 

Ref. 11) .. 

Fig .. 21. Decomposition of the derivative spectrum of GaA.s at 5°K into . 

· . many components • 
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Fig. 22, Decomposition of the derivative spectrum of GaSb at 5°K into 

many components. 

Fig. 23. Decomposition of the derivative spectrum of InAs at 5°K into 

many components. 

Fig. 24, Decomposition of the derivative spectrum of InSb at 5°K into 

many components. 

Fig. 25. Decomposition of the derivative spectrum of Ge at 5°K into 

many components. 

Fig. 26. Decomposition of the derivative spectrum of Si at 5°K into 

many components. 

Fig. 27. Temperature shifts of the E1 doublet and the major E2 

reflectivity peak of GaAs. 

Fig. 28. Typical shape of v(q). 

Fig, 29. Brillouin zone of a face centered cubic lattice, showing 

symmetry points and symmetry lines (from Ref. 83). 

Fig, 30, Ba.nd structure of GaAs, GaSb) InAs, InSb, Ge and Si (from 

Ref. 55); spin-orbit coupling is neglected. 

Fig, 31. Band structure of GaSb (from Ref. 46); spin-orbit coupling is 

considered; the single group notation is used for the 

representation labels. 
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LEGAL NOTICE 

This report was prepared as an account of Government sponsored work. 
Neither the United States, nor the Commission, nor any person acting on 
behalf of the Commission: 

A. Makes any warranty or representation, expressed or implied, with 
respect to the accuracy, completeness, or usefulness of the informa
tion contained in this report, or that the use of any information, 
apparatus, method, or process disclosed in this report may not in
fringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, or for damages 
resulting from the use of any information, apparatus, method, or 
process disclosed in this report. 

As used in the above, "person acting on behalf of the Commission" 
includes any employee or contractor of the Commission, or employee of 
such contractor, to the extent that such employee or contractor of the 
Commission, or employee of such contractor prepares, disseminates, or pro
vides access to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 
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