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Inorganic Materials Research Division, Lawrence Radiation Laboratory 
Department of Chemistry, University of California, Berkeley, California 

INTRODUCTION 

. In studies of the chemistry of surfaces we would like 

to rely on our k.nov1ledgc of four fundamental properties. (l) These are: 

1) The structure of the surface. Direct determination of the atomic 

surface structure· is just as important as determination of the structure 

of solids by x-ray diffraction. ~1acroscopic irregularities such as 

steps and dislocations at surfaces influence many of the surface chemi-

cal properties. 2) The thermodynamic properties of surfaces. Thermo­

dynamic studies would allow us to determine which crystal faces of 

solids would be likely to form under a variety of experimental condi-

tions. From surface thermodynamic properties we should be able to pre-

dict the surface composition of multi-component systems (alloys, solu-

tions) and predict changes of surface free energy upon adsorption, ad­

hesion,or lubrication. 3) Ttle dynamics of surface atoms. We should 

gain information about the energy m1d displacement of the surface ato~s 
as they vibrate about their equilibrium lattice position since these are 
important parameters in the energy transfer during surface chemical reactions. 

Surface diffusion studies reveal the mechanism of which atomic transport occurs 
along the surface. The understanding of surface diffusion kinetics is also 

essential in uncovering the mechanism of many surface chemical reactions. 

4) The electrical prouerties of surfaces. These studies uncover the 

nature of charge transport processes at the surface (conduction by mobile 

electrons or ions) which, in turn, should permit us to assess the possible 

role of mobile charges in chemical swface processes. The emission prop­

erties of solid surfaces (electron-emission, ion-emission) yield infor~ 

mation about the electronic structure at the surface, about the composi-

tion of the surface, and of changes of charge distribution (space charge, 

charge transfer) in a particular chemical interaction with adsorbing 

species. 

We wish to. know these fundamental properties not only for the clean 

surface but also for the molecules in the adsorbed layer. .All of these 
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properties are to be considered and taken into account in studies of 

more complex surface cheniical reactions that so frequently occur in 

biochemical sygtems and in the chemical technologies. 

Our understanding of these physical-chemical properties 

of surfaces until recent times has been poor \>Then compared to our know­

ledge of these properties for atoms or molecules in the gas phase or in 

the solid state. The reason for our lack of information about surface 

properties become~ clear when we compare the density of surface atoms 

with the density of atoms in the bulk of the solid. A typical·solid, 

like silver, has a bulk density of about 5.9 x 1022 atoms/cm3
• The 

surface density of atoms can be estimated to be approximately the 2/3 
. 15 2 power of the volume density that is equal to 1. 5 x 10 atoms/ em • 

Thus in any experiment that is aimed at studying the surface one attempts 

to investigate the properties of ~1015 atoms/cm2 in the background of a 

much larger concentration of bulk atoms. Clearly, we need experimental 

techniques that are sensitive only to the topmost monolayer at the sur­

face. In the past, the development of surface chemistry was hampered 

by the scarcity of experimental tools that provide information about 

the surface layer only:, without containing a great .deal of bulk informa­

tion. Surface chemists, therefore, were forced to prepare and carry 

out measurements on samples of high surface/volume ratio, i.e., small 

particles. Since dispersed particles of small size are very important 

in many fields of applied surface science (heterogeneous catalysis, 

photography, colloid science) most fundamental physical-chemical prop­

erties of surfaces were naturally studied in this medium. l•fany ingeni­

ous experiments were carried out to determine the particle sizes ac­

curately, to measure the amount of gas adsorbed on the surface of the 

particles, and to monitor the rates of chemical reactions that take 

place. Although studies of the various properties of the clean particle 

surfaces '\>lere difficult to carry out, a great deal of kno1vledge of the 

properties of ·adsorbed gases and liquids has been accumulated this '-ITaY. 

of the thermodynamic properties (heats of adsorption, adsorption iso­

thermey of the adsorbed l2.ycr on dispersed particles have been determined, 
and even the 
area occupied by some of the adsorbed molecules has been measured. 

I• 

.. 
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In spite of the very large efforts of generations of ingenious 

experimentalists in surface science, there were serious limitations to 

the investigations of some of the fundamental properties of clean 

and gas-covered surfaces through studies of such dispersed systems of 

small particles. The atomic structciTe of the surface was unY~own. 

Often, the surface information that is to be extracted from changes 

of experimental parameters vms only a small fraction of the total 

change and was of the magnitude of the experimental uncertainty. For 

example, surface heat capacity measurements using small particles have 

been attempted by many, but succeeded only rarely. Due to the some­

times overwhelming difficulties of surface studies surface science be­

came technique-oriented; certain measurements were applicable to studies 

of the surfaces of a small group of materials under well defined but 

limited experimental conditions. Such methods of study, although they 

have led to striking advances in certain limited areas of surface science 

(for example, studies of monomolecular layers of organic solids on liquid 

surfaces) have not much helped the development of surface chemistry as 

a whole as a field of science where fundamental physical-chemical prop­

erties are to be established and to be used as building blocks to under­

stand the properties of co~plex surface systems. Surface chemistry (not 
unlike many other fields of chemistry) 
like "a tree with many branches but >vithout a trunk. Regretfully, in the absense 

of fundamental physical-chemical information about surfaces, surface 

chemistry teaching has been reduced in most university chemistry depart­

ments to a few lectures as a part of a physical chemistry course, and 

research on the fundamental properties of surfaces is not being actively 
pursued in most laboratories. 

From the middle 1950's, however, there have been several techno-

logical developments which focused renewed attention to surfaces and to 

studies of their physical-chemical properties. Semiconductor devices 

with lare;e surface to volume ratios necessitated a better understan<ling 

of the structural and electrical properties of clean surfaces. Single 

crystals in ultra high purity (impurity concentration in the parts per 

million ranges) becrune avaJlable in ever-increasing mnnbers and found 

technological use. Due to our efforts of space exploration, modern 

vacuum tethno1(y:y h:1:· •'• v· ·lo)J(~d to <Jr:prcccdcntcd levcln r,;uch th~t the 
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attainment of ultra high vacuum (less than 10-8 torr) became available 

at a moderate cost and reasonable experimental times (hours). The 

ambient gas flux striking a surface at 10- 6 torr is large enough 

(~1015 molecules/cm2 sec) ~o cover a surface of typicalatomic density if 

every molecule incident on the surface sticks. At 10-8 torr there is 

at least 100 seconds available before a monolayer adsorbs on the sur­

face. Thus the attainment of ultra high vacuum made the study of clean 

surfaces possible for the necessary experimental times. It became 

clear that studies of the fundamental properties of 

surfaces should be carried out, whenever possible, on initially clean 

and preferably single-crystal surfaces. Experimental evidence began 

to accumulate, indicating that the crystal orientation is an important 

variable in the determination of the reactivity of surfaces. Today 

experiments can be carried out on one face of a clean crystal in ultra 

high vacuum with relative ease. Many new experimental techniques be­

came available in recent years that can be applie~ broadly, to the 

studies of most surfaces (for example, low energy electron diffraction, 

auger emission spectroscopy, ellipsometry, etc.). As a consequence, 

the physical-chemical properties of surfaces are being un-

covered at an unprecedented rate. 

The structure, the thermodynamics, the dynamics and the electrical 

properties of clean surface and of the adsorbed layer are presently 

the subjects of detailed investigations by surface chemists. We shall 

revievr our understanding of each of the fundamental aspects of sur.face 

chemistry. We shall concentrate on present views and understanding of 

these properties. All of these surface 

properties should be considered and taken into account in studies of 

more complex surface chemical reactions. 

THE STRUCTURE OF SURFACES 

To the naked eye one face of a diamond crystal, bounded by hic;h 

density ntomic pJ..: .• ncc, looks flat and perfect. However, clo<>er 

inspection of u1y fre:.;hly groHn cryntal !.iu.d':(c<: by u3J.ng r.:.n optieu.l 

.. 

, 
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microscope with fairly large magnification (100 X) reveals large regions 

where the atoms are "dislocated" from their position in the surface 

plane to other parallel atomic planes separated from each other by 

ledges 102 -105 A high. For example, Figure (1) shows one face of a 

cadmium sulfide single crystal that exhibits a large concentration of 

these terraces. The growth of these terraces of parallel atomic planes 

is largely due to a small mismatch of atomic planes called dislocations 

in the bulk of the crystal.(2) These dislocations may propagate to the 

surface and growth of new atomic planes can begin at the emergence of 

these so-called "line defects." 

There are several types of dislocations, depending on the way the 

mismatch has occurred in the buJJc. Dislocation densi ti~s _of the order 

of 104
- 108 cm-2 are commonly observable on single-crystal surfaces 

that exhibit different chemical bonding properties. These concentra­

tions may be compared >vith the surface concentration of atoms, vrhich 

is on the order of 1025cm-2
• Thus each terrace that has developed out 

of a dislocation may contain roughly (1015/10 6
) = 109 atoms in a low­

dislocation density single-crystal surface. 

Using electron microscopy( 3) to examine the structure of the seem­

ingly ordered surface domains between dislocations at still larger 

magnification, we find that these atomic terraces are far from perfect. 

Figure (2) is a scanning electron microscope picture of a zinc crystal 

plane using a magnification of about 100,000. The surface is full of 
0 

ledges--small stacks of terraces separated by steps 5-100 A high. Thus 

the surface is heterogeneous even at this submicroscopic scale. 

Typically, in an area of 1~2(1~ = 10-4 em) one can distinguish several 

surface sites which differ by the number of neighbors surrounding them. 

These are sho"''ln schematically in Figure (3). A surface atom is sur­

rounded by the largest number of neighbor atoms when it is located in 

an atomic plane; this number is reduced subr.;tantially for surface atoms 

along a ledge· or a step. 

Now let us consider the experimental techniques which are capable 

of viewing the surface on an atomic scale. /,.n~ong these the most 
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frequently used are field ion microscopy(4) (FIM) and lo1v energy electron 

diffraction (LEED). (5) 

Field ion microscopy allows us to distinguish individual atoms in 

the different crystal planes. Under the influence of a large electric 

field (~109 volts/em) at a small crystal tip, helium atoms that are 

incident on the tip are ionized. The positive ions are then repelled 

from the surface radially and accelerated onto a fluorescent screen 

where a greatly magnified image of the crystal tip surface is displayed. 

The intensity on any part of the screen is proportional to the number of 

incident helium ions. Since the concentration of helium ions produced 

at each crystal surface depends upon the unique atomic and electron 

densities in the different surface planes, the various crystal surfaces 

of the tip end, even the various atomic positions, can be identified by 

studying the intensity contrast of the fluorescent screen. 

Figure (4) depicts the image of a tungsten field ion tip. The uniform 

intensity in well-defined areas of the crystal surface is due to ion 

emission from given atomic planes that bound the tungsten tip. The fact 

that these crystal faces can be readily distinguished and identified 

indicates that they are ordered on an atomic scale0 i.e., most of the 

surface atoms in any given crystal face are situated in ordered raws 

separated by ~orell-defined interatomic distances. The field ion picture 

may also indicate the movement of a small number of surface atoms and 

identify the presence of point defects or vacancies in the surface. 

Surface atoms may move along one atomic plane and leave a vacancy--a 

vacant atomic position~-behind. Thus, along with the atomic steps and 

ledges, single atoms and vacancies (point defects) are also distinguish­

able in ~tomically ordered crystal planes. 

Another method which has revealed that the crystal surfaces are 

ordered on an atomic scale and which is most frequently used to study 

the structure of surfaces utilizes diffraction. In order to obt~in 

diffraction from surfaces the incident wave has to satisfy the conditi•m 

A. ~ d, where ), if; the wave-length of' the :i nclcknt beam nnd d i:-; the 

interatomic distance j_n the surfa.ce. Also, the incident berun should not 

penetrate iHuch hclo;·r ~- 1 ·;.~: ~urf:Lcr~ pl:J. ·,t;! but should bnck-diffrac:t dorrd.nrtntly 
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from the surface so that the scattered beam reflects the properties of 

the surface atoms and not of atoms in the bulk. Low-energy electrons (5-500 eV) 

satisfy these conditions and low-energy electron diffraction is used 

almost exclusively at present to study the structure of crystal surfaces 

and the rearrangement of surface atoms which may take place as a function 

of temperature or exposure to'gases. 

The technique of a. lovT-energy electron diffraction experiment is 

shown in Figure (5a), in whicl1 monochromatic electrons are shown back­

scattering from one face of a single crystal. The elastically scattered 

fraction, i.e., those electrons that do not lose energy in the scattering 

process, contains the diffraction information. These electrons are al­

lowed to impinge on a fluorescent screen on i-rhich the diffraction pattern 

is displayed. (5) A typical diffraction pattern from a clean (ill) face 

of a platinum single crystal is shown in Figure (5b). The more that atoms 

are located in ordered rows in "YThich they are separated from their neigh­

bors by well-defined distances, the smaller are the diffraction spots 

and the higher their intensity. The presence of the small, high intensity 

diffraction spots clearly indicates that the surface is ordered on an atomic scale. 

1 ~ • 

Sim~lar low-energy electron diffraction patterns have been obtained from 

solid single-crystal surfaces of many types. 

Thus we can conclude that: 

{a) The surface is heterogeneous on a microscopic and submicroscopic · 

scale. One can distinguish atomic terraces separated by ledges--atomic 

steps of various heights. There are vacancies in surfaces and severed 

atomic positions distinguishable by their different numbers of nearest 

neighbors. 

(b) The surface appears to be \-Tell ordered on an atomic scale. Most of 

the surface atoms are·located in ordered rows characterized by well­

defined interatomic distances. 



-8-

The Atomic Structure of Surfaces 

Most of t'he surfaces studied by low-energy electron diffraction so 

far have been high density faces of monatomic or diatomic solids. With­

out exception, all of these faces exhibit ordered structures on an 

atomic scale. These ordered surfaces may be divided into two classes:(5) 
l) those that have untt cells identical in the projection of the bulk 

unit cell to the surface and 2) those characterized by unit cells that 

are integral multiples of the unit cell dimensions in the bulk. The 

different crystal faces of tungsten, nickel and aluminum, for example, 

seem to belong to the first class. However, most semiconductors (Si, 

Ge, GaAs, InSb) and som~ of the metal surfaces studied so far (Ft, Au, 

Bi, Sb) belong to the second class. These surfaces exhibit diffraction 

patterns with extra diffraction features superimposed on the diffraction 

pattern of the substrate unit mesh (predicted by the bulk unit cell). 

For example the (lll) face of silicon has unit cell dimensions that are 

identical to the bulk unit cell below 700°C. The corresponding diffrac­

tion pattern is shmm in Figure (6a). At or above 700°C a new ordered 

sur~ace structure forms as indicated by the appearance of new diffraction 

patterns (Figure 6b). The surface structure is nm-1 characterized by a 

unit cell that is ·seven times as large as the bulk unit cell along the 

(lll) surface. 

Surface structures of this type may be formed by a periodic dis­

placement of surface atoms out of the surface plane • The surface >wuld 

thus exhibit a periodic 11buckling11 giving rise to new, characteristic 

diffraction. features. This mechanism may best be illustrated by con­

sidering the differences in the atomic environment of surface and bulk 

atoms. 

Surface atoms are in an anisotropic environment as though they were 

surrounded by atoms on one side and by vacancies on the other. These 

atoms can 11 relax" by moving out of plane, perpendicular to the surface--a motion 

that is not .o.llm-red for the bulk atoms. DependinG on the bonding prop-

erties of the :-;ol:i.d, ::t0n:~ ~ny be di~plnced out of plane in a periodic 

manner. · Calculntion:.:(6a,b) j.ndi.co.t.: that the formation of some of these 

.. 

, 
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buckled surfaces can be energetically favored over the formation of flat 

surfaces in temperature ranges belovr the melting point of the solid. 

The appearance of any new surface periodicity will be reflected in the 

characteristics of the LEED diffraction pattern. It is likely that 

surface structural rearrangements in germanium, silicon, and other semi­

conductor surfaces take place by this mechanism. 

It should be noted that the periodic out-of-plane surface relaxation 

should be very sensitive to the presence of impurities or to certain 

types of lattice defects emerging at the surface (dislocations and 

vacancies). These could cause the collapse of surface structures by 

changing the chemical environment about the surface atoms or, in some 

cases, could also catalyze their formation. 

Some of the metal surfaces ,.,ere also found to undergo atomic re­

arrangements. For example, the (100) surfaces of gold, platinum and 

iridium exhibit diffraction patterns that can be interpreted as indi­

cating the presence of a hexagonal arrangement of scattering centers 

superimposed on the underlying square (100) substrate. The chemical 

properties of this surface structure [its sensitivity to chemisorbed 

gases] make it likely that the surface structure is again the result 

of periodic buckling of the surface plane. In this case, however, the 

surface relaxation resulted in the formation of a hexagonal surface 

structure, i.e., there is a change of rotational multiplicity (from 

4-fold to 6-fold). For semiconductors the surface structure maintained 

the rotational multiplicity of the bulk unit cell except that the sur­

face net became enlarged. It appears that these metal surfaces have 

undergone a phase transformation from a face centered cubic to a hex­

agonal close-packed surface structure while no corresponding transfor­

mation occurs in the bulk of the solid. 

The crystal structure that a solid 1-Till take up has been shmm ( 7a 'b) 

to depend primarily on the number of unpaired s and p valence 

electrons per atom that are available for bondi~1· A theory b:tscd on 

this concept, Hht:n extended to include the co:rLribution of unpaired d 

electrons. to the bindinG, can explain and predict the structure and 

stablli ty runge 0.1.' wo:;t alloyo. tlurface atoms, ln addit:i.on to br.:inr_~ 
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in an anisotropic environment, have fewer neighbors than atoms in the 

bulk of the solid. Therefore their electron density distribution may 

be different from that in the bulk, and they may have fewer or more 

valence electrons available for bonding than the bulk atoms. Thus 

they may undergo structural transformations in the surface plane with 

respect to their crystal structure in the bulk. 

It should be noted again,. just as in the case of surface relaxation, 

that impurity atoms with different numbers of unpaired valence electrons 

per atom ma;>' cause or accelerate surface phase transformations of this 

type on transition metal surfaces, or conversely, may inhibit it. For 

.example, carbon (electron donor) stabilizes the f. c. c. surface structure 

on the platinum and gold (100) surfaces. On the other hand there appears 

to be evidence that oxygen adsorbed on these noble-metal surfaces may 

act as an electron acceptor and can stabilize the hexagonal surface 

structure. (5) 

This mechanism of surface phase transformation would also predict 

the formation of surface alloys with a variety of structures and other 

interesting physical-chemical properties. These may be prepared by the 

deposition of other suitable metal atoms with different numbers of un­

paired valence electrons. 

There are several reports of ordered surface rearrangements induced 

by changes in the stoichiometry at the surface~ 5 ) For example, the (0001) 

face of aluminum oxide (~-alumina), exhibits a surface structure charac­

teristic of the bulk unit cell. Upon heating to 1200°C in vacuum, the 

surface structure changes; during this time there is also detectable 

oxygen evolution from the surface. When the oxygen deficient high 

temperature surface structure is heated in oxygen the original low 

temperature surface structure is restored. This reversible phase trans­

formation could be induced at will upon introduction or removal of 

oxygen. 

It appears that the high-temperature oxygen deficient surface 

structure has a compo;~i tion that corresponds to Al2 0 (or AlO). These 

oxides are sb.ble spcci\~S in the vapor ph3.sc but are not thermodynamically 

stable in the solid state. 

• 



• 

.,. 

-ll-

If the reduced oxides of aluminum, Al20 or AlO, are stable in the 

a-alumina surface at elevated temperatures, it is likely that the other 

thermodynamically unstable oxides might also be stabilized in the surface 

environment. Vanadium pentoxide, V205 shO\-lS similar structural changes 

. upon variation of the surface chemical composition. (5) 

THERMODYWV~CS OF SURFACES 

The thermodYllamic properties associated with surfaces are, in 

general, defined separately from the bulk thermodynamic properties. (B) 

Consider a large homogeneous crystalline body that contains N atoms and 

is surrounded by plane surfaces. The energy of the solid per atom is 

denoted by E0
• The specific surface energy, Es (energy per unit area) 

is defined by the relation 

(1) 

where E is the total energy of the body and ~ is the surface area. 

Thus Es is the excess of the total energy E that the solid has over the 

value NE0
, which is the value it would have if the surface were in the 

same thermodynamic state as the homogeneous interior. The other surface . 
thermodynamic variables (surface entropy, surface free energy, etc.) are 

defined similarly. 

:tn order to create a surface we have to do work on the ,:;ystem that 

involves breaking bonds and removing neighboring atoms. Under conditions 

of equilibrium at constant temperature and constant pressure the revers­

ible surface work oWs required to increase the surface area f4 by an 

amount d;4., of a one component system, is given by 

(2) 

l~··!uation (2) can be compared ·with the l'CVcr:;iblc \'/Ork to increase 

the volume of a oqo.:; co:r.ponent system at co:1.'~t:1.nt rrc::;sure, PdV. Here 
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y is the two dimensional analogue of the pressure and is called the 

"surface tension" vthile the volume change is substituted for by the 

change in surface area. We may consider r as a pressure along the 
.. 

surface plane that opposes the creation of more surface. The pressure, . i 

P, is force per unit area {dyne/cm2
),; therefore the "surface pressure, 11 

r, is given by force per unit length (dyne/em). (The customary units 

of surface tension, dyne/ em or erg/ cm2 are dimensionally identical.) 

In the absence of any irreversible process the reversible work, 

is equal to the change in the total free energy of the surface. 

s 
ow 1, P 

' The 

total surface free energy 
s 

is thus equal to the specific free energy times 

the surface area oW T P = 
' 

d(Gs 4). 
Creation of a stable interface always has a positive free energy 

of formation. This reluctance of the solid or liquid to form a surfac.e 

defines nian:y of the interfacial properties of the condensed phases. For 

example, liquids tend to minimize their surface area by assuming a 

spherical shape. Solids, when they are near equilibrium with their own 

liquid or vapor, will form surfaces of lowest free energy at the expense 

of other surfaces of higher free energy. Crystal faces, which exhibit 

the closest packing of atoms, tend to be surfaces of lowest free energy 

of formation and hence the most stable. 

The surface tension may be equal to the specific surface free 

energy for a one-component system. These terms are frequently used in­

terchangeably .in the literature. Typical surface tension values are Cu 

Cu{liq) = 1300 ergs/cm2
, NaCl(s) = 227 ergs/cm2

, benzene{lq) = 28.8 

ergs/ cm2, and H20(liq) = 72.7 ergs/ cm2
• There are many different experi­

mental techniques to measure surface tensions of liquids and solids. (lO) 

The specific surface entropy, Ss, may be determined from the tem­

perature dependence of the surface tension. The surface tension of most 

liquids decreases with increasing temperature. This indicates that the 

work necessary to create more surface decreases \·rith increasing temper­

ature. Semi-cr.1pirical equations for predictinG the temperature depen­

dence of the surface tei1sion have been proposed. 

• 
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There may be systems i·rhere the surface becomes more ordered with 

increasing temperature; such surface ordering would be indicated by the 

r-vs-T curves. Positive slopes of the Y-vs-T curves have been re­

ported from studies of the temperature dependence of the surface tension 

of copper and zinc. (l) On the other hand, the surface may become dis­

ordered faster than the corresponding bulk phase. Thus determination 

of y as a function of temperature provides a great deal of information 

about ordering at the surface. 

The temperature derivative of the specific surface entropy is the 

specific surface heat capacity 

- ( ()2y) 
T ()T2 

p 
(3) 

Although many of the Y-vs-T curves show marked curvature, (ossjoT f 0), 

instead of a straight line (i.e., oSsjoT = 0), the data is not accurate 

enough to permit computation of reliable surface heat capacity values. 

Surface Tension of Multicomponent Systems 

The total free energy change of a multicomponent system can be 

expressed, with the inclusion of the surface term, (B) as 

dG = - SdT + VdP + yd;z1 + L 1-1.dn. . ~ ~ 
J. 

(4) 

Consider nm.,r the free energy change for the process in which the 

surface area is increaeed by d* by transferring dn. moles from the bulk 
J. 

to the surface at constant temperature and pressure. We have 

Ydli - L: (5) 
i 
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where the negative sign indicates the decrease of the bulk concentration 

of the ith component. This e tion shows that the surface tension, 

r, cannot be identified with the total surface free energy per unit 

area for a multicomponent system. For single-component systems or for 

systems in vThich any change in the surface area does not cause changes 

in the surface composition, dG == ydJ1-. T,P,n 

The change in surface tension as a function of temperature and sur­

face composition is given by 

L: c~ d~. 
i ~ ~ 

dy == 
s 

- S dT - (6) 

where C~ is the surface concentration of the ith component in units' 
~ 2 (6) (9) 

of moles/em • This equation was first derived by Gibbs and it is 

commonly called the Gibbs equation. Just like the free-energy relations 

for bulk phases it predicts the changes in surface properties that should 

occur as a function of the different experimental variables. Detailed·. 

discussion of the dependence of dy on the surface composition in a 

multicomponent system is outside the scope of this paper. Excellent 

treatments of the surface thermodynamics of multicomponent systems of 

many types (liquid-gas, liquid-solid, liquid-liquid) are available in 
. ( 4) . 

the literature • One of the important pieces of information obtainable 

from the Gibbs equation is the variation of the surface tension r with 

changes of the surface concentration of the second component. 

Surface Energies of Various Solids and Different Crystal Faces 

There have been several calculations carried out to estimate the 

specific surface enc~gics and surface tensions for different crystal 

faces of ionic, metal, and noble gas crystals. (ll) In these computations 

a suitable potential flmction is used that gives the potential encrc;y of 

interaction between pairs of particles as a function of the distance of 

separation. only. '~:'l12.n the total encr J for the surface layer is obtained 

as the sum of the itrL~o:J.·u...; ~.~hm~J of t.h<.: pu:lrs. 

The computations in general are carried out in two parts. First a 

surface is "produced" by "breaking bonds," that is, by removing atoms 

• 
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opposite the surface atoms. During this process the atoms in the nevrly 

created surface are held rigidly in equilibrium positions, which they 

would have occupied in the bulk of the solid. Then the surface atoms are 

allowed to "relax" into new equilibrium positions by displacement per­

pendicular to the surface plane. This relaxation process always decreases 

the total specific surface energy. The specific surface energy may be 

written as 

= (7) 

where E
8

(0) is the specific surface energy of the rigid lattice and 

~s-is the relaxation energy. These two terms have opposing signs. 

The results of these computations are very sensitive to the prop­

erties of the potential function used and to the atom or ion sizes assumed. 

Because of these difficulties the computed values are only significant for 

indicating the order of magnitude of the specific surface energies and 

relaxation energies. The magnitudes of the specific surface energies for 

the different solids roughly parallels their heats of atomization; the 

weakly bonded rare gas crystals have low specific surface energies 

(20-60 ergs/cm2
). Also, their specific relaxation energies are only a 

small fraction (< 1%) of the total surface energy. For singly charged 

ionic crystals the specific surface energies are almost an order of mag­

nitude higher (100-300 ergs/cm2
) than for rare-gas crystal surfaces. (ll) 

The relaxation energies are very high, 20-50% of E8 (o), because of the 

polarization effects. For metals the specific surface energies are even 

high (400-1000 ergs/cm2
), but the relaxation energies are small -- no 

more than 2-6% of Es(o). 

Another important result of these calculations is that in order to 

obtain minimum specific surface energies the surface layer had to be dis­

placed outward, away from the second atomic plane by 2-81o of the inter­

planar distance. Most of the computations predict lattice expansion at 

the surface. For ionic crystals the positive and negative ions in the 

surface m~1y be ci:.placcd in opposite direction:_: o.r in the ua.we d:iL<;ct:;_on, 
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depending on the relative ion sizes. These calculations also lridicn.te 

that surface distortions are restricted to the proximity of the surface 

layer. 

In equilibriu.TO the crystal will take up a shape that corresponds to 

a minimum value of the total surface free energy. Thus a stable crystal 

will primarily be bounc,ed by crystal faces vTith the lowest surface ten­

sion since G~otal = Gs7l- = nfr. In order to have the equilibrium 

shape, the integral f yd<f over all surfaces of the crystal must be a 

minimum. If the specific surface free energies or surface tensions of 

the various crystal faces were kno-vm, we could easily construct the stable 

c~ystal shape. Crystals rarely take up this equilibrium shape because 

they are, in general, prepared by nonequilibrium processes. Ho-vrever, if 

a small crystal is heated close to its melting point in equilibrium -vrith 

its vapor, where atoms will have sufficient mobility to rearrange, the 

crystal may approach the equilibrium form. 

The relative surface tension of different crystal faces may be de­

termined experimentally.(ll) Typical surface tension ratios are: 

[r(lil)/Y(lOO)]Cu = 0.95; [y(lOO)/r(llO)]Cu = 0.91. 

Thermodynamic Properties of Curved Surfaces 

Solids and liquids will always tend to minimize their surface area 

in order to decrease the excess surface free energy. (l) For liquids, 

therefore, the e~uilibrium surface becomes curved where the radius of 

curvature will depend on the pressure difference on the two sides of the 

interface and on the surface tension. (9) 
In Figure (7) vle have an equilibrium curved surface (a bubble, in 

this case) with internal and external pressures pin and pext" respectively, 

and vTith a surface tension, r. In equilibrium the radius of curvature, 

r, is related to these quantities as 

2y. 
r (8) 

'£his equation is quite significant in explaining the properties of liquid 

surfaces and of bubbles. First of all, it indicates that in equilibrium 

a pressu.re difference can be maintained across a curved surface. The 
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pressure inside the liquid drop or gas bubble is higher than the external 

pressure, because of the surface tension. The smallc.:r the droplet or 

larger the surface tension, the larger the pressure difference that can 

be maintained. For a flat surface r = oo, and the pressure difference 

normal to the interface vanishes. 

Let us novr consider hCJw the vapor pressure of a droplet depends on 

its radius of curvature r. We obtain 

ln£ p 
0 

= (9) 

which is the ,.,ell-knmm Kelvin equation for describing the dependence of 

the vapor pressure of any spherical particle on its size. (l) P is the 
0 

vapor pressure over a flat surface f(l/r = 0], and V is the molar volume. We can see m 
that according to Equation (9), small particles have higher vapor pressures than 

larger ones. Similarly very small particles of solids have greater solu­

bility than large particles. If we have a distribution of particles of 

different sizes we will find that the larger particles will gro-vr at the 

expense of the smaller ones, as predicted by Equation (9). 
It should be noted that such differences in vapor pressure or solu­

bility that depend on particle size (radius of curvature) can only be 
0 

observed for particles smaller than r $ 100 A. If we assume representa-

tive values for a vrater droplet (y = 72.7 erg/cm2
, Vm = 18 cm3 /mole), 

P/P approaches unity rapidly above this radius. 
0 

. The shape of the curved surface, in tu:cn, allm-;s one to determine 

the surface tension of the liquid "1-rhen it is in equilibrium "1-!ith its ovm 

vapor or to determine the "interfacial tension" if the droplet is in 

contact with a different substance (gas, liquid, or solid) instead of its 

own equilibrium vapor. The interfacial tension is determined by measuring 

the "contact angle" at the liquid-solid and solid-vapor interfaces. The 

contact anGle is defined in Figure (8), which shows a typical liquid­

solid interface. Common experience tells us that the smaller the contact 

angle bct-.-;een the: J.ic;uid :1nd the solid the ::1o~~e evenly is the liquid 
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spread over the solid surface, until at e ~ 0 complete "vretting" of the 

solid surface takes place. If the contact angle is large (e-+ 90°) the 

liquid does not readily wet the solid surface. For e > 90° the liquid 

tends to form sphere-shaped droplets on the solid surface that may easily 

run off, i.e., the liquid does not vret the solid surface at all. 

Remembering that the interfacial tension alvmys exerts a pressure 

tangentially along the surface,(l2) the surface free-energy balance be­

tween the surface forces acting in opposite directions is given by 

rlg cos e + rsl = or cos e = 
r - r sg sl 

rlg 
(10) 

Here rlg is the interfacial tension at the liquid-gas interface, rsg 

and rsl are the interfacial tensions between the solid-gas and solid­

liquid interfaces, respectively. Thus in equilibrium at the s~lid-liquid­

gas interface, from the knowledge of r 1g and the contact angle, we can 

determine the difference y - y 
1 

but not their absolute values. sg s 
There are extreme cases when Equation (10) does not define the equi-

libtium position of the line of contact. Therefore it is more convenient 

to consider the wetting coefficient 

k = (11) 

in describing the wetting ability of a liquid. If k 2: +1 the solid is 

completely wetted by the liquid. For k values between ±1 the wetting 

is described by Equation (10), and for k ~ -1 the solid is not wetted 

at all. Since the wetting ability of the liquid at the solid surface is 

so important in practical problems of adhesion or lubrication, there is a 

great deal of work being carried out to determine the interfacial tensions 

for different combinations of interfaces. (l2) It is, for example, useful 

in these studies to determine the energy necessary to separate the solid­

liquid interface. Harkins and his co-vmrkers have defined the ¥.rork of 

adhesion by defininG the ~econd stc.tr..: in which the solid and liquid phases 

are separated to' be j1: :: \' .... ·;:ur:J. (J.3) 'rhus the vrork of adhesion ia dcf'ir1C'd 

as 
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= Y . + y y 
l,o s,o - sl (12) 

where r
1 

and Y ,o s,o 
are the surface tensions of the liquid and the 

solid, respectively, in vacuum. 

In measurements of the contact angle the surface roughness plays an 

important role. Surface heterogeneities may modify the contact angle 

markedly vrith respect to that on a smooth solid surface. 

In general, solids and liquids that have large surface tensions form 

strong ad11esive bonds, i.e., have large negative works of adhesion. The 

work of adhesion ranges from -4o ergs/cm2 for solid-liquid pairs that 

have low surface tension to ·as high as -lq.Q erg/ cm2 or greater for solid­

liquid interfaces that have high surface tensions before joining them 

together. ( 12) 

Nucleation 

Since the free energy energy of formation of a surface is always 

positive, a particle that consists only of surfaces,· i.e., platelets or 

droplets of atomic dimensions, would be thermodynamically unstable. This 

is also apparent from the Kelvin equation [Equation (9)], which states 

that a particle that falls below a certain size will have an increased 

vapor pressure and therefore evaporate. There must be a stabilizing in­

fluence, however, that allows small particles of atomic dimensions to 

form and grow -- a cozmnon occurrence in nature. This is given by the 

free energy of formation of the bulk condensed phase. The total free 

energy of a growing particle is 

= -nRTln(P/P ) + 4rcr2 y eq (13) 

In order to see the dependence of 6G on the dimensions of the condensed 

particle let us substitute for n, the riumber of moles of condensed 
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; 

is the molar volume of the con-

and p is the density. We 

(14) 

Initially, when the condensed particle is very small, the surface free­

energy term must be the larger of the two terms on the right-hand side 

.of Equation (14), and !Y3 increases with r. In this range of sizes 

the particles are unstable. Above a critical size, however, the volu­

metric term becomes larger and dominates, since it increases as ~r3 

2 but the surface free-energy term increases only as ~r • Hence the par-

ticle of that size or larger groWs spont~~eously (for P > P ). When 
eq 

!Y3 is at a maximum, that is, d6G(total)/or = 0, the particle reaches 

the critical size it must have for spontaneous growth to begin: 

r(critical) 

0 

2yV 
m 

= RT ln(P/P ) eq 
(15) 

r(critical) is about 6 10 A for most materials, which indicates that 

the droplet of critical size contains betv1een 50-100 atoms or molecules. 

A condensed particle must be larger than a certain critical size 

for spontaneous growth to occur at pressures P>P eq 
"Homogeneous 

nucleation" of the condensed phase by simultaneous clustering of many 

. vapor atoms. to reach this critical size, however, is very improbable. 

This is the reason that "supersaturated vapor" can exist; i.e., ambient 

conditions in which vapor pressures are larger than the equilibrium vapor 

pressure (P > P ) of a condensible substance can be established with­eq 
out the formation of the condensed phase. Precipitation in the absence 

· of nuclei is very difficult, and large pressures much higher than the 

equilibrium vapor pressure (P >> P ) must be established before con­eq 
dcnsation could occur 1·:i thin reasonable experimental times. Supersaturated 

·vapor or ~ndercoolcd Uqufd (cooled n~<1.ny dccrceiJ below its freezing point) 

are connnon occurrences in nature and in the laboratory. 
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Because of the difficulty of hor;1ogeneous nucleation, grohrth of con­

densed phases generally occur on solid surfaces already present such as 

the '\'Tails of the reaction cell or dust particles present in the atmos­

phere or in interstellar space. The introduction of solid crystallitee 

to induce the formation and growth of the condensed phase is frequently 

called "seeding" or "heterogeneous nucleation." It is used to facilitate 

the gro·wth of crystal~: or the condensation of '\'rater droplets from the 

atmosphere (rain-making). 

DYNAMICS OF SURFACE ATONS 

·Perhaps the most useful analogs in studying the vibration of sur­

face atoms about their equilibrium position is the harmonic oscillator. 

The reason for the success of this simple model in exploring the dynamics 

of atomic motion in solids and in surfaces is that the displacement of 

the vibrating atoms is only a small fraction of their interatomic dis­

tance. Using the harmonic oscillator model, we can get near to describ­

ing the motion of surface atoms about their equilibrium position. The 

theory that describes the vibration of atoms in solids as harmonic oscil­

lators which undergo quantized oscillations predicts well the total lat­

tice energy, and lattice heat capacity of solids and their temperature 

dependence. The heat capacity of a monatomic solid at high temperatures 

is Cv(T-+ oo) = 3 R . At low temperatures Cv:::::! 234 R (T/eD) 3 where eD 

is the Debye temperature of the solid. eD is related to the highest 

frequency of allowed atomic vibration. ~One may also use the same model 

with confidence to evaluate the temperature dependence of the surface 

heat capacity due to vibrations of atoms in the surface. At high temper­

atures the total energy and the heat capacity for surfaces yield the same 

limiting value as tLat for three dimensional solids. At low temperatures 

the surface heat capacity Cv is proportional to 

T3 dependence of the bulk lattice heat capacity. 

2 . 
T , as opposed to the 

In most cases the 

sol:Ld samples thr:Jc. c::m bt~ nsed in ex;:criments are small particles of 
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variable surfQcc-to-volume ratio or thin films many atomic layers thick. 

It would therefore be important to consider the heat capacity of such a 

sample and to see what contribution, if any, the surface makes to the 

total vibrational heat capacity. It appears that their film samples in 

the 10- 5 
- 10-4 em thickness range should sho1·1 a detectable contribution 

of surface heat capacity at low temperatures. 

Mean Square Displacement of Surface Atoms 

. (14) 
We may express the mean square displacement of harmonic oscillators 

(16) 

where m is the atomic weight, k and n are the Bolzman and Planck 

constants l'espectively. Thus the mean square displacement of atoms that 

vibrate as harmonic oscillators is linearly proportional to the temper­

ature at high temperature. 

It has been found by experiment that the intensity of diffracted 

low ~nergy electrons or X-ray beams markedly depends on the temperature 

of the scattering solid. (l5) The intensities of the diffracted beams 

decrease exponentially with increasing temperature. This is because of 

the fact that at any one instant many of the vibrating atoms are dis­

placed from their equilibrium position. Thus the incident electron beam 

encounters a partially disordered lattice. The atoms that are displaced 

from their equilibrium position during the scattering process will scat­

ter out of phase and a fraction of the elastica.lly scattered electrons 

will be found in the background instead of in the diffraction spot. It 

can be shmm that the intensity of a diffracted beam is given by( 5) 

= (17) 

vlhere a. is a const::J.nt at a given vmvelen:3th and scattering angle. By 

substitution of :~ql:J.tion (16) into Equatio:1 (17) 1-1e see that the 
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diffracted beam intensity decreases exponentially with increasing tem­

perature. B,y measuring as a function of temperature, the intensity of 

low-energy electrons diffracted from surface atoms, the mean square dis­

placement of surface atoms can be obtained. The rms displacement of 

surface atoms in several cubic metals has been determined in this ma~~er. 

The rms displacement of surface atoms, perpendicular to the surface 

plane, is 1.4 to 2 times as large as the bulk value. Similar large rms 

displacements were obtained for different crystal faces of the same solid 

in most cases. (5) 

Since surface atoms have fewer neighbors than bulk atoms there is a 

reduction in the interatomic forces at the surface when compared with the 

bulk. We have seen many consequences of this already. For example, the 

mean square amplitude of atomic vibrations at the surface increased with 

a corresponding decrease in the vibrational frequencies. Another conse­

quence of the creation of the surface is that certain modes of vibrations 

become localized, that is, these vibrations only propagate &long the sur­

face and their displacement dies out exponentially toward the interior of 

the crystal. 

There have been few experimental studies aimed at determining the 

surface modes of lattice vibration. This important field of surface 

science still a1·mits in:aovations in experimental methods of measurement. 

Surface Diffusion 

We have so far discussed several phenomena associated with the vi­

bration of surface atoms about their equilibrium positions. The thermal ' 

energy (3RT ~ 1.8 kcal/mole at 300° K) tied up in lattice vibrations 

is only a small fraction of the total energy necessary to break away an 

atom from its neighbors and to move it along the surface. This energy 

is on the order of 15-50 kcal/mole for many metal surfaces. Nonetheless, 

as the temperature of' the surface is incre<:tsed, tJore ancl more surface 

atoms nay acquire cnm:..[)l activation cncrSJ' to b.t·c::.k bonds with their 



neighbors and movel along the surface. Such surface diffusion plays an 

important role in many surface phenomena involving atomic transport; for 

example, crystal e;rowth, vaporization, and adsorption. Surface diffusion 

is considered to be a multistep process in vlhich atoms break a-vwy from 

their lattice position (for example, a kink site at a led~e) and migrate 

along the surface until they find their new equilibrium site. (l6) 

Let us assume that the only diffusing species are ad-atoms (adsorbed 

atoms) held by small binding energy on the surface with respect to sur­

face atoms in other lattice positions •. In order to move an ad-atom to a 

neighboring site, a certain amount of thermal energy is needed. Since 

the atom can only occupy equilibrium sites at the beginning and at the 

end of the jump on an ordered crystal surface, the atom in the ree;ion in 

between the ad-atom at this energy maximmn and that at an equilibrium 

lattice site is designated 6ED. During its thermal vibration about the 

equilibrium site the atom strikes against this potential energy barrier 

v times per second. The jump frequency to a neighboring site is given 
0 

by · v 
0 

exp( -6EJk.'f) •. Since the ad-atom can jump into r0 equivalent neigh~ 

boring sites the total jump frequency f is given by 

f = d' v 
0 

exp( -6EJkT) (18) 

For a (111) face of a face centered cubic metal, ~ = 6; the vibrational 

frequency is on the order of 1012sec-1
• Assuming that bED is ·20 kcal/ 

mole, at 300°K the atom makes one jump in every 50 seconds and at 1000°K 
-8 

on in 10 second. Thus we can readily see that the surface diffusion 

rate changes very rapidly with temperature. 

Let us now consider that the ad-atom concentration in the surface is 

very small. Since \ve have assumed that surface diffusion can only occur 

via the motion of ad-atoms, these species have to be created before any 

appreciable diffusion can occur. The fraction of ad-atoms;, cjc , in the 
0 

surface is given by C/C
0 

= exp(-LiEf/kT), where 6Ef is the energy of 

formation of an ad-atom, C is the concentration of ad-atoms, and C
0 

is the total co:1centration of surface site::: from \·:hich the ad-atom can 
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break avray. Nm·r, the total jump frequency is further reduced by anothc:c 

exponential factor: 

f = (19) 

So vre see that any change in the mechanism of diffusion tbat affcct.1; the~ 

overall activation energy for the process can markedly change the j~lp 

frequency. 

On a real surface many atoms diffuse simultaneously and their con­

centration could be in the range 1010 
- 1013 atoms/cm2

• Therefore in 

diffusion experiments the measured diffusion distance after a given dif­

fusion time is an average of the diffusion lengths of a large, statistical 

number of surface atoms. It is thus important to define the diffusion 

process in terms of macroscopic parameters. 

The jump frequency [Equation (19)] characteristic of all of the 

diffusing atoms can be expressed as 

f = ( !SF*) v exp - __!L_ 
o RT 

(20) 

* where MD is the increase in free energy in moving a mole of particles 

from their equilibrium energy state to their state at the top of the 

potential barrier. We define a diffusion coefficient, D, for two 

dimensional diffusion as D = fd2 /4. We can then rewrite Equation (20) 

as 

D 
. 2 [ d v 

=d T exp 
l [ ~* + L'ilif ] J exp ·. - RT . 

(21) 

By grouping the temperature-independent terms in Equation (21) into 

one constant, D , which is called the diffusion constant, and letting 
* 0 Q = ~ + .6.Hf' where Q is often called the total activation energy 

for the overall diffusion process, we have 

D = D exp( -QjE'J:) 
0 

(22) 



-26- UCRL-20382 

Surface diffusion studies on solid surfaces have been carried out 

by using sevE:ral experimental techniques. Among these radioactive tracer 

diffusion and grain-boundary-grooving techniques appear to be those most 

frequently employed.(l) 

'l'he difficulty in most surface diffusion experiments is to determine 

the type of surface species moving along the surface. The overall dif­

fusion rate can be deter~ined with relative ease and the diffusion co­

efficient can be calculated. However, D obtained in this way does not 

give one direct information about the diffusing entities. The hetero~ 

geneous surface contains atoms in different lattice positions in which 

their binding energies are different. The surface diffusion measurements 

do hot easily distinguish among the atoms to indicate vrh:Lch of the surface 

species contributes dominantly to the diffusion flux. 'l'he temperature 

dependence of D will give the overall activatio:1 energy of diffusion, 

Q. Its magnitude often enables one to cistinguish between different 

overall mechanisms of surface transport. For example, if ad-atoms, al­

ready present on the surface in·large concentrations, are the dominant 

contributors to the diffusion flux, the activation energy vlill be 

Q = ~· If the ad-atom concentration is small and the diffusion process 

includes their formation and subsequent diffusion the activation energy 

will be greater and be given by Q = (6HD* +~if). 

It appears that the mechanism of surface self-diffusion of face 

centered cubic metals changes as a function of temperature. It has been 

suggested that, at low temperature, the motion of ad-atoms dominates 

surface diffusion.. This process appears to have an activation energy 

Q = 0.24 6H , where 6H is the heat of sublimation of the solid. At s s 
high temperatures the dominant carriers of the surface diffusion flux 

are assumed to be ad-atom vacancy pairs with Q = 0.54 ~I • s 
\\o'it For surfaces of body centered cubic solids there is only one surface 

diffusion mechanism for vrhich Q = 0. 33 6-H , and which is operative 
s 

throughout the studied temperature range. 
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ELECTRICAL PROPERTIES OF SUP§ACES 

The concentration of mobile charge carriers (electrons and diffusing 

ions) can, to a large extent, determine many of the physical-chemical 

properties of solid surfaces. The concentration of these free charee 

carriers, however, varies widely for materials of different types. 

Under incident radiation or bombardment by an electron beam the sur­

face emits photons or electrons, or frequently both. The emission prop­

erties of sol:i.d surfaces differ widely, just as their mechanisms of re­

laxation after excitation by high e~ergy radiation. 

The underlying reason for the differences of the conductivity mech­

anisms and emission properties in the surfaces of the different materials 

lies in the differences in their electronic band structure. The electronic 

levels of the atoms in the solid are filled in accordance with the Pauli 

exclusion principle, which states that each quantum state can be occupied 

by no more than two electrons of opposite spins. As the electronic levels 

are filled from the lowest lying state toward the highest, we can arrive 

at two different conditions at the outermost electronic band: it could 

either be partially filled or it could be fully occupied. These two dif­

ferent conditions have far-reaching implications in determining the elec­

trical transport properties of the solid and the emission and optical 

properties as well. 

In those electronic bands completely filled with electrons, the ap­

plication of an external field has virtually no effect on the electron 

distribution. A crystal, having only bands that are completely filled 

or entirely empty, is a perfect insulator. The situation is markedly 

different in the case of a partially filled band. Since unoccupied states 

are now available, an external field would give rise to a net shift in the 

electron distribution. The new distribution \Wuld be characterized by a 

nonvanishing average velocity and therefore results in an electric current. 

The solids which are characterized by half-filled or partially occupied 

uppermost electronic bands, shov; metallic conductivity. Thus we see ho\r 

the electronic band occupa:1cy at the top:mo.::t. 1(:\·el can determine the 
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conductivity of a soUd and thereby allov;s us to classify the different 

solids according to their charge-carrier concentration or carrier 

mobility. 

For many purposes, in analyzing the electrical properties of metal .or 

semiconductor surfaces, we are not concerned \-lith the detailed shape of the 

electronic bands. One may conveniently represent schematically the elec­

tronic bands by straight lines where the potential energy of the electron 

near the top of the valence band and at the bottom of the conduction 

band is plotted against distance x through the crystal starting from 

the surface (x = 0) (Figure 9). The energy gap represents the minilmm 

potential energy difference between the two bands. For a homogeneous 

crystal the bands may be horizontal as shown in this Figure. 'i·le will 

see that at the surface the bands may vary in energy vrith respect to 

their value in the bulk of the solid since the free carrier concentrations 

at the surface may be different from those in the bulk of the crystal. 

The Surface Space Charge 

Mobile charge carriers at the surface (electrons or holes) can in­

teract with adsorbed molecules and can participate in surface reactions. 

The flow of these free carriers toward or away from the surface can 

establish a potential gradient between the surface and the .bulk of the 

material that may determine the reactivity of the surface. Any accumu­

lation or depletion of charge carriers in the surface with respect to 

the bulk carrier concentration establishes a static space charge region 

near the surface.<17) Such a space charge may also be induced by the 

application of an external electric fie-ld or by the presence of a 

charged layer on the surface, such as adsorbed ions or electronic surface 

states (to be discussed below) which act as a source or sink of electrons. 

The height of the surface potential barrier V and its distance of 
s 

penetration into the bulk, x, depend on the concentration of mobile 

charge carriers in the surface region. 

.._, 
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We can obtain the penetration distance of the field, 

UCRL-20382 

x , as a 
s 

ftmction of the applied potential and more importantly, the charge den-

sity in the material, n (bulk) (chargefcm3
) as: 

e 

(23) 

V is the magnitude of the height of the surface potential barrier and 
s 

e, E: and E: 
0 

are the unit charge, the dielectric constant of the solid 

and the permitivity of free space, respectively. Thus the higher the 

free carrier concentration in the material the smaller .the penetration 

depth of the applied field into the mcdiu!1l. For electron concentration 

of 1017cm-3 or larger the surface potential is so small that it is negli­

gible. The field penetration is restricted to distances on the order of 

one atomic layer or less, because the large free carr~er density screens 

the solid from the penetration of the external field. For most metals 

almost every atom contributes one free valence electron. 
22 -3 density for most solids is on the order of 10 em , the 

concentration in metals is in the range 1020
- l022cm- 3

• 

Since the atomic 

free carrier 

Thus V and s 
X s 

are so small that they can usually be neglected. For semiconductors, 

or insulators on the other hand, typical free carrier concentrations at 

room tmmperature are in the range 1010
- l016cm- 3

• Therefore, at the sur­

faces of these materials, there is a space charge barrier of appreciable 

height and penetration depth that could extend over thousands of atomic 

layers into the bulk. This is the reason for the sensitivity of semi­

conductor devices to ambient changes that affect the space charge barrier 

height. 

A space charge also exists at the surfaces of solids that exhibit 

ionic conductivity (NaCl, LiF, etc.) or protonic conductivity (ice, for 

example). 

Let us noH· investigate the physical parameters that govern the 

height, shape, the penetration depth of the space charge barrier at the 

insulator surface. He w:i.ll. assume th:::-c in the absence of any space 
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charge the electron energy levels rem'lin unchanged right to the surface 

{ x = 0) in our energy level diagra..ln (Figure 9) • lim-rever, if the surface 

region become enriched or depleted of electrons, the energy bands at the 

surface ind:Lc_o.te that it 'vould require less or more energy nm1 to transfer 

un electron to the conduction band at the surface. These conditions are 

shmm in Figure 10. 

The potcntinl at any yoint is then a function of the distance x 

only and is determined by the Poisson equation {17) 

= _e_ 
EE 

0 

(24) 

vThere p i::: the charge density at any point in the crystal, i.e., it is 

the sum of the charges due to the mobile electrons and holes and the 

static positive and negative charges. In the crystal ~ ~whole, charge 

neutrality has to be maintained. 

There are exact and also numerical solutions of Equation (24), by 

using different conditions of charge equilibrium. 

For small values of the space charge layer, its height de­

creases exponentially with the penetration distance. The penetration 

depth, at which the potential barrier height drops to 1/ e times 

its surface value V , . s is the so-called effective Debye length, which 

essentially characterizes the width of the space charge region. 

For impurity doped semiconductors the height of the potential bar­

rier V decreases parabolically as the square of the distance from the 

surfaces vThere the .height of the space charge barrier is V • This case 
s 

corresponds to the so-called Schottky barrier, 'vhich is characterized by 

the dependence V ~ x2
• 

We have so far considered the space charge layer properties only in 

the insulating solid, assuming that the surface layer that acts as a 

donor or electron trap is of monolayer thickness. This is certainly the 

case for many experimental systems of interest. However, considering the 

properties of solid-liquid interfaces or semiconductors-insulator con­

tacts it should be recof::nized that the space cl:.3.rgc layer may extend to 
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effective Debye len~ths on both sides of the interface. This is a'most 

important consideration vlhen one investigates the surface properties of 

colloid systems or of semiconductor-electrolyte interfaces. 

How are the height of the space charge barrier at the surface and 

other properties of the space charge measured? Changes of the conductivity 

of samples with large surface-to-volume ratio are measured as a fnnction 

of various ambient conditions. Chemical surface treatments to vary the 

barrier height are oftenused; measurements of surface conductance, field 

effect and surface capacitance are the.most common to investigate the 

properties of the space charge layer. (l7) 

Electro~ic Surface States 

When the concept of electron bands of solids was introduced, the 

effect of the surface on the band structure was not considered. The intro­

duction of s1..1.ch a discontinuity as the surface perturbs the periodic poten­

tial and gives rise to solutions of the wave equation that would not have 

existed for the infinite cry~tal. These are derived by using appropriate 

bonndary conditions to terminate the crystal and are called surface-state 

wave fnnctions. These wave fnnctions have solutions that predict the 

presence of electronic energy states localized at the surface. These 

states can trap electrons or release them into the conduction band. The 

allowed energy levels of the surface states lie in the forbidden gaps of 

the bulk band structure. 

One important consequence of the presence of electronic surface 

states is that the electron bands are modified at the surface even in the 

absence of a space charge or electron acceptor or donor species (such as 

adsorbed gases). Experimental investigations of the properties of elec­

tronic surface states utilize the same techniques used to study the sur­

face space charge. Data from surface conductance, field effect, or capac­

itance measurements, '\·Then compared ivith predicted values computed by using 

a suitable model, can yield definitive informQtion about the energy distri­

bution an9. occupancy of sm·face states. 
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Emission and Recombination at Solid Surfaces 

If electrons in a solid are excited by high-energy incident radiation, 

by thermal energy, or by electron impact, several enereY transfer procef:"es 

can take place .. The energy may be transferred to one or more electrons 

which arc then emitted from the surface or excited into the conduction hand. 

This primary process is g~nerally follmled by secondary, reco1nbination 

processes by which the system returns to thermal equilibrium. These re­

combination processes may involve emission of electromagnetic radiation 

or further electron emission. Since the energy of the incident beam is, 

in general, absorbed dominantly by surface atoms or in a thin surface 

layer, both the primary excitation and the recombination pro"cess may pro­

vide us with a great deal of information about the physical-chemical prop­

erties of surface atoms. 

First, we focus our attention on emission and recombination mechanisms 

that involve only valence electrons; these provide us with a great deal of 

information about surfaces and are frequently investigated by a variety of 

experiments. Then we will discuss emission and recombination of electrons 

in deeper-lying electron bands .that can also be used to identify surface 

atoms and explore their electronic structure. 

a) Work Function -- The minimum energy necessary to remove an electron 

from the highest populated electronic energy level of a material into 

vacuum is called v1ork function, ¢· The energy distribution of these 

electrons, f(E), can be approximated by a Boltzman distribution 

f(E) e-¢/kT (25) 

The current density, j(amp[cm2
]) of electrons leaving the metal surface 

is given by 

(26) 
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\-There A == 4:rremk2 /h3 
= 120 amp/ cm2 deg2

• This is the weLl-knmvn Richardson-

Dushman equation. The electron flux leaving the surface increases v1ith in-
' 

creasing temperature and decreasing work function. Thermionic emission is 

the most frequently used method to produce electron beams. 

The work function, strictly speaking, is a bulk property -- it de­

pends on the energy distribution of the electrons in the volume of the 

materials. However, the measured "•ork functions vrere found to be very 

sensitive to surface conditions. Vlork functions measured from di'fferent 

crystal faces of solids of molybdenum or tungsten are different; there is 

more than 0.3 eV difference in the work function values for different 

crystal faces. The influence of the surface on the measured "effective 

work function" is due to the redistribution of the electron density at 

the crystal surface. (l) Because of the asymmetry of the atomic potential 
I 

at the vacuum-solid interface, the energy of the electrons can be further 

lowered by spreading them over a larger area. Thus the free electron at 

the surface has to overcome an "image potential" in addition to the 'vork 

function in order to escape from the solid. The term image potential 

derives from the model used to calculate this effect, which assumes the 

existence of an equal but opposite charge on the other side of the sur­

face, in vacuv~. The electrostatic interaction between the electron and 

its positive image charge gives rise to the image potential. The image­

forces are, in general, increased with increasing atomic density in the 

surface. We find that the high density low index crystal faces have the 

highest effective work fUnction. 

The adsorption of gases or the presence of certain impurities-can markedly 

change the electron density distribution at crystal surfaces. There-

fore, it is not surprising that the effective work function can change 

greatly because of the presence of foreign atoms on the surface. This 

effect is then used to examine the nature of chemical interaction between 

the adsorbed gas molecules and the solid surface. 

b) l•'ield li!leetron Emission -- When an electl·on is emitted from a metal ................ __ --···---·-· .. _ ......... _. __ 
surf:1.cc ns u result or thern~ul excitation i ~ ll::.t.s to overcome a binding 
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energy (,·rork function) of a few eledron volts magnitude. Although this 

attrr!ctive potential is electrostatic in nature and therefore of lo,nc 
' 

range (V ::::) 1/r) 1 it is reduced '\'Tithin angstroms fro:n the crystal .su-r­

face to a fraction of its value in the solid. Thus electric fields of 

magnitude E ::::: l:Volt/A, or in more cormnon units, E::::: 108 volts/em, 

have to be ove~cdme by electrons during the eroission process. Therefore} 

another method of producing electron emission from a solid surface is by 

the application of a large electric field of 107 -108 volts/em normal to 

the surface. The potential energy barrier, v;hich has to be overcome by 

an electron for it to escape, can be distorted this way and electrons 

may "tunnel" through to be emitted. Such an intense electric field ce.n 

be obtained by applying a negative potential of 103
- 104 volts across a 

small cathode tip with a radius of curvature r of 10- 5
- 10-4 em since 

E ::::: V/r. ·.The current density emitted from the tip is given by 

.f~) = 
J\sec 

(27) 

where E (volts/em) and ¢(eV) are the field intensity and work functj_on 

t 
. (18) 

of he emitter, respectively, and a and b are constants. Using 

this effect,M'uller has constructed a field emission microscope, which 

allows one to ::tudy the field emission distribution from surfaces. The 

electrons emitted from the cathode tip are accelerated onto a fluorescent 

screen (generally at ground potential) where the emission distribution of 

the tip is displayed with a magnification proportional to the ratio of 

·the screen surface area to the area of the cathode tip {ratio "' 105
). · 

The field emission current is exponentially dependent on the work function 

between the.different crystal faces. Therefore variation in the density 

of emitted electrons from face to face gives a characteristic image of 

the tip surface sturcture with good contrast. 

c) Surface Ioni7.ation: Emiss~ of PosJ-_'0-v~ ~nd. Ne,o;ativc Ions -- Consider 

nn n.to:n. of inni:·.~tt:i 011 pott.mtio..l v
1 

od:o;or.bed on n. metal surface of 'wrk 
on 



-35- UCRL- 20 ::;P ~: 

function ¢. If the atom is in thermal equilibrium vrith the solid it 

may vaporize as a neutral atom from the surface after acquiring thermal 

energy equal to its heat of desorption from the metal, ~d • The de-
. es + 

sorption energy necessary to vaporize it as a positive ion, Lilides' 

on the other hand, can be estimated by(l9) 

Lili+ 
des = 6Hdes + vion - ¢ (28) 

.6H + is obtained by sunnning the energies needed to vaporize a neutr0.l 
des 

atom, ionize it in the vapor _phase, then returning the electron into the 

metal surface. If (Vion - ¢) is positive the surface atoms are likely 

to desorb as neutral species since tR:d < l,,n+d • Ho\vever, for systems es es 
in '\'Thich the metal work function is greater than the ionization potential 

of the adsorbed atom, i.e., (V. - ¢) < o, the vap_orization of ionic 
· J.On · 

species will occur preferentially. Thus for studies of surface ioniza-

tion, high work function metals (W, Ft) and adsorbates with low ionization 

potentials (Cs, Rb, K) are utilized. 

The degree of ionization, the ratio of ion flux j+ to the flux of 

neutral atoms jo desorbing from the metal surface, is given by the so-

called Saba-Langmuir equation 

j+ g+ [- e(Vion - ¢) J (29) = - exp kT jo go 

where g+/g
0 

atomic states. 

is the ratio of the statistical weights of the ionic and 

In addition to alkali metals, alkali-halides (NaCl, LiF, etc.) and 

alkali earth metals atoms (Ba, J-.1g, etc.) have also been ionized by sur­

face ionization. Tungsten and platinum surfaces are used most frequently 

in these studies since platinum, in addition to its chemical inertness to 

most of the adsorbates, has a higher average work function [W(Ft) = 6.35 eV] 

than does tuDr:;sten [~T,(I:l) = 4.52 eV]. 



The emission of negative ions has also been observc:cl ru1der concl:Ltion8 

of surface ionization. If the electron affinity S of o. negative ion is 
- s -defined by·the reaction A+ e-> A , the desorption energy of negative 

ions.. till- can be estimated by(l9) 
' des' 

till: =&I +8+¢ 
des des 

(30) 

If ( S + ¢) < 0, i.e. , the electron affinity is ncgati ve arid of greater 

magnitude than the work function (•·rhich is ahrays positive) the atons 

adsorbed on the metal surface are most likely to desorb as negative ions. 

The degree of ionization is given by the equation 

j g - exp [-
{S + ¢)] 

jo 
= (31) 

go kT 

'\vhich is similar to Equation (29). 

d) Field Ionization.-- The first ionization energy of free atoms of most 

elements in the periodic table is in the range 3-25 eV. Therefore, just 

as for an electron in a solid, a valence electron in a free atom has to 

overcome an electric field on the order of E · :::::: 108 volts/ em to be 

removed from the present positive ion to infinity. If we can apply an 

electric field of the same order of magnitude at ametal tip He should 

be able to ionize free atoms of all kinds that approach the surface. · For 

field ionization, however, the surface should be charged positively in 

order to repel the ions formed at the surface. 

The geometry of a field ion microscope is similar to that of a field 

emission microscope. The ionizing gas most recently used in these studies 

is helium. The helium atoms (V. = 24.47 eV) present at pressures be-
~on · 

tween 10- 4 -10-3 torr are ionized at the field emission tip (novr at posi-

tive potential ,.,ith respect to the screen vlhich is grounded) using fields 

on the order of E ~ 108 volts/em. The electric field strength at the 

surfo.ce is modulated by -~he atorr:ic structure. 'l'his variation, in turn, 
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mbdulates the ion current density leaving from the proximity of different 

crystal faces that :make up the emitter. 'l'he positive ions are tl1en re­

pelled and accelerated onto the fluorescent screen where the greatly mag­

nified image of the tip surface is displayed. Although the process is 

similar to that vrhich gives the image of the surface in field electron 

emission, the use of ions instead of electrons to form the image of the 

tip increases the resolution markedly. Due to the ~arger mass there is 

little displacement of ions along the surface of the tip (tangential dis-. 

placement) as compared 'rith electrons, during their residence time at the 

.emitter. Tangential displacement could introduce uncertainty in the ion 

position and therefore, blurring of the image. 

e) Recombination Processes and Oscillation of Valence Electrons -- Hhen 

an electron in an insulator or semiconductor is excited by thermal energy 

transfer (electron impact or electromagnetic radiation) across the band 

gap into the conduction band it remains there until it loses its energy 

by some kind of de-excitation precess. (20) De-excitation may take place 

in several ways. (1) Direct band-to-band transitions. If this recombi­

nation process dominates, electromagnetic radiation of band-gap energy is 

emitted. This radiative recombination is characteristic of many compounds 

in the II-VI and III-V groups in the periodic table. Many of these diatomic 

solids are used as light-emitting phosphors in cathode-ray tubes (oscillo­

scope screen.or television screen, etc.) if the band-gap energy is in the 

range of visible light energy (for example, ZnS and CdS). Phosphors that 

emit in the infrared are also widely utilized (GaAs, GaP, and InSb). Photon 

emission may also take place if (2) recombination occurs via impurity cen­

ters. For example, thallium-doped sodium iodide crystals are presently used 

as scintillation counters. 

There are other indirect de-excitation processes. The electron energy 

can be transmitted to the.crystal lattice as a whole via (3) excitation of 

lattice vibrations (phonon emission). The transfer of energy to the crystal 

requires the excitation of many phonons since the lattice vibration energies 

are much small ths.n the electron energy to be transferred. The solid vrill 
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frequently heat up beeause of this process. (4) The electron that re-

combines may also transfer its energy to another electron in the conduc­

tion band which may then be emitted from the solicl (Auger process). 

Since Auger transitions are among the most probable characteristic energy­

loss processes that take place during excitation by an electron beam, they 

can be conveniently used to analyze the surface composition and to identify 

surface impurities. 

In a solid the nearly free electrons are known to oscillate with a 

characteristic frequency ill , . p called plasma frequency, which depends on 

the electron density. This collective oscillation of the electrons 

be detected by the characteristic energy loss of an electron beam, 

.6E = hill , v:hich is transmitted throut~h a thin film of the solid. 
p 

can 

frequency 

"Surface plasmons,'·' which oscillate with a 

that is less than the characteristic bulk plasma 

frequency w , have been detected from the characte~istic loss spectrum 

of the elect;on beam, which was studied as a function of incident angle. (l) 

Since the surface plasma frequency is sensitive to chemical changes at 

the surface (oxidation or presence of impurities) and surface roughness, 

its study provides a great deal of information about a variety of impor­

tant surface properties. 

f) Photoelectron and Auger Electron Emission -- When a high energy elec­

tron beam (103 -105 eV) or.high energy electromagnetic radiation (x-ray) 

is allowed to strike the solid surface in addition to electron emission 

from the valence band, electrons are excited from inner electron shells 

as well. (2l) An electron may be ejected from the K shell into vacuum. 

For sodium, for example, the minimum energy required for this process is 

1072 eV. If the energy of the incident radiation is greater than the 

binding energy of the electron, this process, which is co:n::110nly called 

"photoelectron emission," can take place. From the knmdedge of the 

incident beam enerr__c:y 2nJ b;y suitable mmlysis of the ejected photoelectrons, 

·• 
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the electronic binding energies in the different bands can be obtained. 

On the other hand, the electron ma~/ only be excited into the conduction 

band of an insulator or just above the Fermi level in a metal. 

Energy analysis of the emitted photoelectrons is called photoelectron 

spectroscopy; the energy analysis of the absorption peaks is called x-ray 

absorption spectroscopy. In general the photoelectron spectra e;ive peaks 

of hi'gher intensity ancl better energy resolution (commonly ± 1 eV) than 

the absorption spectra. 

Let us nm1 turn our attention to the dom:i.nant recombination or de­

excitation processes "\'Th:i,ch follow the excitation of electrons from inner 

shells. The first mode of de-excitation is the Auger process (Figure 11), 

which leads to further electron emission. The second type involves the 

emission of electromagnetic radiation and is commonly called x-ray fluo­

rescence. In the Auger transition the electron vacancy (in the K shell, 

for example) is filled by an electron from an outer band (1
1 

shell). The 

energy released by this transition is transferred to another electron in 

one of the electron levels (LIII shell) which is th_en ejected. Enere;y 

analysis of the emitted electrons will give differences in binding energy 

between electronic bands participating in the Auger process (KL
1
LIII) that 

are characteristic of a given element. 

In recent years Auger electron spectroscopy and photoelectron spec­

troscopy have come to play dominant roles in studies analyzing the compo­

sition of surfaces. (
22

) When the excitation of Auger transitions is car­

ried out by an electron beam under a grazing angle of incidence, most of 

the Auger electrons are the products of electronic transitions in the top­

most atomic layer. Thus this technique can conveniently be used to deter­

mine nondestructively the composition of the surface and changes of the 

surface composition under a variety of experimental conditions. Since 

the Auger transition probabilities are large, especially for elements of 

low atomic nw:d)er, surface impurities in quantities as little as lo/a of a 

monolayer (~1013 atoms/cm2
) may be detected. In photoelectron spectroscopy, 

x-ray excitation is used in most studies to produce photoelectrons even 

though electron beam excitation could be of advantage in surface studies. 
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Although the incident x-ray beam penetrates deeper into the solid than 

an electron beam of similar energy would, most of the photoelectrons 

ejected must be generated near the surface to be able to leave the crys­

tal. ;Therefore their energy analysis under suitable conditions can pro­

vide surface chemical analysis. 

In addition to the detection of elemental chemical compositj_on, 

photoelectron spectroscopy can distinguish behreen the different oxida­

tion states of elements, because "of a shift in the binding energies of 

inner shell electrons upon the change of valency. ( 2l) This is commonly 

called the chemical shi"ft. For example, the binding energy of beryllium­

ls electrons shifts to higher values by about 2.9 eV upon oxidation. 

By monitoring chemical shifts, photoelectron spectroscopy has not 

.only been able to distinguish between different oxidation states but also 

to detect other changes in the chemical environment that lead to the re­

distribution of the electron density. It could differentiate bet\veen 

BeO and BeF2 for example. Carbon atoms that are surro~~ded by hydrogen 

atoms (methyl group) or are part of a carboxyl group are also distin~J.ish­

able. Thus analysis of complex organic compounds with direct identifi­

cation of the different constituent groups from their different chemical 

shifts became possible. 

Auger spectroscopy can also be used to analyze the oxidation state 

or the changing electronic environment of surface atoms as indicated by 

the chemical shifts of the characteristic Auger peaks. Since the chemical 

shifts of the Auger transitions have been detected only recently, experi­

mental data have not been available to such an extent as in photoelectron 

spectroscopy. Nonetheless it is expected that chemical shifts will be 

used to distinguish between surface and bulk atoms and to monitor the 

changing chemical environment of sUrface species. 
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STUDIES OF GAS-SUP~ACE INTERACTIONS 

Surface studies are very sensitive to ambient contamination. Thus 

surface chemists are continually faced with the problem of cleaning their 

. surfaces carefu..lly before starting an experiment either by vrorking in 

high vacuum or using freshly prepo.red interfaces (by cleavage for ex<·tmple). 

Virtually any investigation in surface chemistry also involves the con­

sideration of the interaction of gas molecules with the surface of the 

condensed phase. 

The experimehtal·measurements used in studies of the elementary 

steps of gas-surface interactions can be divided into two classes: 

1) those which provide information about the energy transfer in gas-

solid interactions on an atomic scale and 2) those which monitor the over­

all adsorption process and the properties of the adsorbed layer to yield 

macroscopic experimental parameters. 

We vrill divide gas-surface interactions irito two types, weak and 

strong interactions, and discuss them separately. Then, we l'lill discuss 

the structure, the thermodynamic and electrical properties of the ad­

sorbed layer. 

A gas atom or molecule "feels" an attractive potential upon approach­

ing surfaces of different kinds. The "strength" of this potential deter­

mines the nature of the interaction between the gas and the surface atoms. 

The strength of the interaction can be expressed in terms of experimentally 

measurable parameters in several ways. The integral heat of adsorption, 

liliads' is the average binding energy per mole (average heat of adsorption) 

bet\-;reen the interacting gas atoms and surface atoms. 6Hads is related to 

the depth of the potential energy \·Tell for the gas atom adsorbed on the 

surface, and can be obtained from adsorption or desorption studies. 

The ratio of the well-depth of the interaction potential and the 

thermal energy of the gas atoms at the surface, 6Hads/RT determines 

the residence time of the gas atom on the surface. The residence time 

~ may be estimated by( 23) 

~ = -.- e 6Had/RT 
0 (32) 
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where -r
0 

can be related to the period of surface-atom vibration. 

Measurement of the residence time can-also give onean estimate of the 

type of interaction that takes place between the gas and the surface. 

Frequently, the "range" of attraction of the interaction potential 

between the gas and surface atoms is used to describe the nature of the 

interaction. The potential energy of attraction is short range, if it 

decreases inversely as some large power of the distance between the gas 

and the surface atoms (r-3 , r- 6 ). There are gas-surface interactions, 

however:, characterized by electrostatic potential enerr;y that varies 

inversely l'lith the first power of the gas-surface distance and usual:cy 

involves direct charge transfer or charge sharing between the colliding 

gas atom and the surface atom. Such an interaction potential is long 

range and leads to strong interaction. Experimental determination of 

the rru1ge of the gas-surface interaction is difficult and has been car­

ried out only for a few systems. (l) 

Atomic and Molecular Beam Scattering Studies From Surfaces 

In these experiments a "beam" of gas atoms that is monoenergetic or 

has a well-defined velocity distribution is allowed to strike a surface 

(preferably a single crystal with kno-...m temperature, orientation, rough­

ness, etc.) at a given angle of incidence. The flux, velocity, and/or 

the density of the scattered beam is detected as a function of scattering 

angle (angular distribution) by using a detector (usually a mass spectro­

meter or ion gauge). From the properties of the incident beam (velocity, 

direction), the surface, (temperature, atomic weight, orientation, etc.), 

and the scattered beam (velocity, angular distribution, etc.), the dynamics 

of the gas-surface interaction can be determined. 

Different phenomena may occur during the collision of gas atoms 

with surface atoms: , a) the gas atoms may diffract from the surface 

(elastic scattering), b) the gas atoms may exchange a small amount of 

. energy wj,th the surface (weak inelastic scattering) or c) the molecules 

strongly interact with the surface "'h5.ch often leads to chemical reaction. 

.;. 
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a) Diffraction of gaE_ atoms by surfaces -- He can ca.lculate the -vrave-. 

length associated with the atoms by using the de Broglie equation 

)... = h ( 33) 

(2MT) 1/ 2 

where T is the kinetic energy of the atoms. For a thermal hel:L1.1n 
0 

beam A. ~ 1 A so that diffraction of these gas atoms from a row of 

surface atoms is possible. 

Diffraction of heliQ~ from cleaved (100) surfaces of lithium 

fluoride crystals had been detected by Estennann and Stern in 1939, and 

their experie:ment has been repeated and verified more recently. 

Diffraction of helium beams from metallic (silver) surfaces has also 

been attempted but so far 
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wlthout success. Experimental difficulties may have been the cause of the 

lack of success. It has been proposed that the large free electron density 

at metal surfac·~s and the large Debye-vlaller factor for surface atoms modify 

the surface potentic:.l "felt" by the incident. helium atom so as to roini~ize 

its periodic nature. Clearly, more diffraction experiments have to. be car­

ried out on a variety of solid surfaces to further explore the nature of 

atom5.c beam diffraction. 

b) Weak Inelastic Scattering of Gas Atoms from Surfaces -- The energy 

associated with lattice vibrations is of the same magnitude as the kinetic 

energy of the incident atomic beam. Therefore, direct energy transfer be­

tween the incident beam and the surface can take place, which could markedly 

alter the angular and energy distribution of the scattered atomic beam. 

Indeed, a large fraction of the incident atoms undergoes inelastic scatter-
ing vlith the surface. If the surface temperature, Ts is smaller than the 
temperature associated with the gas atoms, Tg, part of the kinetic energy of the 
atom may be transferred to the surface during the collision. For T > T , . s g 
energy transfer from the surface to the gas atom is likely to take place. 

There have been several calculations to describe the dynamics of vreak 

gas-surface collisions. The "hard-cube 11 scattering model ( 24) leads to a 

clo~ed form expression of the angular distribution of the scattered beam. 

In the model for weak interactions the gas and surface atoms are assumed to 

be rigid elastic particles. The surface is assumed to be perfectly smooth 

and the surface atoms are represented by one-dimensional harmonic oscillators 

that can move only normal to the surface and which are confined by independent 

square-vrell potentials. The change of angle reflects the change of momentum 

of the gas atom during collision with the surface. In the hard-cube scatter­

ing model the tangential velocity of the gc:.s atom (i.e., velocity component 

along the surface) is assu~ed unchanged by the collision because no forces 

act parallel to the surface. 

In most atomic beam scattering experiments the experimental data are 

obtained by monitoring the scattered beam jntensity I as a function of 

scattering angle ¢ Hhile keeping the other variables such as the incident 

angle, e 
' the surface ~nd characteristic [;<ts temperatures, T and T , 

s g 
and the at.omic wei.=:;hts o;' the gas and the sn;:-~':1cc, m and H, constant. 



'" 

-45- UCRI.-20382 

In general, the scattered beam has a lobular distribution with a 

maximum at a characteristic scattering angle ¢ (Fig. 11). The hard-cube 
max 

scattering theory ~redicts well the dependences of ¢max on the variables, 

m, M, T , T , and e. 
s g 

Accororr1odation coefficients Frequently one is more interested in 

determining the energy distribution of the scattered beam than in measlrring 

its angular distribution. To this end, one may define an energy acco~~1oda-

tion coefficient a,E' as 

(34) 

where E. and E are the kinetic energies of the incident and reflected 
1 r 

atomic beam, respectively, and 

the surface temperature, T • 
s 

Es is the mean energy of the gas atoms at 

The energy accommodation coefficient so de-

fined takes up values between 0 and l. If there is no energy exchange be­

tween the gas and the surface, E. = E and aE = 0. 
1 r ' 

accomodation on the surface, E = E r s and a,E = l. 

For complete energy 

'\\Usually the limited energy exchange beh;een the gas and the surface are studied 

by thermal accommodation experiments (rather than by the more difficult 

molecular beam techniques). In these invest_igations one determines the 

thermal energy of the gas (i.e., gas temperature change) before and after 

the partial energy exchange with the surface. The thermal accommodation 

coefficient is commonly defines as 

a.(T) = 

T - T I 
g g 

T - T 
g s 

(35) 

where Ts is the surface temperature and T and T 1 are the temperatures 
g g 

associated with the gas before and after scattering from the surface, respec-

tively. Equation (35) is similar to the definition of the energy accomoda­

tion coefficient, Equation (34). 
It is unportant to consider the effect of surface im 1 urities on the 

thermal accommodo.tion coefficient of a gas. Light adsorbed impurity atoms 

for which the nto:ric m;.;.s::; :i.s smaller than tl.Jt for atoms in the host lattice 
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tend to facilitate the energy transfer between the gas and the-surface, as 

shovm by ex!Jeriments. 'I'hus the adsorption of light ato::ns increases the 

thermal accommodation coefficient. The presence of heavy impurity atoms, 

for vrhich the atomic mass is greater than that for atoms in the clean sur­

face, is expected to influence the thermal accommodation coefficient to a 

lesser extent. 

c) Molecular Scattering Studies of Strong Interactions of Gas I,1olecules 
with Surfaces--

Wheh gas atoms or molecules that experience a strong attractive poten-

tial strike a surface they are likely to stick to the sur-

face for times much lon~er than lattice vibration times of surface atoms. 

Complete thermal acconunodation of the incident moleculr1.r beam can often 

occur and then the molecules are re-emitted frora the: surface with angular 

and energy distributions corresponding to the surface temperature T . s 
The flux of molecules that emerges from the surface in a solid angle 

at a scattering angle ¢ relative to a surface normal is 

dF = · (dm/4rt) n c cos ¢ (45) 

which is the well-known cosine distribution from the kinetic theory. 

dill 

In most molecular beam scattering experiments, hovrever, there is only 

partial energy transfer between the surface and the gas molecules. The 

incident molecules are rescattered from the surface before they can be 

fully accommodated. 

The incident atom or molecule may also undergo strong interaction with 

the surface which leads to a chemical reaction. Reactive scattering may be 

divided into tvw classes: 1) Those that lead to chemical reactions betvreen 

the gas and the surface in "rhich the surface acts as one of the reactants. 

2) Surface chemical reactions in which the incident gas molecule undergoes 

dissociation or other chemical rearrangements (association, hydrogenation, 

et~.), but the surface may participate only as a "catalyst'' by providing 

reaction sites, mobile charge carriers,· etc., while remaining unchanged 

structurall;~,r and chenically during the re::tction. (l) 
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It should be possible to deduce th2 energy transfer procc':>scs that 

take place dm·ing the strong surface interactions (and reactive scattering) 

of molecuk s by monitoring the energy 8.nd anGular distributions o.nd cor.Jpo­

sition of the scattered beams. So far only a· fe>·l investigations of' this 

type have been reported~ (l) It is hoped that reactive-scattering studies 

will be carried out in the near future since the ~~derstanding of the na­

ture of energy transfer in surface reactions is a problem of great impor­

tan.ce il) .. surf~ce scie,nc:e, 

Physical Adsorption 

We will novl concern ourselves vith the properties of the adsorbed 

layer of a weakly interacting gas on a solid surface. We can see from 

Equation (32} that the residence time of weakly interacting gas atoms can 

be increased markedly by decreasing the temperature at which the experi­

ment is carried out. Assuming a heat of adsorption L\H d :::::: 2 kcal/rnole, 
o -11 a s 

the residence time at 300 K is on the order of 10 second. At 100°K, 

hovrever, it is greater than 10-7 second. Thus by judicious choice of the 

experimental conditions we can maintain a larger concentration of gas 

atoms a on the surface, even for small values of 6H d . It is not a s 
difficult to see that in addition to the residence time, the surface con-

centration or surface 11 " coverage a will also depend on the flux of gas 

atoms, F, striking the StiTface per unit area per second. The surface 

coverage is given by the product,( 23) 

a = -rF (36) 

The gas flux is proportional to the pressure and the residence time is 

defined in Equation (32). Thus, we have 

a = (36a) 

From the knowledge of 6Hads' p, and T, a can be estimated. 

The gas atoms adsorbed on the surface at a given temperature, T and 

pre:; sure p are C'i thcr localized at \·7·;11 defined surface sit cs or are 
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mobile (i.e., they possess translational degrees of freedom along the 

surface). The structure of the adsorbed layer can be studied by low energy 

electron diffraction. Although the surface structure of adsorbed eases 

during physical adsorption should provide one I·Tith important informa.tion 

about the nature of the adsorbed layer, such studies have been carried out 

only recently for only a fevl systems. 

a} Surface Structure -- Ordered surface structure of xenon on the graphite 

surface was observed at -90°K and at lO~ torr by low energy electron dif­

fraction. LEED studies have revealed the presence of an ordered argon 

surface structure on the (110) crystal face of niobium at 20°K. 

However, LEED studies of the adsorption of several gases (02, Ar, Xe, C2H~) 

on the silver single crystals at temperatures 100-270°K indicated that the 

adsorbed gases are disordered~ 5 ) It is hoped that a great deal of struc­

tural information will become available in the near future. 

b) Adsorption isotherms and other thermodynamic properties of the adsorbed 

layer -- ~1ost of our infor111ation ~bout the nature of the weakly adsorbed 

gas layer comes from macroscopic studies of the amount of gas adsorbed on 

the surface a (surface coverage), as a function of gas pressure p at 

a given temperature. The a-p curves are called adsorption isotherms. 

The adsorption isotherms are used primarily to determine thermodynamic 

parameters that characterize the adsorbed layer (heats of adsorptio~ and 

the entropy and heat capacity change associated with the adsorption process) 

and to determine the surface area of the adsorbing solid. The latter 

measurement is of great technical im;>ortance because of the widespread use 

of porous solids of high surface area in various industrial processes. 

The simplest adsorption isotherm at a constant temperature is obtained 

from Equation (36a), l·lhich we can re1vrite as 

a = k p (37) 

1 

vrhere k == NA (2nt,1RT)- 2 r
0 

exp [-Nr3 c:s/:~T]. Equation (37) is unlikely to 

be suitable to desc2·:i!.··' ·,;he o·.re!'all <:_:i_::;orption process. Nevertheless, it 
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approximates the adsorJ?tion isotherms for many real systems at lol'r pre~:-­

sures (< 10-
5 torr) and at high pressure (10 torr) at the initial st.s.gcs 

of adsorption. For example, the adsorption isotherms of argon on silica 

gel obey Equation (37). 

Langmuir has derived a different adsorption· isotherm by asr.umir1g that 

adsorption is terminated upon completion of a monomolecular adsorbed 

layer. (l) If a is the surface coverage in the completely covered 
0 

face, the Langmuir isotherm has the form 

0 kp 
0 

0 (38) = 
0 + kp 

0 

[~as 

By writing 8 = a/ o , where 8 is often called the 11degree 11 of covering, 
0 

Equation (38) can be rewritten as 

8 
k'p 

(39) = 1 + k'p 

where k' = k/ o • Another frequently used adsorption model that allmis 
0 

for adsorption in multilayers where gas atoms or molecules may adsorb on 

top of already adsorbed molecules, vras proposed by Brunauer, Emmett, and 

Teller(l)(BET). With the exception of the assumption that the adsorption 

process terminates at monolayer coverage, they have retained all other 

assumptions made in deriving the Langmuir adsorption isotherm. The BET 

model leads to a two-parameter adsorption equation of the form 

o(p - p) 
0 

= __!__ + ( c - 1) 
0 c 0 c 

0 0 

(40) p 

where p
0 

is the saturation pressure of the vapor at which an "infinite" 

number of layers can be built up on the surface and c is a constant at 
.. 

a given temperature and is an exponential function of the heat of adsorp-

tion of the first layer and the heat of condensation or liquefaction of 

the vapor 6HJJ ( c ("( exp [.61-Iads - .61-IL] / RT) . A plot of the quantity p/ o 

(p
0

- p) vs. pjp
0 

should :>rield a straight Hne \vith slope (c - l)/o
0

c 

and intercept 1/c c. 
0 
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Another useful method of surface area dctermim.tion vras suggested by 

Harkins and Jura. (ll) There appears to be good agreement between the sur­

face areas determined by the Harkins-Jura and the BET methods. 

The adsorption isotherm yields the amount of gas adsorbed on the sur­

face, i.e., the product of the average area occupied per molecule and the 

surface area. Unless the molecular area occupied by the adsorbed gas is 

known, the adsorption isotherm yields only relative surface areas rather 

than the absolute values. This is the reason for using only one gas 

{nitrogen or argon) to determine the surface areas of different solids. 

However, Harldns and Jura (l) developed an absolute method to determine 

the surface area of non--porous solids by using an immersion calorimeter. 

By using this absolute method and the BE'r or other adsorption isotherms 

for the same system, the average area occupied by a molecule of a e;iven 

gas can be obtained. For nitrogen this was found to be 16.2 A for a 

variety of surfaces and was adopted as a standard for surface area deter­

minations.· 

There have been several theoretical models( 25 ) proposed that atte!!lpt 

to give a more realistic description of the gas-surface interactions that 

lead to physical adsorption thanthe Langmuir and BET models. The vari­

able parameters in these models are the interaction potential, the struc­

ture of the adsorbed layer (mobile or. localized monolayer or multi-layer) 

and the structure .of the surface (homogeneous or heterogeneous, number of 

nearest neighbors). Unfortunately, many of these different detailed models 

of adsorption yield similar theoretical isotherms. Thus it is essential 

to obtain supplementary experimental information, in addition to the adsorp­

tion isotherms,. before a more meaningful theory of physical adsorption can 

be developed. These experiments involve 1) the determination of the sur­

face structure of '·reakly ·adsorbed gases on single crystal surface by LEED, 

2) ·studies of their order-disorder phase transitions by LEED at low tem­

peratures, and 3) determination of adsorption isotherms and the heats of 

~dsorption as a function of coverage for different gases on ordered single­

crystal surfaces. So far, such studies have been carried out for only a 

few systems. 

~· 

.. 
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Recently, ellipsometry techniques(!) were found to be useful .in 

measuring adsorption isotherms on sinzlc crystal surfaces. From the ad­

sorption isotherms obtained at different surface temperatures the heats 

of adsorption as a function of coverage could be calculated. Althou~h 

contamination of the surface by unwanted condensates can be difficult to 

control, such measurements promise to yield detailed information about 

the adsorption process and should aid in the development of realistic 

theoretical models of physical adsorption. 

rlhen a single atom or molecule is adsorbed on a clean surface, heat 

is liberated, i.e., the adsorption process is always exothermic. The 

total or inte~ral heat of adsorption ~1 d , measured for the adsorption 
a s 

of N molecules in the overall adsorption process is proportional to the 

number of adsorbed molecules N and to the heat of adsorption per mole-

cule, qads' 

&I ads = (41) 

Frequently one is interested in measuring the differential heat of adsorp­

tion (d &Iads/dNh, which is the increase in the heat liberated by' ad-

sorbing an additional amount of gas, dN. If qads is independent 9f the 

amount of gas already adsorbed on the surface, a condition which is as-

sumed in deriving the isotherms given by Equations (37), (38)' and (40), 
·the differential heat of adsorption is independent of coverage and remains 

constant as a function of coverage. In reality, the heat of adsorption 

changes with the amount of gas adsorbed on the surface due to the. hetero-

.geneity of the surface. 

respect to N to obtain 

Thus it is useful to differentiate ~1 d vrith a s 

= N (dqads) 
qads + dl'1 

.v T 
(42) 

. diff If the differential heat of adsorpt1on &I d is measured under iso-
a s 

thermal conditions it is commonly called isothermal or isosteric heat 

of adsorption. (23) 
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e curves may be extrapolated to zero coverage to 

a direct measure of the interaction energy bctHeen 

the gas molecule and the surface. As the coverage is increased the heat 

of adsorption may increase or decrease because of 1) interactions bet·.·:E:·.::r: 

the adsorbed molecules and 2) the availability of different surface sites 

for adsorption on the heterogeneous surface. At high coverages (8 ? 1) 

the heat of adsorption approaches the heat of condensation (liq_uifaction) 

of the adsorbed gas indicating that the surface forces no longer play an 

important role in determining the propert:i.es of the adsorbed layer. It 

should be noted that because of the strong attractive surface forces, at 

low coverages the heat of adsorption may be several times the value of the 

heat of liq,uefaction. 

In studies of the thermodynamics of adsorbed layers, it is useful 

for certain systems (for example, in studies of monomolecular surface 

films on the liquid surfaces) to define the surface pressure IT as 

II = ·Y - Y 
0 

(43) 

where y
0 

is the su:cface tension of the clean surface and Y is its 

surface tension in the presence of the adsorbed layer. For insoluble 

layers, which are dilute and mobile so that they approximate the prop­

erties of a two-dimensional surface gas (gaseous film), we can write the 

two-dimensional equivalent of the ideal gas lav/9) 

rr4 = n RT s 
(44} 

The surface pressure due to adsorbed films on a liquid surface may 

be measured by "film balances" of different types, which measure changes 

of surface tension due to spreading or compression of the surface films 

... 

on liquids.(lO) Such measurements are of great importance in testing the ~ 
properties of soap and detergent solutions. Their role .as cleaning aGents 

requires that they alter the surface tension of water to facilitate the 

dissolution of solL.:~ uf different kind:->. Ll.c;oLlblc mo!lo:::olecul:.lr fil.--:::s 
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or organic aclds spread evenly on the surfaces of lakes and rese!'voir::: 

are often used to reduce the evaporation rate of vrater by as much as l~o):. 

by making vaporization diffusion limited through the surface fiJJn. In 

this way water may be conserved and used for irrigation of arid areas. 

Chemisorption 

Strong attractive interaction potential between the incident gas and 
-2 

surface atoms may give rise to residence times > 10 sec. for heats of 

adsorption bH d greater than 15 kcal/mole. Thus, even for small gas 
a s 

fluxes (~ 10- 6 torr), large surface coverages can be obtained at 300°K or 

at higher temperature. 

action with the surface 

The adsorption of gases that undergo strone inter­

(DH d > 15 kcal/ruole) is frequently called a s 
chemisorption. An important 1.1art of most studies of gas-surface interactions 

and many chemical surface reactions is to investigate the structural, thermo­

dynamic, and electrical properties of the chemisorbed layer. 

a) The surface structure of chemisorbed gases( 5) -- The structure of chemi­

sorbed gases has been studied extensively by low energy electron diffrac­

tion. LEED studies have shown that chemisorption predominantly yields 

ordered structures on single crystal surfaces. The surface structure that 

form depend, to a great extent, on the symmetry of the substrate; the 

chemistry and size of the adsorbed gas molecule; and, in some cases, the 

surface concentration of the adsorbate, which may be controlled by the gas 

partial pressure over the surface. 

The experimental data accumulated so far indicate several regularities 

or trends that are operative in the formation of surface structures of ad­

sorbed gases on high-density crystal planc::s. It is possible to p:copo:,~c a 

set of rules that appear tC? govern the for;:-::tion of ordered surface struc­

tures. (
26

), It is hoped that the judicious e:.rplication of these rules to 
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other substrate-adsorbate systems that have not been studied will allow 

one to predict the surface structure that should form •. These rules, al­

though they are empirical and are formulated from the correlation of exist­

ing surface structural data, are nevertheless based on a strong physical 

chemical fowJd:"ltion. It appears that chemisorption leads to the formation 

of surface strnctur·es that exhibit maximum adsorbate-adsorbate and adsorbate-

substrate intcrcJ.ctions. 

RULE OF CLOSE PACKING Adsorbed atoms or molecu~es tend to form surface 

structures characterized by the smallest unit cell PP.rmitted by the mole­

cular dimensions and adsorn~te-adsorbate and adsorbate-substrate inter­

actions. They prefer close packing arrangements. 

RULE OF ROTATIONAL SYMHETRY -- Adsorbed atoms or molecules form ordered 

structures that have the same rotational s~netry as the substrate face. 

RUJ...E OF STI-ITIAR UNIT CELL VECTORS -- Adsorbed atoms or molecules in mono­

layer thickness tend to form ordered surface structures characterized by 

unit cell vectors closely related to the substrate unit cell vectors. 

Thus the surface structure bears a greater s.imilarity to the substrate 

structure than to the structure of the bulk condensate. 

Classes of chemisorbed surface structures( 5)a) Chemisorption "on top". 

Gases may chemisorb on the surface and arrange themselves in different 

surface structures according to the rUles of ordering given above. Ad­

sorption "on top" implies that the chemisorbed reactants or, if they dis­

sociate:, the products of dissociation, stay on the surface and will not 

subsequently diffuse into the bulk to participate in bulk chemical pro­

cesses. The structure that forms is a t1·10-dimensional arrangement in which 

the participating atoms or molecules are those of the adsorbed gas and docs 

not include substrate atoms to any large extent. The adsorption of olefins 

on platinum surfaces or the adsorption of satu.cated hydrocarbons on nickel 

surfaces p_rovide good ex:.:.:nplez for this type o:' chemisorption. 
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b) Co-adsorbed surface structures -- LEED studies uncovered some surface struc­

tures that wou.ld form during the sin.ultaneous adsorption (co-adsorption) of 

two gases but that would not form during the adsorption of only one or the 

other gas component. ·The formation of these mixed surface structures seems 

to be a general property of adsorbed gas layers on tungsten surfaces. 

c) Reconstructed surface structures -- It has been reported from several 

studies that a strongly exothermic surface reaction, such as the chemi­

sorption of oxygen on nickel or on other metal surfaces, can dislodge the 

substrate atoms from their equilibrium positions and cause rearrangements 

of the substrate structure, which is commonly called reconstruction. The 

reconstructed surface structuxe is composed of both metal and chemisorbed 

atoms in periodic arrays. Although changes in the diffraction pattern 

during chemisorption can be analyzed in several different v1ays, complemen­

tary experimental evidences seem to indicate tha.t reconstruction is the 

most likely interpretation of the st1:uctural changes observed during the 

oxidation of many metal surfaces. Reconstruction can be easily rational­

ized by comparing the heat of adsorption of strongly chemisorbed species 

with the lattice energies of the different substrate metals and semicon­

ductors. If the heats of adsorption and the lattice enere;ies are of the 

same magnitude, it· indicates the formation of chemical bonds between the 

adsorbed atom and the substrate that are similar in strength to those 

between the substrate atoms. Reconstruction of the surface may be looked 

upon as a precursor for oxidation reactions or other chemical reactions 

that proceed into the bulk; for example, carbide formation via carbon dif­

fusion, or nitridation via nitrogen diffusion into the bulk by a diffusion 

controlled mechanism. Since reconstructioi1 displaces and rearranges metal 

atoms on the surface vlhile formine; ordered surface structures, these 

structures may be stable to much higher temperatures than two-dimensional 

surface structures which are solely due to adsorbed gases. 

d) Amorphous surfac~ str~~tu~_:;:_es -- It h2.s been found during studies of the 

adsorpt:i.OJ1 of oxyge!~ nn. ;:o:;:cc. ::1etal ~~l· :'faces that chemisorption takes 

place via the formation of disordereCJ. layers. For example, the chemisorption 
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of oxygen on. aluminum surfaces or OA."Ygen on chromium surfaces takes place 

in such a manner. This is in contrast \'Ti th the behavior of oxygen on 

nickel or hmgstcn surfaces. Although the experimental information pre­

sently available is scanty, it appears that those oxide layers that form 

non-porous resistant su:rface films form d:i.soruered surface structures. 

The lack of cry:~tc.llinity of the surface structures may be correlated 1·rith 

the degree of non-porosity of the deposited oxides in future studies. 

e) Three-diroensiona~ structures -- As already discussed, reconstruction of 

the solid surface may occur during the chemisorption of gases that induce 

exothermic chemical reactions at the surfaces. Reconstruction may be fol­

lowed by further chemical reactions, which take place in the bulk of the 

s alid. As the surface species diffuse intothe bulk, the chemical reaction 

is no longer two dimensional but actually involves the species belovr the 

surface. In the final stages of oxidation when the second phase (for ex­

alllple, nickel--oxide) is beginning to precipitate, other surface strlJ.ctures 

may appear that are characterisitc of that of the bulk oxide or some mix­

ture of the metal and the oxide structures. The condensation of second 

phases can conveniently be followed by low energy electron diffraction be­

cause of the streaking of the diffraction pattern by the strain introduced 

by the phase transformation. Such studies provide us with new information 

about the .formation of bulk phases or bulk phase transformations. 

Ads0rption isotherms of chemisorbed f?;ases and their heats of chemi­

sorption During the chemisorption of gases, monolayer coverages are 

obtained at very small pressures ($ 10- 6 torr) which, m1til recently, 

were outside the pressure range of convenient and reliable experimental 

adsorption studies. Therefore most of the isotherms for chemisorbed gases 

are determined at high coverages and are often incomplete. (27) Some of • 

the studied gas-solid systems obeyed the Langmuir isotherm but many chemi­

sorption processes did not. Studies of the temperature dependence of the 

coverage reven.led th2.t tt.c differential hea.t3 of adsorption decrease \';i th 

increasing surface covcretge, near~v linearJ.y in some cases. The diffcrentio.l 
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heats of chemisorption of hydrogen on se·veral metals clearJ..;,r indicc>.tc th<:: 

variat:i.on. In most chemisorption processes the heat of adsorption is 

thought to decrease with coverage because of the repulsive interaction 

betvreen adsorbate molecules vrhen they nrc in close proximity to each 

other. Let us assume that the heat of chemisorption ~ddiff decreases 
a s 

as the linear function of the-coverage which can be expressed as 

~diff = ~ (e = 0)(1 - ae) 
ads ads (46) 

where ~ d (8 = 0) is the heat of chemisorption at zero coverage and a s 
a is a proportionaliJcy constant. The resultant isotherm predicts the linear 

variation of e vlith ln p, is called the Temkin isotherm. 

Another frequently used isotherm, the Fraundlich isotherm, implies 

that the heat of chemisorption falls logarithmically with increasing sur­

face coverage [ 6H~~!f :;;,;; - .6Hads ( e = 0) ln 8 J. It is of the form 

1/"h-
cr = c p (47) 

where c and ~<- are constants that depend on T. It should be noted 

that the predicted logarithmic 6Hdiff - e relationship cannot be obeyed 
ads 

as e approaches zero. 

The values obtained for the heats of chemisorption are, in general, 

less reliable than those obtained for the heats of physical adsorption. 

Since large coverages can be obtained even at very low equilibrium pres­

sures, it is often very difficult to determine the initial heat of chemi­

sorption [~ads (8 ~ o)J. In addition, because of the strong adsorbate­

substrate and adsorbate-adsorbate interactions, the heats of chemisorption 

depend markedly on the surface structure of the substrate (distribution 

of different purface sites) and on the surface coverage. Heats of chemi­

sorption vary widely betvTeen 15 and 200 kcal/mole, whereas heats of 

physical adsorption are all in the ranse 2 to 15 kcal/mole. 

'I 
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Ele_ctrical ·;;ro!?erties of the chemisorbed layer -- The ivork function and 

its small variation from crystal face to crystal fa.ce is due to the rcdic·­

tribution of electron density in the sur·face layer. It can be readily seen 

that the adsorption of atoms or molecules that cause a further redistr:i.bu- ~· 

tiort of the charge density at the surface gives rise to changes of the work 
( 28) function. · · If the adsorbed atoms are ionized and transfer electrons 

into the solid surface the work function decreases. Conversely, the form:J.­

tion of adsorbed negative ions increases the work function. l-fost freq_uently 

the adsorbed atoms or molecules are only polarized by the attractive sur­

face forces, and then they may be viewed as dipoles aligned perpendicularly 

to the surface. If the adsorbed layer has its negative pole outward, th'= 

work function of the electrons j_n the solid (generally metal) surface in·· 

creases because of the lowering of the free electron density by charge 

transfer and charge localization in the adsorbed layer. If the positive 

pole of the polarized adsorbed layer is outward, the work function de­

creases on account of the excess electron density transferred to the solid. 

no'ii Thus measurement of work function changes on well-defined metal sur­

faces can give a great deal of information about the nature of adsorption 

and the type of surface bond that forms between the adsorbed molecule and 

the surface atoms. 

Work-functlon changes upon chemisorption are measured by a variety 

of methods(.l) Most of the work-function studies were carried out on poly­

crystalline surfaces and can be taken as averages of work-function values 

for the different low-index crystal faces. 

There are several trends in the work function data that should 9e 

noted. Both hydrogen and oxygen adsorption on metal surfaces appear to 

increase the work function. The chemisorption of rr-bonded organic mole-

cules ( olefins for example) decreases the 1-rork function. Carbon monoxide, 

on the other hand, increases the work function of some metals (Fe, Ni, Co, , 

W, pt), but decreases the work function of the others (Cu, Au, Ag). 

It should be mentioned that the adsorption of rare gases, such as 

Kr; A, and Xe, decreases the work f~~ction of various metals. The roaeni­

tude of this ir.cl.twed dipole interaction ic proportional to the polariz­

ability of the gas <::.tom. 
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Chemisorrtion, \vhich always involves charge transfer betHeea the ad­

sorbo.te e.nd the surface, can readily yield monolayer coverages on a metal 

surface because of the presence of mobile charge carriers in large concen­

trations (about one free electron per· surface atom). Chemisorption on 

semiconductor or insulator surface is more difficult, however, bec2.use of 

the scarcity of free electrons (or holes) available for charge transfer 

(less than one electron per 10 4 surface atoms). As soon as all the mobile· 

charges are transferred from the topmost atomic layer at the surface to 

the adsorbed gas atoms a space charge builds up at the surface that opposes 

the further transfer of charges to the adsorbed gas layer. Thus chemi.sorp­

tion becomes limited by the rate of charge transfer to the surface over 

the surface space charge potential energy barrier V . This barrier do~s 
s 

not maintain constant height throughout the chemisorption process but in-

creases v.rith increased number of ionized donors (or acceptors). The bar­

rier height is also temperature-dependent and varies as exp (-eV /kT). 
s 

Let us consider a typical charge transfer limited chemisorption of 

an electron acceptor ato~ on the surface of some n-typc semiconductor, 

which combines VTith an electron supplied by the bulk of the material. As 

the chemisorptj_on proceeds, a dipole layer is formed that consists of a 

negatively charged chemisorbed layer and a positively charged space charge 

region near the surface, The chemisorJ-tion rate which become limited by 

the rate of arrival of electrons from the bulk to the surface over the 

space charge barrier can be written in an integral form as 

- b n = log t + C e 
(liB) 

lrhere b and C are constants and ne is 
.be transferr-ed to the surface. This 

the free electron concentration which can 
type of rate lm-r is frequently 

called the Elovich rate equation. (l) The chemisorption of oxygen on 

several semiconductor surfaces ( Ge, ZnO, CdSe) obeys this rate lm,r. The 

oxygen uptake rate is exponentially dependent upon the charge concentra­

tion at the surface. 

According to the "boundary layer" theory,(l) in any surface reaction 

where electron t~·e.n:-fc:J· throuc;h a potent:i.EJ.~- b:J.-cricr is the rate determining 
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steJ;, one expects t~w r<:.te to be exponentially dependent on the transferred 

electron concentration to give the type of rate lavr which was obtained in " 

Equation (!19). In fact, any adsorption mechnnism that requires an activa-

tion energy DE, and for vrhich the activation energy increases \·rith in-

creasing coverage 8 (6Ecx: 8), may yield a rate equation in the form 

~~ oc A e -S/RT that gives an integrated rate equation of the form of 

Equation (48). Thus it is not surprising that the Elovich equation de-

scribes the adsorption rate of different gases on a wide variety of solid 

surfaces. 

'l'he importance of the ·carrier concentn~tion and the type of carriers 

available at the surfr,cc for chemical proc·esses on semiconducto:r: or in­

sulator suTfaces is indicated by several studies. For example, the oxi­

dation of propyJ.cnc to acrolein on cuprous oxide crystal surfaces was 

found to depend 011 the mobile-hole coEcentration at the· surface, vrhich 

could be changed by variation of the ]:.artial pressure of oxygen over the 

solid. (l) 

The surface chemical bond -- Fro~· past and recent results of chemisorption 

studies a consistent physical picture of chemisorption seems to emerge. 

Chemison·tion involves charge transfer betv1een the adsorbate and the sub­

strate. The nature of the chemical bond of the chemisorbed gas depends 

1-·artly on the properties of the single substrate atom and partly on the 

structure of the subs>..:.rate surface. A co:nparison of the chemistry of 

chemisorbed gases on metal surfaces with the chemistry of metallo-organic 

compounds for vrhich the single atom chemical properties are dominant should 

provide us with a great deal of information about that component of the sur­

face chemical bond that is determined by interaction vlith a single metal 

atom. Extensj_on of studies of the surface structures of chemisorbed gases 

on various sinr;le crystal surfaces, their variation with surface coverage • 

and temperature, sho1ud aid in exploring the surface structure dependence 

of the surface chemical bond. 
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Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 

Fig. 5a 

Fig. 5b 
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Optical mi c:ro:3cope picture of the bs.;><t l plane of cacL'11iwn 

sulfide at lOOx magnification. 

Electron microscope picture of the basal plane of zinc at 

105x magnification. 

Model of the heterogeneous sm·face depicting the different 

surface sit es; terrace, kink, ledge, vacancy, l edge-adatom 

and adatom. 

Field ion emission pattern of a tungsten tip image with 

helium at l2°K. 

Scheme of the lm1 energy electron diffraction technique. 

Low energy electron diffraction pattern of the (111) face of 

a platinum single crystal. Incident electron beam energy is 

about 120 volt . 

Fig. 6a Diffraction patt ern from the (111) crystal face of silicon that 

Fig. 6b 

Fig. 7 

Fig. 8 

Fig. 9 

Fig. 10 

exhibits the (lxl) surface structure. 

Diffraction pattern from the (111) crystal face of silicon that 

exhibits the (7x7) surface structure. 

A section of a bubble surface with internal and external 

pressure p. and p t and surface tension, y. 
J.n ex 

Definition o1 the contact angle at the solid-liquid interface. 

The energy levP.l diagram as a function of distance, x, from the 

surface (x=O). 

Energy level diagrams for <:m intrinsic semiconductor in the 

presence of a) electron donor or b) electron acceptor surface 

states. 

Fig. 11 The angu~ar distribution of He, Ne, A and Xe atomic beams 

scattered from orient ed Ag (111) films. 
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Fig . 5b 
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LEGAL NOTICE 

This report was prepared as an account of Government sponsored work. 
Neither the United States, nor the Commission, nor any person acting on 
behalf of the Commission: 

A. Makes any warranty or representation, expressed or implied, with 
respect to the accuracy, completeness, or usefulness of the informa­
tion contained in this report, or that the use of any information, 
apparatus, method, or process disclosed in this report may not in­
fringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, or for damages 
resulting from the use of any information, apparatus, method, or 
process disclosed in this report. 

As used in the above, "person acting on behalf of the Commission" 
includes any employee or contractor of the Commission, or employee of 
such contractor, to the extent that such employee or contractor of the 
Commission, or employee of such contractor prepares, disseminates, or pro­
vides access to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 
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