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Introducti gm  

!oa5  .f or numerical differentiation may be derived in a natural 

way from the interpolating polynomial formulas. The errors ±nvolved may 

be determined and the methodsniay then be used to practical advantage. 

2. Rel&t Ions between Differences and Derivatives 

By means of induction arguments it may be shown that 

a 	(n), 	n 
urn 	L f( 	f 	(x) • 	d f(x) 	and 
c—.O 	(x) dxn 

a 
f(x) 	(ax 	

(a)
) f 	(xx)where 091. 

Relation (b) shows that there is some point between x and x n4 x 

suchthat 

a 	 a 
(C) 	f (x -f- n9x) 	A f(x) 	for 0 

When the function f(x) is unknown, formulas (a) and (c) aid in the 

evaluation of the error term arising when the difference quotient is 
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II. CURVE FITTING 

1 Introduction 

The subject of curve fitting is twofold First a function must be 

found to fit the given data and secondly the constants of the function 

must be evaluated in order to obtain the best fit of the function. The 

first problem is concerned with findig an empirical function of  which 

there may be many. In the second ease the exact functional form of the 

curve may be known and the problem 	to find the best fit to the 

observational data0 Since there is such a large nunther of p ssible 	 V 

approximating functions, no systematic method of finding the best empirical 

function is possible0 	 V 	

V 

13 

2. GraDhical Methods 

It is very often possible to use function scales which are so 

chosen that the graph of the funtion becomes approximately a straight. 

line0 Semi-log and log-log graph papers are connoniy  used. 
V 

If y k a, then log y 	log k 4- (m log a)x and  log y and 

x are linearly related, 	
V• 	 V• 	

V 

If y = b x then log.y 	log b-i-n log x, and logy and log.x 

are linearly related. 

In general,. if N(y) 	mj (x) - b, where 	and N are furction 
V 

scales for x and V3 then 	(x) and N(y) V are linearly related. 	
V 

3 VVV 	
of Differeng#5 V 	

V V 

V 	 Using the obse±Oved  pairs, (xi  y1 ), a table of.differencesof the 	
V 

Yi is set up. If the x form an arithmetic progression,  x - x 1 	k 

for all i, and if the r?th  difference of, the yi is constant, all higher 
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differences being zero, then y is a polynomiai in x of degree r. If the 

r't'dihtferenCe is almost constant,, then a polynoial of degree'. ,  r' will be 

a good approximation to y(x).' 

Modifying the conditions on. the xts and y's, other possible 

representations of y(x) may be found. If the values of x form an 	-. 

arithetic progression and if the, r' th difference' of yj  is constant or 

in 	 n 	n '2 
almost constant, then yi 	a- a1x + a2(x ) + •••far(x ) 

	

If in = n = -1 and r ' 1, then y 	x 	and the 
...... 

function y has asymptotes x = - a1 and y = 	. In this case 
a0 	a0  

1/y versus 'i/x is a straight line. 

If the XjS form an arithmetic progression and the r'th difference 
r 	r 

of the yi  form a geometric progression, A 	kA 	f or all 1, 

then';'  
r-1 	x 

Y : a0  a1  x 4-  ... far_i x 	- k a 

If r = 1 0  then y a0 4- k 
gX 

If. a ) 1, then y increases indefinitely- with''x. 

If, 0 4 a < 1, then y decreases with x and.is  asymptotic to 

Now if the Xj'S form a geometric progression, and the Yj'B also 

form a geometric progression, then y = a 

4. Evaluation of Arbitrary Constants 

4.1 Introduction 
Substituting the observational values )  (xj , yj), i:1, ...,n. 

into the approximating function f(x), relationships which the constants 

must satisfy are obtained. 

- f(xj) ' 	0 .. for i 	1, •• 
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If there are r, less than n, arbitrary constants, then r of the 

n equatjns irrolving the constants may be selected in hopes of obtaining 

the best approximation, An alternative is to stipulate that 

f(x1 )
-,  y1 	f(x3) - Yj 

for certain points, However cars must be exerted in order that a very 

large negative error does not Cancel a large positive error, 
4 

In these two common procedures there is no systematic method, nor 

is there a reliable estimate of the probable error at every point, nor is 

there assurance: that the best fit. has been found. On the other hand the 

method of least squares ha& the advantage that it satifies these three 

requirements,  

42 Method of Least 3ouares0 
to be approximated by 

f(x) = 	 a g(x) 	where the g(x) are linearly 

independent and. n ) m, then the method of least squares assets that 

the residuals v 	f(x) - y(x1 ) should be such that 	
n v 
	is a 

minimum. 

By partially differentiating 	_ V. 	with respect to the in 4- 1 p 	
i1.i 

arbitrary constants and equating to zero, the "normal ecuations" are 

obtained which must be satisfied by the arbitrary constants in order that 
2 

v shall be a minimum, 
i=l 
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a 	g 	(xj)+ a 	g0(x1 )g1(x1 ) 	. 	
4_as 

L_ g0(x1)r(x1) 
i=1 

g1 (xj )g0 (xj ) + g(xj)+. ..f-am 	g1(xj)g(xj) 

g1(xj )y(x1 ) 

AzA 

a0 	g(xj )g0 (x1 ) + al.,. g(x1 )g1(xj)f 	 (x1 ) 

in 

There are 	m - 1 	equations in the 	ml- 1 	unknowns, 

40 ) al , ... , am 	There will be a solution if the determinant of the 

coefficients is not zero 

3 	A1ications of Least SauR.re Metho4 
43l 	Linear 7unctiofls 

If 	Y. 	is to be 

	

approximated by. 	f(x) 	ax+ b , then the 

normal equations are 

: bn4-a 
i=l i1 

b 	Xj  
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checkB:  

xj.f. 	____fl Yj+ 

2. 
2 

x+>yj2>xjyrj 

Ezi 1')L Zj  Xj+) 	j Yj 

I 

Example 2: Doolittle's Abridged Nethod 

,Let the normal equ4tLon8 be 

a00  k 4. a 0 	a 0  in b0  

a01  k+ 	a 	in 

am b2 	where 	a 

check column 

1. a 	a10 	a20  b0  b0 + a00 	a10 .- a2 

(2) a11 	a21  b1  b1  + a10+ a11  + a21  

(3) a22  b2  b2  +7 a20 -I- a 	+- 

(2) all 	a21 b1  b1  4- a10  4- a11 -- a21  

(4) 	I xlo 	-a10a10 	...a20a10  -a10 1b0 ~ a0 ,+ a10 	a20] 
400 	 a00  a0 , 400 L 

I 
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II 	(2)"f-  (4) 	 a11  
I 	 t 

bi+ a11 + a21 	(check) a21  
I 

b1  

(3) a 22  b 2  b2  f a20  .fra21 -f- a22  

-a 
a20 -a2 b0 -a

20  -a2 Vb0 +-  a00 a1 a] 
a00  a00  a00  

 x. a1_ b2 _ai -a1 
[b1 * a1l a i ] 

all  a11  aj1  a 1  

III 	(3) f (5) + 	(6) a22 	(check) a22 b2 4 

Now the normal eouations can be solved easily 

a 22 m 	b 2  

I 	 I 

a11 	-i--  a21 m 	b1  

a00  k + a10  £ +- a2 	m b0  

4 4 	Integral Cases 

If continuous curves rather than discrete observations are being 

considered, then 
[ 

f(x) - 	 (x)]2  dx is minimized 	In the normal 

equations 	is substituted for Transforming the interval 
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1a2 	 + J0 

lai 	 +a3 	a5 	- 
+17 

ao . 	 fla2 	 1 a4 	1- 

etc 

This set of normal equations divides into odd and even groups and the 

can be written in terms of the 	JT 

The disadvantage of the power series approximation is that the 

constants must be reevaluated if additional terms are added for greater 

accuracy 

If orthogonal polynomials are used, then only the diagonal terms 

in the normal eauations remain and, asa consequence, the previous 

calculat*ibn6 do not change with the addition of. more terms 	Then 

y dt 	where 

bk 	 k(t)] 	dt - 

4. 5 	Fundamental Theorem 
p 

The fundamental theoren states that the aoproximting function determined 

by the lest square method is closer to the true function than the observed 

function 

Let 	z 	be a continuous function in (a, b) 	ich is to be 

approximated by 










