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ORDINARY DIFFERENTIAL EQUATIONS 

l 	Introduction ... 

Since most of the differential equations we encounter in applications 

cannot be solved in closed form we must consider the other methods available. 

These methods include solution by infinite series, graphical solution, and 

direct numerical integration of the differential equation. I shall discuss 

the latter .and give a survey of the methods available for direct numerical 

• 	 integration, Actually in many cases the direct integration is the best 

• 	 method to solvf a differential equation. Although the analytic solution 

gives the general behaviou'throughout its domain of definItion the actual 

numerical value of the solution at required points is- sometimes quite 

difficult to compute particularly if the solution is expressed as a trans 

cendental equation or as an infinite series0 . Series solutions may be. slowly 

• convergent and the labor involved in computing the ëoefficierits is sometimes 

very large. The direct numerical solution then has the advantage of giving 

-a table of values of the particular solution desired. 

I shall also discuss the applicability of computing machines to the 

direct solution of differential equations. 
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In solving a differential equation numerically there are two problems 

to be considered: (1) starting the solution with given initial conditions 

and (2) continuing the solution over an extended range of the independent 

variable. The methods available for continuing the solution generally require 

four or five successive values of the solution for equal intervals of the 

independent variable, Consequently, I shall first discuss methods of starting 

the solution0 These methods in theory can solve the equation over an extended 

range but the computations become so -cumbersome that they are only practical 

over a small •neighborhood of the origin. The methods of starting a solution 

are the existence theorems of Picard and Cauchy, the method of Runge-Kutta, 

and the Euler method, The möthods of continuing the solution are the-forward 

integration by finite differences and Milnets  method. Most equations 

encountered of second and higher order•may be reduced to a system of first 

order equations by the substitutions 

	

p = dy 	, 	 q , etc. 

	

dx 	•dx2 	dx 

Likewise systems of simultaneous equations of higher order may be reduced to 

a systemof firstorder equations. Consequently, the integration formulae 

introduced will be for a first order equation but can be applied to a system, 

simultaneously. 

2. Picard's Method of Successive Approximations. 

Consider the first order equation 

y 	f(x,y) 	 - 	(1) 

with the initial condition y(x0) y0 •.. We may write (1) in the form 



• 	 . 	 . . 
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Y(X) 	y0  + 	f(x, y)dx 	. 	 (2) 

A first apprxirnatithi to the solution is 	. 

y1(x) 	y0 	f(x, y)dx 

and, similarly, we get the following sequence of successive approximations 

y2(x) 	y°  * 	f(x,yl )dx  

• 	 •y ~ 1(x) 	y° 	• f(x, y)dx 	. 	 .. 

Consider now the series 	 • 

Y(X) 	y0 .- (y1 
- y) 4-  (y2  y1) 

. 	 +(yn - y) 	 (3) 

for which we wish: to determine conditions under which it will converge, and 

• represent the unique solution of (i) The àxist'ence theorem of' Picard tells 

• us the conditions.  

Theorem: If f(x, y), satisfies. 	• 	 '• , 	 • 

(a) f(x, y)':  continuous in some'domain 	•,,:,,, 	 . 

• 	 • 	 R :.,, 	 f(x, y) J 	.. 	 M 	' 	 ' 	 . 
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(b) 	f(x y1 ) 	f(x, Y2) 	K YI Y2 

then (3) is the unique solution of 

y ' 	f(x,y). 

This method is quite useful for starting the solution as the integrations 

do not require too much labor over a Umitedrange Over an extended range, 

however, the integrations soon become quite cumbersome. 

3. Caüchy's Existence Theorem (Taylor's Series), 

Consider the equation 

f(x,  

with initial condition y(x0) 	y0  

Theorem: If f(x, .y) is analytic in a neighborhood of (x 0 , y0)  then (1) 

has a unique solution  

y(x) 	' y 	y' ( 0)(x - x0).+ y"(x0) (x xo)2t  

The derivatives evaluated at x, are determined by 

f (x, 7). 	' 	V 	 + 
dx., , 	 ax 	0ydx 

- 	3' 	2 	2 	2 	2 	2.  
• 	V4 	__ 	8 r 	 + '.a L4 _ 	•' 	V 

dx' 	ax 	ax 07 dx 3y \dx/ 	y dx V 	

V 

and so on. It is obvious that this method becomes impractical unless x x0 

is taken sufficiently small so'that the higher order terms can be neglected. 

Consequently, this method, is used only for starting 'the numerical solution. 

Generally, numerical integration formulae require at least four successive. 
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Yalues to start the solution and since it i desirable to keep 	x x0  
• 	small, we should compute y both to the right and left of the point x 0  

qO 

4... Method of Eu1er, 

Another method often used for obtaining starting values is the method 

...fEu1!erhich merely replaces the equation y' 	by . 

f(x,y) 

• 	so the first increment in y is . 

f(X, y0)Ax1 	•, 	 ,.. .... 

the seon increment Is then 

f(x-f- A 1 , y0 .- y1 )Ax 2  

f(x1,.y1 )Ax 2  

where 	 . 

y1 +Ay2  

This method is not too accurate except for very small Lx but is useful. 

for roughwork over a narrow range .. . 	 -. 

We also have the modified Euler method which is somewhat more accurate0 

In this method we proceed as before but improve our value several times befàre 

proceeding to the next interval. To explain further let 

• 	
. 	y11 	f(x, y0 )Ax 	. 	. . 

Yi 
(1) 	• 	A 	• 	. 

Y0 + L.xYll 
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A second approximation is then 

• 	12 	f(x0 , 0)+  f(x1, Y,
l)): 	

X 

and 

• (2) A l2  

A third approximation would t.hn be 

f(x 

	

) 	, 	
(2) 

-- 	

) Ax 

on. The process is repeated urrrfl flQ  change is produced in the value 

•of y1.  to th 	mber' of digits retained. The first approximation of 

is tten 	• 	 S  

(1) 	 • 	 A 
= y1 --f(x1,y1 ) xx 

and the averaging process is then applied to find better approximations for y. 

5. Runge-Kutta Method. 

Consider the equation 

1 ' 	f(x,y) 	 • 	 S  

with initial condition y(x 0) = y0  . Let h = A ,.then the increment. 

• . A y .  corresponding to A x is computed from the following set of formulae. 

k1. 	f(x0 , y0 )h, 	 (Eulermethod) 

k2 	f(x0 4 h, y0 + . 	 )h, 	. • 	 :. 

• 	 2. 	2 	 • 

1c3 	f(x0 + h, y0~.'2  )h 	 • 	 . . 	 S  

2 	2 	 5 	
5 
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k4 	f(x0 f h, 	k3)h 

then 

1(k1 - 2k2+2k3 +k) 

and 

y -I- tyi 

xfh, 

The next increment Ay2 is computed in the same manner. 

k1 	f(x1 , y1 )h 

• 	1(2 : 	f(xi+i,y1.1_1(l)h 
2 	2 

• 	k3 	f(x1+ 	y+ 2 )h 
2 	2 

k4 	f(x1+ h, 1± k3)h 

and 

1 (k1 .f-2 k2 -I- 2 k3-f-  k4 ) 

If I 	f(x) the above formulae reduce to Simpson' rule, The inherent error 

is also of the same order as Simpson's rule, Similar formulae for second 

order equations and simultaneous equtions may be found in Scarboroigh, 

Numerical Mathematical Analysis. The Runge-Kutta method is excellent for 
U 

• 	starting the solution but becomes too laborious for many steps. 

6. Fqrward Integration of First Oider Equations. 

The methods of forward integration are designed to continue the 

solution over a wide range. They are derived from interpolating polynomials 

which are then used to extrapolabe. Consequently, several starting values 
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must be obtained by one of the methods already described. If the integration 

is required correct to a number of significant figures, then two more figures 

_____ be retained in the table. 

Consider now the following table, where q 	 f(x, y) 
dx 

2 
xl  

Ayl A q1  
2 	 4 

q2 	A q 1 	 Aq0  

A 	 A 	 .3 	 5 
q2 	 q1.Aqo  

q3 	A2q2  

A 	 3 5 
• 	Lt7 	 q 	 A q2. 	A q1  

2 4 x4 	 q4 	 A q3 	A . q2  

• 	y4 Aq 	 q3 

• 	 2 
• 	 x5 	y5 	 q5  

Ay5 	 Aq5  

x6Y6. 	
q6 	 •, •• 

The x0 , x1 , x2 , ... are defined by the chosen increment of the independent 	41  

variable. The increment, Ax = h , is a constant. It is better to keep 
the increment in x small and thus simplify the formulae of integration. - If 

the increment, is too large the higher order, differences In q become larger 
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and more terms .are needed for convergence. If this does' happen it is best 

to decreasethe increment in x. When the increment (Ax - h) is halved 

during aniritegration the intermediate values of q may be computed using 

Bessel's interpolation formula 

- (q+ q1) 	i( 2q+ 	 A4q)..n-1 
256 

The intermediate values of y may be cornnuted from the same formula or from 

theintegration formula or both. 	 . 

In the table (i):the y0 ,, 	y5  are given by the starting values 

obtained by one of the previous methods. The q0, .., q5 are calculated 

from the differential equation in sequence form 	 S  

qi 	
'f(xi, Yj) 

To continue the solution we next want y6 so we must find 	since 

6 

The incremet. t.y5 is then obtained. ftom. the forward integration •formuia, 

(qn_l 1A 2 +A% 3 + 3q 4 + 251  A 5 + 	) 

We then calculate q6 f(x6 , y6) and proceed to difference q, i.e, obtain 

.2 	3,4. q5  , 	q4)  Aq3, Aq2 	 ' 

Before proceeding to calculate AY6 we  should check our value for 

by the checking formula 	 . 

- Lgq - A4q 
2 	12 	n-i 	24 	ri- , 720 

which makes use of our new values, 
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The first error term is %-6  wh4 shbld be keit 
 Small 

3 
So as not to affect the accuracy required.. 

This method of integrating forward usiri 	 c&iM 

Adams-Bashforth method. There are of --course s'érèra ótSr iiteàtiôñ. 

using differences which are d'scribed in the refeen'e but th 1% thb 

only one which we shall study in dètafl. 

7. Miln&s Method.. 	1 	 . 

Another method for continuing the solution ove an e ndea 

is due tbi!IiIne. -It does not require a difference tb'1S, :butës tWO 

jdi&ure fo'rnü, one for integrating ahead by Oxt:rapola.tion and the oth' 

'checking the !ew .value. The formulae ai'e derivea trcin Newta

itèo1ation fox1fflüià.  Mime's method requires at least fáiir 	 s. 

Let 	r20 y3  be the four starting valiS. le 

qo ,' qi,q2, q3  can be calculated from q1 (az) 	f(x, Yj 	näte 

the increment in x by h. The next value,1 4  i calcfrlãtea by U5fl 

the integration formula 

Yn4+ 	f2 i _ n2 2 3]. 	., 	. 	 . .• 	. (I) 

The erro in this value is at most 1 h L4%1 . The new value 
(1) 

 is now 

Ôhecked with the formula 	 . 	. . 	 . 	 . . . 

(2) - n-2 1 h 	+4 %-i + 
q(l) 

here 	. . 	. 	. 

(1) 	. 	(1) 
q 	f(x,y 	) 

fl 	 . 	n 



UCRL-2169 

-11- 

4 
The error in this corrected value is at most 1 h

-1
, This process 

90  
should be repeated until two values of y agree to the desired number of 

figures. The integration sshould then be continued, Formula C 2 ) is actually. 

Simpson's rule for integration. Milne's.method is fast and reasonably 

accurate. If, however ;  substitution of x and y into the differential 

equation to obtain .q is a complicated computation then the repeated 

corrections to y and subsequent calculation of q can become tedious. 

Generally speaking though it is much faster than the difference methods. 

.' Equations of Second and Higher Order and Simultaneous. Equations.. 

The methods which.have been discussed for first order equations can. 

all be applied to equations of higher order and simultaneous equations.. A 

differential equation of higher order can be reduced to a system of first 

order equations by introducing new variables. Consider 	 . 

	

n 	(n-i) 	 . 	. 
= f(x ) y,y,y,0..,y 	) 

	

dx1 	 . 

with initial conditions 	 . 

(n-i) 
y(x0 ) 	y 	, 	y (x0 ) 	y 	, ... 	, 	Y. 	- (x0 ) 	y0  

The equation.( I ) rnaybereduced to the system 

Z. 
dx 

y2  dy1 	 . 	 . 	. 

dx 

y3 	dy2 	 . 	 . 

dx 

	

dy_ 	; dy_1 	 . 	. 

	

dx 	 f(x, y) y, y2  ... , y 1 ) . 
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Let us consider a difference table for the equation 

a = 	f(x, y, y ' ) () 
2 dx 

with initial conditions y(x0 ) = 
yr0 	, y' (x0) y 

I 
. 	The systesi we shall 

solve is 

Z:P 
dx 

q 	= dp f(x, y, p) 
dx 

with inita1 conditions. y-(x0) - yr0  px0) = y '  p. The difference 

• table im accordarce with the method of Section '6 is' then 

xo. 
'O •' P0 	- qo 

Ayo  po  Aq0  

X1 Yl pi q1  

Ay1  Aqi  3q0  

P2 	• 	,• 
2. 

E P1  
. 	• 

. 

4 
P 0 	

q
2 • 

2 A • 

Ap2 2 iqi 

X3 • '. P1 	q3  2q2  
AL 

• 	 x y- • p4  
2 
p3 • q4  

2 
q3  

Aq4  

• 	X5 75 P5 q5  , 
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So for integrating ahead we have with 	h 

h(q+ 	q2 + 5A2 	~ 	 L 4q 5  + ••• ) 

	

= h(p1-f A_2 + iA2Pn_3 	A3pn_4± 	p_5  F-...) 

and for checking 

h(q 1 
- 	 - 	 - 	 A3q_2 

- 	

0 ) 

Ay : h(p1 
- 	 -•A2p 1_1 - 	 A %-2 ._0An_3. .. 	 ) 

Mime's method and all the starting techniques can be applied to 

system ( 	) also in the obvious way. Simultaneous equations are solved in 
this manneralso. 

9. A Method for Integrating Equations of the Type d2y/dx2 f(x4 y ) Where 
the Value of dy/dx Is Not Required, 

A special method which applies toequatioiis where,the first derivativei 

does not appear explicitly is available. This method is particularly useful for 

calculating equations of motion of a charged particle moving under the force of 

an electric field. The equation 

eE(x, t) 

is of the form we are discussing. Also equations of the form 

+ p(x) 	4- q(x)y - r(x) 

dx 
	dx 
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can be transformed by - 

z y exp px)dx) 

to the equation. 
2. 

(x)z..c(x) 

dxF -  

and this equation can be solved by the method to be described.. 	The admzagee. 

of this' method are that it is fast and requires only three, starting va1ues. 

Consider the difference -  table for' 	q = = f(x, y) with initial 

• 	conditions 	y(x0) = y0 , 	y (x0) = .y ' 	. 

-, 	.Xo 	 - 	. 	.. qo  

A0 .. 'A% . 

XL 	. 	 . 	. 

A2 
L\ YO . 

q1  
A2 

Aql  

X2 A2y1  q2  

•3. 	
y. 	, 	

• 972  q3 	, q2 , 	• 

A73  . . 	 . 

x4 	74 	. q4 . 

We may integrate ahead with the equation ( S 	), with 	Ax. 	ii 

• 	

- 	7n*1 - 2'y+ in-i A2  h [qn +. A21 	. 	• 	o) 
12 

• 	• and check the value we obtain with - 
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n*l 2 
	

2 

The fimt error term in equation ( 	) is 	1 	5 q whereas for equation ( 2 ) 
• 	 .6 	 12 

it is i A q 	The integration can be speeded up then if equation (Z ) 
240 

is used for integrating ahead as well as checking. This means a value for 

•62 
q 	must be estimated but thiscan usually be done with practice and 

it isa better approximation than A 	which is the value suggested by 

equation ( I )' 

100 Application of Computing Machines to the Solution of Ordinary Differential 

guations. 

All of the methods discussed are greatly facilitated by the use of a 

desk calculator to perform the required arithmetic operations0 These methods 

are, also the ones used in solving differential equations with a high-speed 

digital computer. These modern high-speed machines perform only the ordinary 

arithmetic operations. Consequently, the problem must be put In numerical 

• analysis form. The advantage of these machines is that the operations are 

performerl with great speeds automatically. That is the numbers can be stored 

in a memory unit along with coded comands which tell the a'ithmetic unit 

•: what operations to perform on the numbers. The solutions of large. system5 

• * of equations for many sets of initial conditions over a wide range are made 

• 	possible with the use of these machines, 
14 

11. The Differtial Analyzer. 	 • 

The differential analyzer is an instrimentfor evaluating the solutions 

of systems of ordinary differential, equations,, It coriist.s of a number of 

integrators which can be connected tp,ether so as to solve an ordinary 
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differential equition directly for given boundary conditions. It comes under 

the clash of analog computers in that the differential equation to be solved 
• 	 •. 	 •, 

is used to describe a mechanical or electrical system which is then cobstructed 

on the differential arialyzer. The UOC.R.L O . differential analyzer is a 

mechanical machine. That is the functions are rerèsented by rotations and 

the integrators are continuously variable gears. The connection system is 

an eiectro.mechanicai one using synchro motors,. For a more complete 

description of this machine see references (3) and  (4). 

1.2. Refeences. 

All of the methods described in this report with special cases and 

numerical examples are found in the following: 

12.1 Levy, H. and flaggot.t, E. A., Numerical: Solutions of Differential 

Equation 	lst.Arit. Ed., 1950, Dover Publications, Inc. 

12.2 Scarborough, J. B., NumericalMathematical Analysis, 2nd Ed0, 

1950, The Johns Hopkins Press. 

Sorenson, E.,"Construction and Maintenance Report on the UCRL 

Differential Analyzer", UCRL-1717, 

12.4 Ki.11eeri., 'J., "Arplicatibn and Operation of the UCRL Differential 

Analyzer", UCRL reportS in progress, 

V 


