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THE CHI-SQUARE DISTRIBUTION

1. Introduction

The chi-square distribution ‘was encountered originally.as a test to
determine the goodness of fit of experimental data to frequency curves° lt
also- occurs in con51deration of the distrlbution of ‘sample variances with
respect to the true variance of the population being sampled Using this
function we are able to find a range of. values withln whlch we may reasonably
expect the true value of the variance to llec o |

First we recall certain definitions from statistlcsov Statistics
essentially con31ders data whlch are obtalned by repeating certaln operation,
or which can be considered as’ obtalned repetitivelyo Certain mathematlcal :
models are used in describlng such data, usually -one whlch can be used in
predicting the frequency with which certain results can be expected to oceur
in the operation° | | o

In the discuSSion here, all data will be treated as though 1t has

been cla351fied that is, we arrange the data in a certain number of classes°

Such an.arrangement of data;forms a frequency dlstributiono The theoretical
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frequency distribution is thejmathéﬁaﬁiééi}@qdé¥ or populétion of possible
osbervations. The data are considered as a sample extracted from this

populatiéﬁ;g: 

2; Definitiohs

when data are classified:all;meﬁbers of a class are considered as
having their measurements at the midpbin£ of>the class intérvalf This valug
is called the class mark and is denoted by X, - The number“of measurgments
in the 1'th class 1nterval is fi R and n denotes.thé ﬁotal number of -

measurements taken. The arlthmétic meanvof'the éample is denoted by ;;”.

The variance of the sample is L
- P p . 2 .«1:;. L
= _1 : (xi -'x) fi .,
-n i \ R

iz'Tﬁelchi-équare’functibnAwiﬁh' v degrees 8f'f§eéd6mAisf”;t
, v—é .7C2
: T T e e e
£() = 1 ,7( .
v/2 (- ,
F'(V/2)

. Unclassified data may be considered as the above, X, 6 being the. .
. N . ~ i . . . N . B . l . Tea we Tl s

SO

observed value, f; -1.

RS

Avconfidence;limit for a parameter k is the range. of values in..
» which’wevmay,reasgnably.expeqt‘thqltrue value of kfjtq lie. Thgtfis,:if%
95% confidence limits for s- are 0.05 & s- & .65 , it is.to be
expecped th§§, were‘thq experimgnt“repegted many Pimg?,“,$% éshoqld fall

in the range indicated 95% of the time, . .
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"3, Theorems

We give w:Lthout proof several theorems concernlng the properties
of the chl-square distrlbutz.on, Con31der x s normally dlstrlbuted w1th

X = 0 5 and a random sample of n cases .xl coe KXo It 1s de51red to

J

consider 'tl'ge distrlbutie_n of

where each of the Xy are *selected indepeﬁdently and so have the s&ne
distribution functioﬂ, ~- |

Theoreﬁ I: If x is distributed normally with zero mean and unit variance,
‘ /Jv has a chi-square dlstrlbutlon with n degrees of freedom, )
‘Theorem II: If x 1s dlstrlbuted normally w-.l.th va.riance d"g 5 ‘and s2 is.

, L 2 .
a 'sample‘v‘arlance from-a random sample of size nj then n s  has a chi-

square distribution with n-1 degrees of freedon. ‘

Theorem III: If ‘x.l. and JC possess indeperident' Z distributions
2 2
with vy and v, degrees of freddom respectively‘9 then e + X,  possesses

.12 distribution with vl+ v, degrees of freedomo

: . 2
4. Confidence Limits for &~ .

.. ,. Let. x have a normal distribution with variance O, and s Dbe

a sample variance based on a random sample _ef size n . Determination:of
95% confidence limits for. Q"“z is made as follows., From a table of .t.he v
ch1=—square function. find a value of % such that the probablllty that
J(, > 7( is 0, 975 and a value j such that the probability is

0.025 that I >, xz © Then the probability is 0.95 that:

Jci('if; <G ortnat 3@24% <X
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5. Uses of the Chi-Square Function.

As an introduction to the use of the chl-square funetlon in ffequency
curve flttlng con31der the follow1ng example° The problem is to determlne
whether a 51ng1e d1e is honest or not | We aseume that 1f in 96 throws we:
get a dlstrlbutlon which could be expected less than 5% of the time, then
the die should be rejected.- The observed frequency 1s'10i s the expected

or theoretical frequency is e - The results are: ,

Face. . 1. . .2 3 L 5 6
0y 10 22 9 19 19 17
e 16 16 16 16 16 16

~ As a measure of the eempatibilityVOf the observed and theoretical

data compute - _ L o
j(zv -E Op-e)” v
L _ ’ i=1 _ ei » Co .

We get

;a? - 875 .

From a table of the chi-sduare'fUnctioﬁ for 5’degreesiof freedom
we' find that ‘the probability that’ :x?’;>v11;1-jis";05‘.‘ Thus, if the
experiment were repeated, more than 5% of the repeats would give'a'value‘
greater than 8.75; in fact, more thaﬁ~10% Will'do'so.:'The'veluehof‘the
degrees. of - freedom in a'eaee‘such'esathis is the'number'of‘indeﬁehdent

cell frequencies.

"
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In cases of this type, the data is discrete and cannot be
approx1mated by a dlstrlbutlon curve. However, if the nnmber of p0551ble
values of _j[ is 1arge, the hlstogram is qulte regular and approximates

the A:kz case qulte well,. As & general rule, 1f ei.>> 5 and k >5,

“the approx1matlon is’ good 1f k 41 5, then ei ‘must be larger than 5.

Reclassification of the data may enable the appllcatlon ‘of the test to a
case that does not at flrst appear to fulflll the requlrement.s°

In general when considering the flttlng of a theoretlcal frequency
distribution by an observed frequency distrlbutlon, the chlnsquare test is
used as-a measurement of the goodness of fit., The number of degrees of
freedom is the number of classifications minus the number of parameters
of the distribution determined by sample estimates, One must be careful
not to count those arbitrarily determined from other considerations (i.e.,
as.restrictions on the experiment). If in an experiment, the binomial
distribution N(qg+-p)n is fitted to the data where N is the sample .

size, p the prebability of success, q=1-p ,; and n the number of

trials, then in general v = k - 3 , with k the number of classifications.

If one assigns a value to n before the experiment; as in considering some

characteristic of hog litters of 9 piglets each, then n is not determined

~ from the experiment and v is k=2,

There are other applicatione to two=way contingency tables and
further refinements of‘tﬁis test which are described in the articles

contained in the bibliography.
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