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ABSTRACT 

This report gives a short and practical summary of curve fitting by 
the method of least squares. The purpose is to list and roughly justify the 
formulae used in finding the best fitting curve, the; errors, and the quantities 
which describe the goodness of the fit. 
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INTRODUCTION 

This report gives'a short an
1d practical sillnmary of curve fitting by 

the method of least squares. The purpose is to list and roughly justify the 
formulae used in finding the best-fitting curve, the errors, and the quantities 
which describe the goodness of the fit. The contents are therefore well 
known to the statisticians, but apparently very poorly known to physicists, 
although the problem in question arises very often in everyday analysis of 
data. For more details as well as for ~a mathematically more satisfactory 
treatment the reaqer is referred to textbooks on statistics. This report, 
however, is self- contained, and explicitly utllitarian in tone. 

1. NOTATION AND DEFINITIONS 

Experimental Point: 

i = 1 ... n 

This is usually the average of a series of-measurements of y at the 
point x .. 

1 

Uncertainty (experimental) in y.: 
1 

~;,. = s(x. ): 
1 1 

This is the 
deviation. 
or at least 
of y .. 

1 

experimentally determined estimate of the standard 
We assume throughout that x .. ,\ is measured exactly, 

with an error which is negligtble compared to that 

We approximate the experimental points by the series of degree n: 
n 

~ 
k:.:O 

f(x.) = 
1 

':< 
This work was done under the auspices of the U.S. Atomic Energy 

Commission. 

; I 

( 1. 1) 

( 1. 2) 

( 1. 3) 
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The functions <j>k (x) may be ·any set of linearly independent functions 
of x. Most simply we may set <j>k(~) = xk, which would give us a 
polynomial of degree n. Other possible choices are, for instance,. 
Leg~ndre polynomials; Tschebycheff polynomials, <j>k(x) = sin kx, etc 

Residual for this function: 

Weights: 

1 
·w. = > 0. 

1 s· 2 
1 

The "real" or "true 11 values of the yi are denoted by 

Y(x.) .= Y .. 
1 1 

The Y. are the exact unknowable values which the y. would 
appro.ich if an infinite number of measurements coJ.ld be 

·made of them. 

Standard deviation (true) or variance: 

cr (x.) - cr .. 
1 1 

The series of degree n approximating the Y(x. ) 1 s: 
1 

n 

F(x.) = L Ak <j>k(x
1
.) 

1 
k=O 

Residual for this series: 

R (x. ) ' = R. = Y. - F (x. ) . 
1 1 1 1 

"True 11 error in the y. 1 s: 
1 

E (x. ) = E. = Y. - y. 
1 1 1 1 

We define for the ''experimental'' approximating function 

N. 

q= L 
i= 1 

w. 
1 

N 
r--

[ y. - f (x. ) ] 
2 

= L 
1 1 i= 1 

w. r. 
1 1 

2 

We define for the "true 11 approximating function 
N N 

Q = L w. [ Y. - F (x. ) ] 
2 = L 

1 1 1 . 1 
1= i= 1 

2 
w. R (x.) . 

1 1 

( 1. 4) 

( l. 5) 

( 1. 6) 

( 1. 7) 

( 1. 8) 

( l. 9) 

(1.10) 

(1.11) 

(1.12) 
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We will set 

iO 0 I · 0 0 2 0 :l "i I 5 
','f 

2 a. 
1 = 

- 5-

2 
p 

for all i, where 
N 2 a. 

2 
p :::: 

1 
N 

-~ 1 

i= 1 

"Experimental" quantities are lower- case: 

y., x., s., f(x.), ak r{x.), w., q. 
111 1. 1 1 

"Tr
1
ue" quantities are upper-case (except ai): 

Y., F(x.), Ak, R(x.), Q, E(x.). 
1 1 . 1 1 

UCRL-8523 

(1.13) 

We 
for 
for 

,, ~ 

wish to reassure the reader that 'the "true "'''quantities are used merely 
mathematical purposes, and that a knowledge of them is not necessary 
the use of the results of this article. 

2. STATEMENT,OF THE PROBLEM 

The basic problem is as follows. For each abscissa x. (i = l. .. N) 
we are given an experimental .value of the ordinate y., with experimental 
uncertainty S·· We wish to construct a curve of a gi~en type, i.e., with a 
given cj>k(x) of of a given degree, in such a way that this curve most closely 
approximates the data. 

t ..,~r 

The problem is solved as follows. We assume that the measured 
values y. have a Gaussian (normal} distribution around the "true" value 
Y., with

1 
standard deviation a.. Thus the probability that for an experi­

m1entally determined yi the "t1ue" value Y i lies between Y i and dY i is 

P(Y.)dY. :z 
1 1 

a. 
1 

1 
exp dY. 

1 
( 2. 1) 

Thus the best (most probable) guess of the Y., i = 1 ... N is obtained when 
1 

N N l ~i . ' 

(- (Yi -~;)
2

)] p rr P(Y.) 1T ::!!: = exp 
1 

i= 1 .J2n i=1 2 a. 
1 

N 

(~ [-
N 2 

J 

(2.2) 
(Y.- y.) 

= ff exp L J J 
2 

i=1 j=1 
2 a. 

J 
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is a maximum, or--what amounts to the same thing--when 

N 

~ 
i=1 

2 (Y.-y.) 
1 1 

2 
(J. 

1 

(2.3) 

is a m1mmum. Now, we wish to determine the a 1 s in Eq. ( l. 3) so that the 
f(xi) is the most probable estimate of the Y1's. ffrom (2.3) this will occur 
for 

N 

q = ~ 
i= 1 

2 w. (y.-f(x.)) 1 1 1 (2.4) 

a minimum. Here we have used S· (w. = S· 2 ) as the best available estimate 1 

1 1 1 

of cr.. Equation (2.4) is Legendre's principle of least squares. 
1 

3. OBTAINING THE COEFFICIENTS OF f(x) 

We want to minimize 

N 

q ,~ L 
i= 1 

N ~ 
:c 9-k cpk (xi)-yi 
k=O 

s· 1 

N 

\ L. ak cp (x.) - yi cp i. (xi) 1 
k=O 

) s· s· 1 1 

or we want to satisfy 

2 

N 

L 
i= 1 

for all i. = 0 . . . n. 

Thus we get a set of lin~ar equatipns 

n ak (~I cpk (xi) cp i (x.) 

j 
N Y· cp i. (x.)) 

L 1 L 1 1 = s z. s·2 
k=O 1 i=1 1 

j 

(3. 1) 

= 0 

(3. 2) 

i. = 0 ... n. 

(3.3) 

These are called the normal equations for the least-square-fitting procedure. 
These equations can also be written as a matrix equation, 

h a = g. (3.4) 

where 

.. 
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N 

~ 
i=l 

The solution can therefore be written as 
'i 

n 
\ 

.J 

N 

g£ = L 
i=l 

y. <l>n(x.) 
1 X 1 

(3.5} 

y. <I>~ (x.) 
1 X 1 

(3. 6) 

The matrix his symmetric. 
matrix. 

If the <j> £ (xi) 0 s are orthogonal, his a diagonal 

4. ERRORS IN THE COEFFICIENTS 

The 11true 11 erro,r in they. is;given by E. = Y. - y .. From Eq. (2.1) 
the probability that E. lies betwe~n E. and E. +"1

dE. fs gi.J:en by 
1 1 1 1 

(Y • ..J--:z::rr-
1 

exp (4. 1) P(E. )dE. = 
1 1 

1 

Thus,. if we make a verflarge number of measurements of yi we find, for 
the average value of E. , 

1 

1 

u . ..J~ 
1 

and for if j, 

-00 

2 
dE. = u. 

1 1 
(4.2) 

00 
dE. 

00 
dE. [ I ( Ez Ez)] f f E. E. 

1 J E. E. - 2 u.~ + u~2 = 
= exp 

1 J u. rz;- (Y.~ 1 J 
1 J 1 J 

-00 -00 

(4. 3) 

The bar over the variables denotes an average over a very large number of 
measurements. 

Let the 11true 11 series fitting the 11true 11 data Y. be given by 
1 

coo 

Ak<j> (x. ). 
k 1 

We ca.n then define the uncertainty in the coefficient of f(x) to be 

0. 
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[ zl 1/2 

(ak - Ak) . ! (4. 4) 

Now, from Eq. (3 .6 ), 
n 

-1 
N yi <I> f (;c) 

L hki 
\' 1 

a -k-
L ~;.2 

f ::0 i=1 1 

- 1 
Since h does not depend on they., being dependent only on the x. and!;., 

1 . 1 1 
we find 

A ::::: I k {_ 
_l;Q 

Hence 

(a - A )
2 

.k k 

Let us denote temporarily 

n 
. \ 

~k (xi)· :: L 
f=O 

Then we have 
N 

(ak - Ak)2 == L 
i=l 

N 

L_ 
j= 1 

N 

h 

-a: 

I 
1 
I 

{ 

}d 

? 
1 

Y.<J>n(x:.) 
1 X 1 

. 2. 

N 
<l>p (x.) -1 \ 1 

--- t;. 2 
i=1 1 

1 --v-
J 

Xk(x. ) Ill (x. ) E. E .. 
~ 1 ~ J· 1 J 

Taking the average of both sides, using (4.2) and (4.3) gives us 

( 2k:t)~ ( :::) . 2 (a - A ) :z 
k k 

N 

L 
i=l 

(4.5) 

(4. 6) 

(4.7) 

(4. 8) 

(4.9) 

The t;. are supposed to be the best possible experimental ~stimates of the 
cri. i{ is therefore not unreasonable to assume that gi2j~;,i does not vary 
much with i, and to replace it by its average value r 

N 2 
2= 1 ~ CTi 

P N . r_2 
1:::1 '=' 

1 
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We can thus write (4. 7) 

N 

~<~xi) j 2 2 ~ (ak - Ak) :::: p (4.10) 

d 
'i= 1 

• ,. 
Now 

N 2 N n n !'k (x.) " 

L I I ·- 2: -I· L -1 - 1 = h £ k <I>£ (xi) h k <\> (x.) 
s,.2 ~ m m 1 

i= 1 1 i= 1 1 £::0 m=O 

n n N 

L h£k 
- 1 ~ h 

- 1 L 1 
<l>_e ;(x. ) <\> (x. ) :: 

~ mk 1 m 1 

£=0 m=O .. , £ = 1 1 . 1 

n n 

z= h£k 
-1 [ h -1 

him by (3.5) = mk 

£=0 m::O, 
,~ 

n 

L -1. ' - 1 
= h£k 6£k ::>; hkk (4.11) 

£=0 

so that 

(4.12) 

This is as far as we can go without further assumptions, since p
2 

is not a 
directly measurable quantity. 

In order to estimate p we proceed as follows: 

E. ::: Y. - y. , 
1 1 1 

and therefore 

E.+ r. = F(x.)- f(x.) +R., 
1 1 1 1 1 

where 
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thus 

r. = y . •· f (x. ) , 
1 1 1 

R. = Y. - F (x.); 
l 1 1 

n 

E. + r. = ~ (Ak - ak) cpk (xi) + Ri 1 1 

k=O 

n N 
ik(x.) 

= ~ cp k (xi) L . J E. + R. 
s·2 J 1 

k =0 j=l J 

Multiplying both sides by r./s 
2 

and summing over i, we get 
1 r 

N 
1 

~ ~ 
r. E. + 

1 1 

i= 1 
1 

N n 

L L 
i=l k=O 

N 

~ 
i= 1 

N 

~ 
j=l 

l 

~2 
1 

l 

z.-r 
1 

2 
r. 

1 
= 

r. cpk(x.) ~k(x.) E. + 
1 1 J J 

From Eq. (3.2) we see immediately 

N 

l_ 
i= 1 

1 
- 2- r. cpk (x. ) = 0 , . 
s- 1 1 

1 

.vllereupon (4.14) becomes 

N N 

~ l E. ~ 1 2 
·--z r. + 

~ 
r. 

1 1 1 

i::: l s- i= 1 1 1 

N 

-- L 
i= l 

r. R. 
1 1 

s-2 
1 

h-1,]1.tiplying Eq. (4.13) by Ejs~ 2 
and summing over i, we get 

J, ... 

(4.13) 

N 

L 
i= 1 

(4.14) 

(4 .. 15) 

(4.16} 

ri Ri 

-~.~-r· 

.. 



N 

L 
i=l 

E.2 
1 

cz 
1 

·o o 1 u o 2 o 2 ~ a 

- 11 ~ 

w r. E. n n N 

+ ~ 
i=1 

1 1 

L L L cj>. (x . ) !k (x. ) = 
~;.2 1 1 J 

1 k=O j=O i=O 

N •'"$ ,) .. 
E. R. 

+ L. 1 1 

~;.2 
i=L~ 1 

Eliminating \ -
1
...,--­

(_ t;. 2 
1 

r.E. between (4. 16) and (4.17), 
1 1 

N E. 2 N 
.r.R. 

N 

~ 1 + ~ 
1 1 L 1 2 r. = 

~ ~;.2 z-r 1 

i= 1 1 i= 1 1 i= 1 1 

·.I 
·~:.! 
,; 

n N N E. E. N 

L cj>k(xi) ~k (xj) 
1 J + L L L 2 2 

si .sj 
k=O j= 1 i= 1 i= 1 

; 
~ 

UCRL-8523 

E. E. 
1 J 

2 2 t;. t;. 
J 1 

(4. 17) 

E. R. 
1 1 

~;.2 
1 

(4.18) 

Let us now take. the average of both sides of Eq. (4. 18) on the basis of th~ 
normal distribution of the y 1·. ' We note th.aey1· = Y

1
·, so that r. = R., and E. = 0. 

. ' 1 1 . 1 
Using these results as well as (4.2) and (4.3}, we get for Eq. (4.18), 

N 2 N ; R. 2 ' N >J n 
cj>k (xi r~:k (xi) 

L 
(]'. 

1 2 1 L 1 L L L + r. = 
~;.2 ~;.2 ~ 1 ~;.2 

i= 1 1 i=1 1 1 k=O i= I 1 

i E. 2 
(4.19) 

N 
From the definition of p 2 we have L 

1 
N p 

2 and setting 
~ 

= ' 
i= 1 1 

2 
(]'. 

2 1 
on the left-hand side of (4.19), zr- p we ge.t 

\. ~ :;. 
1 

N 
R.2 

N n N 

2 I ~ 1 2 2 L L cj>k (xi )fk (xi) 
N 

1 . 
p + 

~ 
-

~;.2 
r. = p 

~;.2 1 

. i= l 1 
i=l 

1 
k=O i= l 

1 

(4.20) 

2 
(]'. 

1 

? 
1 



However, 

N :N 

L = ~ 
i= 1 i= 1 

and 

n N 

L L = 
k=O i= 1 

so that Eq. (4.20) becomes 

N- n - 1 
2 

p = 1 

n 

i =0 

1 

n 

L 
i=O 

n 

L 1=n+1, 

k=O 

N 
2 1 L s-2 

r. -zz 1 

1 i= 1 1 

UCRL-8523 

R;
2J 

(4.21) 

We may approximate the first term on the right by the actually observed 
residuals, in which case 

N 

1 2 ~ p N- n- 1 
(4. 22) 

If now R. = 0 for all i -- that is, if there is an underlying physical law which 
1 

obeys a series of degree n, 
n 

·then ·p
2 ~ 0N- n- 1)o 

q/{N- n- 1) > p2
; thus, 

l~onservative estimate 
the poorness of the fit. 
written 

k=O 

In case R. f 0 we see from Eq. (4.22) that 
1 -

in setting p
2 = qf_(N- n- 1) in Eq. (4:10) we are making 

of p2 and also in· some measure taking into account 
The error in the coefficients may consequently be 
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-1 
(.6.a )2 = 2 hkk q 

k (ak - ~) = N - n - 1 (4. 23) 

. i -'1 I N J 
hkk 

L: 1 2 = r. 
N - n - ~~ 

-2-
1 

~;,. 
~ i= 1 1 

5. ERROR AT ANY GIVEN POINT 

The error at any given point is given by 

2 2 n 2 
.6. (x) = [ F (x) - f (x)] = [ ~ (Ak - ak) cj>k (x)] = 

k=O 

n l n . ; 

= L L (Ak- ak) (Af- af) cj>k(x) <l>.e (x) (5.1) 

k=O f=O 

Using Eq. (4.4) and (4.5), we can write this as 

n n N 

.6. 
2

(x) = ~0; i~O i~1 1 1 

--z.z~ 
1 1 

E(xi) E (xi) fk(xi) i.e (xi) cj>k(x) <1> 1 (x). 

(5.2) 

Again assuming, as in.Section 4, the randomne~s of the distribution in y., 
1 

we get 

N 

~ 
i= 1 

1 
~ !k (xi) I..e (xi) · 

1 

(5.3) 

But 

N N n n 

L 1 
!k (xi) ~ f (x.) = I· 1 L -1 L h 

1
cj> (x.) = ' h k cj> (x.) 

~2 1 zz p p 1 . q q 1 

i= 1 1 i=l . 1 p=O ~ q=O 

N n n 

i=1 
L 

1 -1 -1 
- cj> (x. ) cj> (X· ) h k h nO : 
1;.2 p 1 q 1· p ~ 

1 

=L 
p=O q=O 
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n n n 

(5.4) 

p=O q=O 

so that 

n n 

(5.5) 

k=O £ =0 

Agairi, assuming that 

(a) the "true" function F(x) is an ideally good approximation toY., j, e. 
1 

R. ::::: 0, and 
(bl the sum of the squares of the average values of the weighted residuals 
can be approximated by the sum of the squares of the observed values of the 
re siJuals, we get · 

2 1 
/:::,. (x} : -;N~--n--"""1:-

n 

-1 . J h£k . tj>k(x) tj>£ (x) . ~ 
£=0 

(5.6) 

6. SOME PROPER TIES OF THE ERRORS 

A. The Average Error of the Fitting Function at the Points of Observation 



p 0 0 0 2 u 2 ~ ~ 0 

n + 1 
1\r 

2 
p = 

-15-

n + 1 
N 

1 
N - n- 1 

N 

~ 
i= 1 

UCRL-8523 

2 
r (x.) 

1 

(6. 2) 

wh~re the av refers to averaging over the points of observation. The 
extreme right-hand side holds under~ the conditions that make Eq. (4.26) and 
Eq. (5.6) possible. Thus if p2 is unity (see section 7), the average error of 
the fitting curve is always less than the error of the observation at that point, 
since n + 1 < N for a meaningful fit. 

B. The Average Error over an Interval 

This average is given by 

n n 

~ ~ h~k 
- 1 

k=O 1=0 

1 
N'-=----n 

!2 
x· 

1 

2 
r (x.) 

1 

~:tPk (x) <I> 1 (x) dx, 
(\,· 

which in case of polnomial functions can be written as 

2 _ 1 (. ~ i .. (xi)) 6 (x) - N - n - 1 L 2 
i=1 si 

n n 
1 

k=Q 

(6 0 3) 

- 1 
h1k ( 1+k+1 1+k+1) 
1+k+1 x2 -x1 · 

(6 0 4) 
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7. GOODNESS-OF-FIT CRITERIA 

The error in the fitting series, as given by Eq. (5.6) is composed of 
two factors, One of them, ·namely 

n n 

(7. 1) 

k=O P. =0 

gives the contribution of the statistical errors of the experiment. This 
expression is independent of Yi and is determined only by the experimental 
errors Si and the abscissae and basic functions we use for fitting. 

The other factor in Eq. (5.6 ), namely 

N 2 
1 ~ 

r (x.) 
l 1 t7. 2) N- l t;,.2 

- N- l 
q, 

n - n -
i= l 1 

which, once we have assumed that the "true" values Y. are ideally fitted by 
the "true 11 function F(x. }, gives an indication of the goodness of the: set of 
data under considerati6n. In particular, it can tell us whether the set of data 
is an "unlikely" one or not. If it is a very unlikely set, one might suspect 
some systematic error in the measurement. 

In practice, however, often it is not known for certain whether F(x.) 
indeed gives an ideal fit to Yi. If not, and the minimum value of Q is not cf, 
this will also show up in Eq. (7.2). Thus it is in fact difficult to tell whether 
this is the case or :whether there is a systematic error in the experiment. 

The goodness-of-fit criteria are concerned with the quantity in Eq. (7.2). 
We discuss two tests for such fit, the so- called chi- square test and the 
so-called F test. 

A. The Chi-Square (X 
2

) Test 

In Secti'on 4 (Eq. (4.19)), we showed that for y. which are distributed 
1 

normally about the Y i' then 

N 

~ 1 
--2-. :::: 

i=l s-1 

N 

(N - n - 1 ) p 
2 

+ ~ 
i= 1 

1 

? 
1 

2 
R. . 

1 
(7.3) 

If the t;,. are good estimates of the CJ' ., then p2 ;::: l. If in addition the R. ;::: 0, 
which ~ould be the case for a good dt, then we would expect 

1 



·0. 0 I 0 0 2 U 2 .,,;; 2 

N 

q = ~ 
i=1 

1 -zz 1 

~17-

2 
r. ·- N- n- 1. 

1 

t ; 

For a poor fit, R. 
2 > 0, so that we would expect q > N - n - l. 

1 

UCRL-8523 

(7 .4) 

It can be shown that for normally distributed y., with R. = 0, the 
statistic q ob'eys what is known as a chi-square (:x 2 ) 

1
distribution, that is, 

the probability that q lies between q and q + dq is given by 

/ \ 

1 -q/2 (M-2)/2 d e q q, (7.5) 
2Mf 2 r (M/2) 

where M = N - n ::: l is the number of degrees .of freedom of the distribution. 
i 

A simple integration shows 

00 

q = J (7 .6) 

0 

in agreement with Eq. (7 .4). In order to f1rid the degree of the series which 
best fits the data, one calculates q/M for n' = 1, 2, 3, ... , etc. In general, 
q/M as a function of n will first decrease, then level off to a plateau, and 
finally perhaps slowly increase. The best series is thus the one with the 
smallest n at which the .plateau begins . . ' ' 

Sometimes the plateau will not occur at q/M ::::: 1, but at some higher 
value. If this value is so high as to be improbable it may be concluded either 
that the R. are not small, or that there is some internal inconsistency in the 
data. ThJ probability p that q be larger than a given value q 0 is 

00 

f (O<p<l). 

A brief table of p, q and M is given in the Appendix. 
0 

(7.7) 

Another thing that can lead to values of q/M differing significantly 
from one !s a poor estimate of the uncertainty Si· For instance, unwarranted 
rejection of data would make t;,. too small, resulting in a large p2 . qn the 
other hand, estimates of Si which are too conservative would make p small, 
so that for Ri ::::: 0, q/M would be considerably less than one. 

2 
Supplementing the x test one can also use the F test, which is 

discus sed next. 
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B. The F Test 

Strictly speaking the F test was designed to solve the following 
problem. Suppose we are given a set of normally distributed variables Yi• 
of which it is known that the true values Y. obey a relation of the form 

1 

n 

where n is unknown. For a given n, what is the probability, on the basis of 
the available data, that A ~:= 0? In most practical cases we do not know 
whether the Y. 1 s obey a r~lation of the above form; as a matter of fact, in 
many cases (l g., scattering cross-sections in nuclear physics) the under­
lying physical law may be an infinite series. However, even though the test 
is not rigorously applicable it may still be used to indicate the degree of the 
series that best fits the data. 

Let: the data be fitted with a series of degree n and with a series of 
degree n-1; let qn and qn-1 be the respective weighted sums of the residuals. 
We form the statistic 

s = M 
M 

qn 
M=N-n-1 (7.8) 

Under the conditions stated above q obey~ a X 
2 

distribution with M degrees 
of freedom; similarly q 

1 
- q obeys a X distributj;on with one degree of 

freedom. ·Npw the dist¥1outioJl of the ratio of two x variables divided by 
their degrees of freedom is called a Fisher F(m l, m 2 ) distribution, where 
m 1 and m2. are the degrees of freedom of the var1ables in the numerator 
ana denom1nator, respectively. In our case m

1
=1, m 2 =M, so that SM has 

an F(l, M) distribution. If PM(F) is the F(l, MJ distri5ution, then the 
probability a for · 

SM ~ F (M) is 
a 

given by 

00 

a= f PM(F) dF (7.9) 

F (M) 
a 

The F test now states that for SM ~ F (M) one may assume A f 0 with a a n 
probability a of being wrong in this assumption. Thus if SM corresponds to 

an F (M) with a= 0. 75 there is a 75% chance of being right if we assume 
a 

A = 0, A table ofF (M) is given in the Appendix. 
n a 
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The F test must always be used in concert with the ,.X 
2 

test. For 
suppose the F test indicates that with a high probability A = 0, it is still 
possible that A +l' A +Z' ... are not zero. However, if~n that case we 
terminate the s~nes Jl n-1 the X 2 test indicates that a good fit has not yet 
been ob~ained. 

X 

.12 

.56 

.83 
1. 36 
lAB 
l. 73 
2.20 
2.57 
2.83 
3.01 
3.32 
3.62 
3. 90 

8Q EXAMPLE 

Consider the set of numbers gi:~en at the left. By .use of an IBM 650 

n 
M 

y 

3.85 
9.42 

12.90 
17.36 
19.31 
22.73 
32.89 
44.51 
53.01 
62.09 
81.00 

102.11 
124.00 

1 
11 

s 
.09 
.15 
.42 
.42 
.23 

. ;;2 7 
.36 
.83 
.52 
.61 
.93 

·.86 
. 71 

ao 
al 
a2 
a3 
a4 
as 

- 0 .. 5567 '>I 

18.9928 

g 
n/M gn 

SM 

11148A07 
1004.01 

65.7462 

2 
10 
4.8593 
1. 5784 
7.3924 

computer these were fitted with the 
function 

n 

f (x) = L 
k=O 

for n = 1, 2, 3, 4, 5. The results are 
shown below. 

3 
9 
1. 9142 

17.0535 
- 8.0616 

3.0132 

4 
8 
1.8899 

17.2574 
- 8.3539 

3.1472 
- 0.01877 

5 
7 
1. 9802 

16.2962 
- 6.2119 

1.4636 
0. 5136 

- 0.0580 

1471.809 
147.1809 

1041.741 

13.142 
1.4002 
0.02748 

13.097 
1.6 3 71 
0.14122 

12.838 
1.8340 

M = N - n- 1, N = 13 

We see immediat~fy that the x 2 
test selects n = 3 as giving the best 

fit. The F test corr0boratesthis selection, since SM ::: 0.02748 for M = 9 
corresponds, according to the table in the appendix, to a ::::: 0.85. Thus in 
te 1·minating the series at n = 3 we have approximately an 85 o/o chance of being 
right. 
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APPENDIX 

Distribution of X: 2 

Values of q
0 

for given M and p 

Sao ( 2) dx 2 
PM X = P 

qo 

i~}'f .01 .05 .10 .20 .50 .80 .90 .95 .99 

r· ... 
6.63 3.84 2. 71 1.64 0.455 0.064 0.016 0.004 0.0002 

! 
3 11.34 7.81 6.25 4.64 2.37 1.00 0.584 0.352 0.115 i 

I 
5 15.09 11.07 9.24 7.29 4.35 2.34 1.61 1.14 0.554 

7 18.47 14.07 12.02 9.80 6. 35 3.82 2.83 2.17 l. 24 

I 9 21.6'7 16.92 14.68 12.24 8.34 5.38 4.17 3.32 2.09 
I 

110 23.21 18.31 15.99 13.44 9.34 6.18 4.86 3.94 2.56 

1 1s 30.58 25.00 22.31 19.31 14.34 10.31 8.55 7.26 5.23 
I 

'zo 37.57 31.41 28.41 25.04 19.34 14.58 12.44 10.85 8.26 
I 
125 44.31 37.65 34.38 30.67 24. 34 18.94 16.47 14.61 11.52 
! 
:30. 50.89 43.77 40.26 36.25 
i 

29.34 23.36 20.60 18.49 14.95 



a M .. 
l. 7~Xl0- 6 

. 999 

. 99 l.75X10- 6 

. 95 4.35X10- 3 

. 90 0.0175 

. 80 0.0713 

. 75 0.113 

. 5.0 0.523 

. 25 . 1.69 

. 10 4.06 

. 05 6.61 

. 01 l6.26 

. 005 22.78 

. 001 47.18 

0 0 0 0 2. 0 2 ~i 2 J 

10 

l.65X10- 6 

l.65X10- 4 

4.13X10- 3 

0.0166 

O.OG ,6 

0.107 

0.490 

1.49 

3.29 

4.96 

10.04 

12.83 

21.04 

-21-

Distribution of F: 

Values of F (M) for given Manda 
a 

PM(F) dF = a 
/ .. 

15 20 30 40 60 120 

1.6 2Xl0- 6 l.61X10-b l.~~XlO - 6 l.59X10- 6 l.58X10- 6 l.58X10- 6 

l.62X10- 4 l.61X10- 4 l.60Xl0- 4 l.59X10- 4 l. 58X10- 4 l.58X10- 4 

4.07X10-? fi4.03X10- 3 .· -3 
4.00X10 , 3.98X10- 3 3 .. 96xl0- 3 3.95X10- 3 

0.0163 0.0162 o.ill60 9.0160 0. 0159 0. 0158 

0.0666 0.0660 0.0655 0.0650 0.0645 0.0645 

0.105 0.104 0.103 0.103 0.1025 0.102 

0.477 0.472 0.466 0.464 0.461 0.458 

1.43 1.40 1.38 1.36 l. 35 1.34 

3.07 2.97 2.88 : 2.84 2.79 2.75 

4.54 4.35 4.17 4.08 4.00 3.92 

8.68 8.10 7.56 7. 31 7.08 6.35 

10.80 9.94 9.18 8.83 8.49 8.18 

16.59 14.82 13.29 12.61 11.97 11.38 

I 
·' 

UCRL-8523 

.1.57X10- 6 

l.57X10c 4 

3.93X10~ 3 

0.0158 

0.0640 

0.1015 

0.454 

l. 32 

2. 71 

3.84 

6.63 

1:88 

10.38 
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This report was prepared as an account of Government 
sponsored work. Neither the United States, nor the Com­
mission, nor any person acting on behalf of the Commission: 

A. Makes 'a·hy warranty ocr represen t,-:a tion, express 
or implied, with respect to the accuracy, com­
pleteness, or usefuln,.ess of the information 
contained in this rep·brt, or that the use of 
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